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Preface

Preface

SCEE is an international conference series dedicated to Scientific Computing in Electrical Engineering.
It started as a national German meeting held in Darmstadt (1997) and Berlin (1998), both under the
auspices of the Deutscher Mathematiker Verein. In 2000, the first truly international SCEE confer-
ence was organized in Warnemünde by the University of Rostock, Germany. In 2002, the 4th SCEE
conference was jointly organized by the Eindhoven University of Technology and Philips Research
Laboratories Eindhoven, The Netherlands. In 2004, the 5th SCEE conference took place in Capo
D’Orlando, Italy, organized by Universita di Catania and Consorzio Catania Ricerche. Most recently,
in 2006, the 6th SCEE conference took place in Sinaia, Romania, organized by Politehnica University
of Bucharest.

The 7th International Conference on Scientific Computing in Electrical Engineering (SCEE 2008)
in Espoo, Finland, is organized by the Helsinki University of Technology (TKK); Faculty of Electron-
ics, Communications and Automation (ECA); Department of Radio Science and Engineering (RAD);
Circuit Theory Group. (SCEE 2008 web site: http://www.ct.tkk.fi/scee2008/).

The aim of the SCEE 2008 conference is to bring together scientists from academia and industry
with the goal of intensive discussions on modeling and numerical simulation of electronic circuits and
of electromagnetic fields. The conference is mainly directed towards mathematicians and electrical
engineers. The SCEE 2008 conference has the following four main topics:

1. Computational Electromagnetics (CE),
2. Circuit Simulation (CS),
3. Coupled Problems (CP),
4. Mathematical and Computational Methods (CM).

The selection of abstracts in this book was carried out by the Program Committee; each abstract
was reviewed by two or three reviewers. The authors of all accepted abstracts were invited to submit
an extended full paper, which will be reviewed as well. The accepted full papers will be published in
a separate post-conference book.

On behalf of the Local Organizing Committee, we would like to thank the invited speakers for
graciously agreeing to partcipate in the conference, the authors of contributed abstracts for their well-
written scientific texts, the members of the Program Committee for their efforts and time, and those of
the Scientific Advisory Committee for their support. Also, we are grateful to the financial and material
support received from our sponsors.

Finally, we would like to warmly welcome all participants to SCEE 2008.

Espoo, September 12, 2008

Janne Roos, SCEE 2008 chairman

Luis Costa, SCEE 2008 secretary
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Alexandra Ştefănescu, Daniel Ioan, Gabriela Ciuprina . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Session: CS 1

CS 1I ANN/DNN-based Behavioral Modeling of RF/Microwave Components/Devices and
Circuit Blocks
Q.J. Zhang, Shan Wan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

CS 1A Model Order Reduction for Nonlinear IC models with POD
A. Verhoeven, M. Striebel, E.J.W. ter Maten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

CS 1B Model Order Reduction for Systems with Coupled Parameters
Lihong Feng, Peter Benner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

vii



Contents

CS 1C Model order and terminal reduction approaches via matrix decomposition and low
rank approximation
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Pasi Ylä-Oijala, Matti Taskinen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

CM 1C Nonlinear models for silicon semiconductors
Salvatore La Rosa, Giovanni Mascali, Vittorio Romano . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

CM 1D Hyperbolic PDAEs for semiconductor devices coupled with circuits
Giuseppe Al̀ı, Giovanni Mascali, Roland Pulch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Session: P 2

P 2.1 Consistent Initialization for Coupled Circuit-Device Simulation
Sascha Baumanns, Mónica Selva, Caren Tischendorf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

P 2.2 Heating of semiconductor devices in electric circuits
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Advances in balancing-related model reduction for circuit

simulation
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Summary. We discuss methods related to balanced
truncation for model reduction of linear systems.
These methods are known to have good global ap-
proximation properties and to preserve important
system properties. A computable error bound allows
to choose the order of the reduced-order model adap-
tively. We will emphasize those aspects that make
their application to models arising in circuit simula-
tion a non-straightforward task. In recent years, these
issues have been addressed by several authors. We
will survey these developments and demonstrate that
these techniques are now suitable for the large-scale,
sparse systems encountered in circuit simulation.

1 Introduction

Model order reduction (MOR) is an ubiquitous
tool in the design and analysis of integrated cir-
cuits (ICs) and circuit simulation in general. In
many situations, only the use of MOR techniques
allows the numerical simulation of the usually
very large systems of ordinary differential and
differential-algebraic equations used to describe
(parts of) complex circuit layouts. MOR has been
particularly successful in reducing the complexity
of large linear subcircuits modeling parasitic ef-
fects of interconnect etc., and it is becoming an
increasingly useful tool also in other areas of cir-
cuit design.

We consider linear descriptor systems

Eẋ(t) = Ax(t) +Bu(t), y(t) = Cx(t), (1)

with A,E ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n and
corresponding transfer function G(s) = C(sE −
A)−1B, resulting from describing the input-to-
output map u → y in frequency domain.1 One
difficulty for balancing related model reduction
methods arises from E being singular as it is usu-
ally the case in circuit simulation — a part of
the talk and the full paper will be devoted to the
advances made for resolving this issue.

The model reduction problem now consists of
finding a reduced-order system,

1 Note that frequently in the area of circuit simula-
tion, different notation is used: there E,A, and C
become C,G, and LT , respectively. The notation
used here is standard in systems theory.

Ê ˙̂x(t) = Âx̂(t) + B̂u(t), ŷ(t) = Ĉx̂(t), (2)

of order r, r ≪ n, with the same number of inputs
m, the same number of outputs p, and associated
transfer function Ĝ(s) = Ĉ(sÊ − Â)−1B̂, so that
for the same input function u ∈ L2(0,∞; Rm), we
have y(t) ≈ ŷ(t).

2 Review of MOR in IC design

First attempts of employing MOR in circuit sim-
ulation used the so called asymptotic waveform
evaluation (AWE) technique [6]. This is based on
the following observation: for s0 6∈ Λ(A,E), where
Λ(A,E) denotes the set of generalized eigenvalues
of the matrix pencil A− λE, we can re-write the
transfer function of (1) and expand it into a power
(Laurent) series as follows:

G(s) = C
(
I + (s− s0)(s0E −A)−1E

)−1

×(s0E −A)−1B

= M0 +M1(s− s0) +M2(s− s0)
2 + . . .

For s0 = 0, the coefficient matrices in the power
series are given by Mj := C(A−1E)jA−1B and
are called moments.

As reduced-order model we can now use the
rth Padé approximant Ĝ to G, defined by the
property G(s) = Ĝ(s) +O((s− s0)

2r), i.e., Mj =

M̂j for j = 0, . . . , 2r − 1. Thus, Padé approxi-
mation is based on moment matching. AWE now
computes the moments explicitly and obtains the
coefficients of the enumerator and denominator
polynomials of Ĝ by solving a linear system of
equations. It was soon observed that this pro-
cedure is numerically unstable as computing the
moments can be interpreted as kind of a power
iteration so that the computed moments become
numerically linearly dependent quite fast.

A breakthrough for Padé approximation meth-
ods then was the observation that the moments
need not be computed explicitly as moment match-
ing is equivalent to projecting the state-space
onto V = K(Ã, B̃, r), along W = K(ÃH , CH , r).
Here, Ã = (s0E − A)−1E, B̃ = (s0E − A)−1B,
and K(M, b, ℓ) denotes the Krylov subspace
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span{b,Mb,M2b, . . . ,M ℓ−1b}.
Bi-orthogonal bases of these two (block-)Krylov
subspaces can be computed via the unsymmet-
ric (block, band) Lanczos method [2–4]. In ad-
dition, a realization of the reduced-order model
is computed as a by-product of the unsymmetric
Lanczos process. The computation of a reduced-
order model based on the moment matching idea
implemented as unsymmetric Lanczos process is
called the (matrix) Padé-via-Lanczos ((M)PVL)
method [2,3]. PVL is popular in circuit simulation
and micro electronics as it can be applied with-
out changes to descriptor systems with E singular
which quite commonly arise in these applications.

Padé-type methods are also based on the mo-
ment matching property, but the approximations
need not match the maximum possible number
of moments. One such method is PRIMA [5]
which employs the numerically stable Arnoldi
process to compute an orthogonal bases of V
as above and performs an orthogonal projection
onto V . PRIMA has been a success story in MOR
for circuit simulation as besides having moment-
matching properties, it preserves stability and
passivity of RLC circuit models.

Despite all the success with Padé(-type) ap-
proximation techniques based on the moment-
matching properties of Krylov subspace methods,
some major difficulties of this approach persist:

1. So far there exists in general no computable
error estimate or bound for ‖y − ŷ‖2.

2. The reduced-order model provides a good ap-
proximation quality only locally.

3. The preservation of physical properties like
stability or passivity can only be shown in
very special cases; usually some post process-
ing which (partially) destroys the moment
matching properties, is required.

There are many recent advances with respect to
items 1.–3. discussed in the recent literature, due
to space limitations we can not discuss all these
new developments here.

3 Balancing-related MOR

All the above problems of moment-matching meth-
ods are avoided when using balanced truncation
(BT) or its relatives. Computable error bounds
exist and come for free as by-product of the com-
putational procedures for obtaining the reduced-
order model. Stability of the linear system is pre-
served for all variants, other properties like pas-
sivity (which is important for passive devices) can
be preserved, depending on which variant of BT is
used. The methods have good global approxima-
tion properties and thus, the reduced-order model

can serve as surrogate for a large frequency range.
In the simplest case of balanced truncation, the
main computational task is the solution of the
dual Lyapunov equations

AP + PAT +BBT = 0,
ATQ+QA+ CTC = 0.

(3)

The reduced-order model is then obtained by fur-
ther manipulations from the solutions P,Q of (3).
Other variants of BT replace the Lyapunov equa-
tions by algebraic Riccati equations which seems
to be even more challenging from the computa-
tional point of view. It has been common belief
until recently that BT-related methods are not
applicable in circuit simulation due to the O(n3)
complexity of usual matrix equation solvers. But
advances in numerical linear algebra nowadays al-
low to compute solutions to those Lyapunov and
Riccati equations arising in BT-related methods
for linear system in circuit simulation at a compu-
tational cost that scales with the cost for solving
linear systems of equations with coefficient ma-
trix A+s0E. Thus these methods can now be ap-
plied to systems of order O(106). Moreover, most
of the difficulties resulting from a singular E ma-
trix have now also been overcome. Many of these
developments can already be found in [1] and ref-
erences therein. In the talk and the full paper, we
will survey the most important advances useful
for MOR of linear systems in circuit simulation
and will also highlight some recent improvements.
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Summary. The paper contains overview of key tasks
in numerical modeling of EMC (Electromagnetic Com-
patibility) problems of mobile phones. Special focus
is given to following questions: overcoming computa-
tional difficulties caused by multi-scale feature, repre-
sentation of different types of EMI sources in numer-
ical models using measured data and methods of val-
idation of numerical results. Examples of numerical
modeling of real problems are included in full version
of the paper.

1 Introduction

With decreasing design circles in modern elec-
tronic industry, simulations play more and more
important role as an alternative to traditional
way of making prototypes and measurements.
High frequency wireless consumer devices like
mobile phones are becoming increasingly com-
plex since they are actually combinations of other
products such as cameras, sensors, radio, comput-
ers etc. At the same time, they are getting smaller
so complying with EMC regulations is now chal-
lenging task. At least some of potential EMC
problems can be predicted well before physical
prototypes are built by application of numerical
analysis at early design stage. Significant efforts
have been recently made by IEEE EMC Society
to develop standards and recommended practice
of the use of computational packages for simula-
tion of real EMC problems [1].

In spite of so obvious benefits, CAD simula-
tion packages have not become yet everyday tools
of EMC designers unlike antenna, thermal or sig-
nal integrity designers of wireless devices. Even
now, EMC problems of wireless devices are fre-
quently considered as ”black magic area” where
rigorous numerical analysis is impossible due to
high complexity of the problems. In the present
paper some key challenges in numerical analy-
sis of EMC problems of wireless devices are dis-
cussed.

2 Tasks for EMC Simulations

EMC regulations are imposed as maximum ac-
ceptable values (limits) of the electromagnetic

field at certain distances from the product. Lim-
iting values of the EM field parameters are also
specified inside the phone around modules con-
taining strong EM radiators (emission interoper-
ability limits) and modules sensitive to excessive
levels of the EM field (immunity interoperability
limits). Compliance with interoperability limits
ensures functioning of the device without noises
and interferences, and, finally, effects on the prod-
uct quality.

Obviously those limits are expressed in terms
of absolute numbers and do not depend on con-
ditions of neither measurements nor numerical
modeling. Thus EMC simulation technology should
also provide numerical solution in the form of ab-
solute numbers to be compared with EMC stan-
dards and interoperability limits.

3 Multi-Scale Feature

Characteristic size of the device is about 5-10 cm
whereas characteristic size of the PCB details is
less than 1 mm. Difference between the charac-
teristic dimensions is two orders of magnitude
that leads to very serious computational prob-
lem, namely: to provide necessary resolution in
simulation of the PCB details, the average size of
the cell in computational mesh used by the soft-
ware for three-dimensional electromagnetic simu-
lations should be hundreds or even tens microns.
Thus discretization of the computational space
including the device by cells of this size leads
to such a mesh that no one modern computer
will be able to simulate such a device ”as is” in
reasonable time. This problem got the name of
”multi-scale” feature is well known in computa-
tional electromagnetics [2].

Computational problems related with ”multi-
scale” features may be overcomed using so-called
multi-stage modeling: the problem is divided into
sub-problems, each of them is analyzed by spe-
cial software and the results are combined [3]. In
the case of wireless devices like mobile phones,
basic idea of this approach is separate numerical
solution of Maxwell’s equations in domain occu-
pied by the printed circuit board and in rest of

7



the device. Realization of the idea can be done by
iterations; each of them consists of the following
two steps:

a. The electromagnetic behavior of the printed
circuit board is analyzed separately from the
device (the device is ignored) and near field
radiation of the board is calculated; then the
electromagnetic field distribution around the
board is transferred to the next iteration to
be used as input data (equivalent source or
boundary condition).

b. Three-dimensional problem of the electromag-
netic field distribution is solved everywhere
inside the device excepting domain occupied
by the printed circuit board: the PCB domain
is eliminated from the numerical procedure
and replaced by the field distribution at the
interface (obtained at the previous iteration).

Main advantage of the described procedure
is that cells for modeling the PCB and the de-
vice are not combined in the same mesh. Instead,
computer grids for the PCB and device are used
separately at different stages so the multi-scale
problem is resolved and three-dimensional distri-
bution of the electromagnetic field inside and out-
side the device can be simulated in wide range of
frequencies. However, practical realization of the
approach requires high level of compatibility be-
tween codes applied at steps a and b (files pro-
duced by one code should be used as input data
in another one). Another issue requiring further
investigation is convergence of the iterative pro-
cedure. Intuitively clear that convergence will de-
pend on characteristic scales of the problem: size
of device, size of PCB and distance between them.
Full version of the paper contains analysis of con-
ditions of applicability and numerical example.

4 Representation of EMC/EMI
Sources

Main EMI sources in the wireless devices are an-
tennas, RF modules located on the board and cur-
rents flowing in the PCB traces. Electromagnetic
behaviour of most of them cannot be described
without SPICE-like models. Rigorous consider-
ation requires combination of 3D EM (device),
2.5D EM (PCB) and circuit simulations using real
characteristics of RF ICs. Alternative approach is
to approximate real sources by combinations of
lumped ports and calibrate their parameters us-
ing measured data, for example - near field distri-
bution over IC. Advantages, limitations and ex-
amples of both approaches are considered in full
version of the paper.

5 Validations of Numerical Results

Mixing circuit (lumped) level, field level and even
molecular level models may naturally lead to sig-
nificant errors so the problem of validation of
numerical results becomes central problem when
new simulation approaches are developed. In the
area of board level EMC problems neither ana-
lytical solutions nor estimations based on previ-
ous experience may be applied for validations so
measurements are the only approach to obtain
reference data. Full version of the paper is fo-
cused on the near/far fields and scattering param-
eters measurements, and methodologies to repre-
sent measured data in the form suitable for com-
parison with numerical results and EMC limits.
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Summary. In dispersive materials, the material prop-
erties depend on the operating frequency. Eigenvalue
problems including dispersive materials occur when
computing the dispersion relations of photonic crys-
tal and metamaterial unit cells in the THz spectrum.
One possible procedure for solving is a fixed point
iteration, but we show, that a reformulation as poly-
nomial eigenvalue problem is also possible.

1 Introduction

In Fig. 1 there is exemplarily shown a metamate-
rial unit cell consisting of two rectangular struc-
tures of silver and a dielectric spacing in between.
The fundamental eigenmode of such an unit cell
is the focus of our interest. Especially in the
THz frequency range, noble metals show a dis-
persion of their dielectric constant which follows
the Drude model [3]. Thus, solving for eigenmodes
of electromagnetic structures can be a quite chal-
lenging task when frequency dispersive materials
are involved. A first approach is to evaluate the
frequency dependent material properties at a spe-
cific frequency and to perform a fixed point itera-
tion over several frequencies which may converge
to the desired eigenmode of interest. But since
the dependency of the material parameters on the
frequency is explicitly known, the problem can be
reformulated leading to a polynomial eigenvalue
problem (PEP) which can be solved in different
ways.

2 Formulation

¿From Maxwell’s equations we derive the eigen-
mode formulation for the electric field strength
E

rot
1

µ
rot E = ω2ǫE, (1)

where
µ = µ0µr ǫ = ǫ0ǫ(ω). (2)

We refer the following results to a relative per-
meability of µr = 1. The dependency on the fre-
quency of the relative permittivity ǫ(ω) is given
for example by a general 2nd order model

ǫ(ω) = ǫ∞ − β0 + iωβ1

α0 + iωα1 − ω2
, (3)

with the real-valued parameters ǫ∞, α0, α1, β0

and β1. Note that all underlined symbols are com-
plex quantities. Then we insert equation (3) into
equation (1) and formulate a PEP in ω

(ω4A4 + ω3A3 + ω2A2 + ωA1 +A0)E = 0 (4)

A4 = −ǫ∞, A3 = i(α1ǫ∞ + β1),

A2 = ǫ∞α0 + β0 + Acc,

A1 = −iα1Acc, A0 = −α0Acc,

Acc = rot
1

µ
rot.

Using the Finite Integration Technique (FIT) [4]
this representation of the PEP can be trans-
formed into a matrix-vector formulation in a straight
forward manner

(ω4MA4+ω
3MA3+ω

2MA2+ωMA1+MA0)
⌢e = 0,

(5)
where ⌢e is a large algebraic vector of the electric
grid voltages.

Fig. 1. Sample unit cell structure with two layers of
Drude-dispersive silver and a spacing in between.

3 Strategies for Solving

3.1 Linearization of the PEP

A PEP can be linearized be the cost of multiply-
ing the dimension of matrices by the order l of
the polynomial, generating a generalized eigen-
value problem Ax = λBx of high dimension.
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A =




0 I · · · 0
...

...
. . .

...
...

...
... I

−MA0 −MA1 · · · −MAl−1



, (6)

B =




I
. . .

I
MAl−1




This approach leads to (l − 1) times additional
eigenvalues which are not all solutions of the origi-
nal PEP. Moreover, the system (6) is often known
to be ill-conditioned [1].

3.2 Jacobi-Davidson for PEP

A promising approach was recently published in
[2]. The PEP is kept in the form (5), the di-
mension is not blown up and a Jacobi-Davidson
method is established. So far, we implemented the
linearized harmonic Rayleigh-Ritz variant of the
method in [2] which is intended to find one or
more interior eigenvalues of the spectrum near a
given estimation. Note, that the linearized har-
monic Rayleigh-Ritz method fails to produce an
exact eigenvalue, since only the linear part of a
Taylor expansion is incorporated. Nevertheless,
the obtained results are quite promising.

4 Numerical Example

As numerical example we choose a rectangular
waveguide resonator. The resonator is filled ho-
mogeneously with a Drude-dispersive material,
leading to a PEP of third order. The advantage
of this rather simple setup is that the computa-
tion of the fundamental mode can be done for
comparison purposes

1. analytically (including the lattice dispersion
equation [4]),

2. using a fixed point iteration around ω,
3. using the blown-up linearized approach,
4. using the JD approach.

4.1 Results

For the analytical solution we obtain the reference
result

ωanalytical = 2π(24.49 × 109 + 66.32 × 103i) s−1.
(7)

Note, that there is a factor 106 between real and
imaginary part of the result.

For the first setup with full matrix-formulation
we perform the fixed point iteration until the

residual is smaller than 10−12. We obtain a de-
viation to the analytical solution of

|ωmeshed,fixedpoint − ωanalytical|
|ωanalytical|

= 3.38 × 10−8.

(8)
The blown-up linearized approach of equation (6)
is solved by using Matlab’s eigs and yields

|ωmeshed,linearized − ωanalytical|
|ωanalytical|

= 1.07 × 10−4.

(9)
This rather poor accuracy is due to the bad con-
dition of system (6). It can easily be improved
by scaling and shifting the matrices in (6) which
leads to

|ωmeshed,linearized,scaled − ωanalytical|
|ωanalytical|

= 5.31×10−8.

(10)
The JD method based on linearized harmonic
Rayleigh-Ritz method produces an approxima-
tion only which leads to a deviation of

|ωmeshed,JD − ωanalytical|
|ωanalytical|

= 7.57 × 10−4 (11)

which is in the same order of magnitude as the
blown up linearized approach without any addi-
tional preconditioning operations.

5 Summary

We have shown how to get a PEP from an elec-
tromagnetic structure containing some material
following general 2nd order dispersive models. As
a first result, This PEP can be solved using a
Jacobi-Davidson method from [2]. Further details
will be given in the full paper.
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Summary. The paper presents a concept of the
region-oriented 3D formulation for the boundary ele-
ment method (BEM) applied to computation of elec-
tric and magnetic fields. Basic equations are included.
An example shows the advantages of the new formu-
lation over the classical approach used for dielectric
computation of high voltage power equipment.

1 Introduction

The calculation of electric fields based on the
boundary element method became during last 10
years a defacto standard in design of high voltage
devices [1, 2]. The fundamental advantage of the
BEM approach is related to the fact that only sur-
face mesh on boundaries of solid parts is needed.
The modeling of so called “airbox” as well as the
generation of solid mesh is not required, which
significantly simplifies the discretization of com-
plex models.

The classical formulation of the indirect BEM
for electrostatic problems introduces a single layer
of virtual charges (free and bound) located on sur-
faces of solid bodies [3]. The field and potential in
arbitrary points can be computed as a superposi-
tion of all the charges. This approach provides a
good accuracy for dielectric problems with typical
values of the relative permittivity (in the range
between 1 and 10). For values of material prop-
erties far beyond the typical range significant nu-
merical errors may occur (see example in section
4).

In this paper the region-oriented formulation
concept has been introduced to improve the nu-
merical performance of the BEM approach. This
type of formulation has been successfully applied
in the charge simulation method in the 1990s
[4, 5].

The concept of the region-oriented BEM can
be also used for the computation of magnetic
fields [6]. However in this abstract only the for-
mulation and examples for electric fields are pre-
sented.

2 Concept

The basic concept is shown in Fig. 1. The model
space has been divided into regions in which the
field and potential is calculated based on a unique
set of charges located on the region boundaries.
Consequently, on boundaries between two regions
a double layer of charges is defined while in triple
points three different charge values are specified.
In contrast to the region-oriented charge simula-
tion the regions can consist of many domains with
different material properties.

Fig. 1. Basic concept of the region-oriented formu-
lation: (a) geometrical configuration (b), (c) and (d)
charges assigned to regions 1, 2 and 3 respectively.

3 Formulation

In order to find the values of charges the following
types of equations are formulated:

• fixed potential on electrodes boundaries in re-
gion k:

∑

j∈k
pij · σjk + Φrk = Φi (1)

• potential continuity on interfaces between re-
gions – this equation is formulated for each
region l that meets with region k at point i:
∑

j∈k
pij · σjk + Φrk =

∑

j∈l
pij · σjl + Φrl (2)

11



• electric displacement continuity at the bound-
ary point i (one equation for all regions that
meet at point i)

∑

k∈i
εknik

∑

j∈k
∇pij · σjk = 0 (3)

• flux (charge) compensation for closed regions:

∑

i∈k
nik
∑

j∈k
∇pij · σjk = 0 (4)

where εk are electric permittivities and nik are
normal vectors. The unknowns in (1)–(4) are
charge densities σik at collocation points i (mesh
corner nodes) and reference potentials Φrk (both
assigned to region k). The potential pij and field
coefficients ∇pij between the collocation point i
and the integration points j are calculated in the
same way as in the classical BEM approach [1,3].

4 Example

Figure 2 shows an example of surge arrester. It
consists of 3 sections of zinc oxide cylinders sup-
ported by porcelain tubes. In spite of a simple
geometry this example makes some difficulties for
the classical BEM approach because of high value
of electric permittivity of the zinc oxide.

Fig. 2. Example of surge arrester. This example is
used by IEC as a benchmark model for arrester cal-
culations. For the benchmark configuration the whole
arrangement is surrounded by a grounded cylinder
with 8 m diameter.

The goal of designers is calculation of the
potential distribution along the arrester axis for
the purely capacitive case. In order to keep the
properties of zinc oxide in linear range a uni-
form potential gradient is required for normal
operation. The result in Fig. 3 shows significant
differences between the classical and the region-
oriented BEM approaches. The better accuracy of
the region-oriented result could be achieved due
to explicit formulation of potential continuity (2)

as well as the charge compensation for the high
permittivity regions (4). In this way the result
does not depend on precision of the numerical in-
tegration.

Fig. 3. Potential distribution along the axis of the
surge arrester from Fig. 2.

5 Conclusion

The region-oriented BEM formulation is suitable
for the calculation of electric fields in arrange-
ments with extreme differences in material prop-
erties. The new approach provides a good founda-
tion for handling of complex geometries as well as
nonlinear and quasi-static problems. The details
on numerical performance of this formulation will
be presented in the extended version of this pa-
per.
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Summary. Finite and boundary element tearing and
interconnecting methods are well established domain
decomposition solvers for elliptic operators. Contrary,
for non-elliptic operators much less is known. Here
we discuss some approaches for both the Helmholtz
equation and the Maxwell system, to construct effi-
cient related parallel solvers.

1 Introduction

The use of domain decomposition methods can
have different reasons, for example jumping co-
efficients, the use of different methods on differ-
ent subdomains, or just because of computational
arguments, such as preconditioning. As a model
problem we first consider the Helmholtz equation

−∆u(x) − κ2u(x) = f(x) for x ∈ Ω,
γ0u(x) = g(x) for x ∈ ΓD,

γ1u(x) =
∂u

∂n
(x) = h(x) for x ∈ ΓN ,

where ∂Ω = ΓD ∪ ΓN .

2 Domain decomposition

We decompose the domain Ω in several non-
overlapping bounded and simply connected sub-
domains Ωi. If present, Ω0 may denote the exte-
rior of some bounded domain, in addition.

The interface and the skeleton of the domain
decomposition are defined by

ΓI :=
⋃

i,j∈I
Γ ij \ ΓD,

ΓS :=
⋃
i∈I

Γi = ΓI ∪ ∂Ω.

3 Steklov-Poincare operator

The Dirichlet to Neumann map including the Ste-
klov-Poincare operator plays a key role in our
analysis. Analytically it is just defined by the
mapping of some Dirichlet data γ0u of a func-
tion which fulfills the Helmholtz equation to its

Neumann data γ1u. This operator is well de-
fined and invertible as long the wave number κ
is not a Dirichlet (resp. Neumann) eigenvalue of
the Laplace operator (this is always the case, if
the domain Ωi is small enough). There are differ-
ent possibilities to discretize this operator, here
we want to mention the approaches based on fi-
nite and boundary element methods. In the finite
element approach one assemblies the local stiff-
ness matrices and eliminates all interior degrees
of freedom to obtain

S := AΓΓ −AΓIA
−1
II AIΓ .

In the boundary element framework we can real-
ize the Steklov-Poincare operator by the so-called
symmetric representation

S := Dκ + (
1

2
+K ′

κ)V
−1
κ (

1

2
+Kκ)

where Vκ is the single layer, Kκ is the double
layer, and Dκ is the hypersingular potential op-
erator.

4 Deduction of coupled systems

In this section we deduce different equivalent for-
mulations of our problem. First we localize the
partial differential equation.

Find u ∈ H1(Ω) such that

−∆ui − κ2
iui=0 in Ωi,
γ1ui=−γ1uj on Γij ,
γ0u= g on ΓD,
γ1u=h on ΓN ,

where ui = u|Ωi .
By using the local Steklov-Poincare operator,

it is possible to reduce the problem to functions
defined on the boundary:

Find γ0u ∈ H1/2(ΓS) so that

Siγ0u|Γi + Sjγ0u|Γj = 0 on Γij
γ0u = g on ΓD,

Siγ0u = h on ΓN ∪ Γi.
(1)

This system is the starting point of the algebraic
approach in the next section.
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For a second approach we introduce bound-
ary functions for the local subdomains and the
Neumann data λ ∈ H−1/2(Γ ) on the skeleton.

Find γ0ui ∈ H1/2(Γi), λ ∈ H−1/2(ΓS) such
that

µij · Siγ0ui = λ on Γij ,
γ0u = g on ΓD,
λ = h on ΓN ,

γ0ui = γ0uj on Γij

(2)

with µij := sign(i− j).

5 Algebraic approach

After discretizing (1) we end up with the algebraic
system

Shu =

p∑

i=1

ATi Sh,iAiu =

p∑

i=1

ATi f i.

Here, one entry on an interface between two do-
mains has the form

Sh[m,n]un = 〈(Si + Sj)un, φm〉.

By splitting the degrees of freedom and enforcing
the continuity again by an additional equation
(this is done for the whole column), this leads to

〈Siui,n, φm〉 + 〈Sjuj,n, φm〉 = rhsi + rhsj ,
ui,n − uj,n = 0.

By splitting the test function and reinforcing the
continuity of the related Neumann data we end
up with

〈Siui,n, φi,m〉 + λ = rhsi,
〈Sjuj,n, φj,m〉 − λ = rhsj ,

ui,n − uj,n = 0.

By repeating these operations for all columns one
finally obtains




Sh,1 BT1
. . .

...
Sh,p B

T
p

B1 . . . Bp 0







u1

...
up

λ


 = rhs.

This is the same system which is usually de-
duced in the elliptic case, but we didn’t use any
minimization arguments as it is done in the ellip-
tic case.

6 Continuous approach

A more analytical approach is based on system
(2), the variational formulation of it is

∑
ij

∫
Γij

(γ0ui − γ0uj)µ(x)dsx

+
∫

ΓN∩Γi

(Siγ0ui − h(x)) · vidsx

+
∑

ij,i>j

(
∫
Γij

(Siγ0ui − λ(x)) · vidsx

+
∫
Γij

(Sjγ0uj + λ(x)) · vjdsx
)

= 0.

By introducing related bilinear forms we get
the mixed formulation:

Find u ∈ ΠiH
1/2(Γi) and λ ∈ H−1/2(ΓS)

such that

a(u, v) + b(v, λ) = rhs
b(u, µ) = rhs

where b(u, µ) fulfills the BBL-condition. A Galerkin
discretization will now lead to a similar system as
above, but the connectivity matrices Bi have to
be replaced by related mass matrices.

7 Alternative interface conditions

It is not always possible or practical to decom-
pose the domain Ω in domains Ωi such that each
domain is small enough to avoid eigenvalues of
the Laplace operator. Another way to avoid this
critical eigenvalues are alternative interface con-
ditions. One possible choice are Robin-type inter-
face conditions. In the finite element case this ap-
proach was introduced in [1], in the case of bound-
ary elements one has to find a way to treat the
inverse of the single layer potential which also ap-
pears when solving Robin-type problems. At least
in the case of the domain Ω0 it is no problem
to use the boundary element method (which is
the favourable method for unbounded domains)
also for Dirichlet or Neumann interfaces when
using regularized boundary integral formulations,
see [2].

Another possibility is to use interface condi-
tions which are based on the representation for-
mula, see [3]
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Summary. One of the major goals in designing trans-
mission lines is to handle variability. This paper pro-
poses a method to parameterize the p.u.l. parameters
of TL models w.r.t. the geometric parameters, subject
to large or small variations. Examples of such varia-
tions are either due to design or technology (process
or lithography), respectively. The accuracy of the sim-
plest first order models is studied and validated ex-
perimentally for both affine and rational variability
models.

1 Introduction

While short interconnects have simple circuit mod-
els (e.g. a lumped capacitance), interconnects longer
than the wave length are critical for a proper func-
tionality of the designed system. In this case the
extracted model has to consider also the effect of
the distributed parameters. Fortunately, in most
cases, the long interconnects have the same cross-
sectional geometry along their extension. If not,
they may be decomposed in straight parts con-
nected together by junction components. The for-
mer are represented as transmission lines, while
the latter are modeled as common passive 3D
components.
This paper focuses on the variability of the nu-
merical extracted models for interconnects with
respect to the geometric parameters. Such an ap-
proach represents one of the issues of the re-
search carried out within the European project
FP6/IST/Chameleon [1].

2 Parametric Models Based on
First Order Sensitivities

The parameter variability is computed using the
first order Taylor series expansion. This needs
the computation of the derivatives of the device
characteristics with respect to the design param-
eters [2]. Let y be the device characteristic which
depends on the design parameters (p1, p2, . . . , pn).
The quantity y may be, for instance the real or
the imaginary part of the device admittance at
a given frequency. The parameter variability is

thus completely described by the real function
y : S → ℜ, defined over the design space S, a
subset of ℜn. Denoting by p0 = (p01, p02, . . . , p0n)
the nominal values of the design parameters and
by y0 = y(p0), the device characteristic for the
nominal set of parameter, if y is smooth enough
then its truncated Taylor series expansion is the
best polynomial approximation in the vicinity of
the expansion point p0. The first order truncation
of the Taylor series is the affine function:

y(p1, p2, . . . , pn) = y0 +
n∑

k=1

Spk(pk − p0k), (1)

where Spk = ∂y
∂pk

(p0) are the first order absolute
sensitivities, defined as partial derivatives of the
device characteristics, with respect to the design
parameters, computed for the nominal values of
the parameters. This definition is valid not only
for real valued characteristics, but also when y is
a complex number, a vector or a matrix.

3 Results

The test consists of a microstrip (MS) transmis-
sion line having one Aluminum conductor em-
bedded in a SiO2 layer. The line has a rect-
angular cross-section, parameterized by the pa-
rameters p2 and p3 (Fig. 1). Its position is pa-
rameterized by p1. The return path is on the
grounded surface placed at y = 0. The nomi-
nal values used are: xmax = 20µm, h2 = 10µm,
h3 = 5µm, h0 = 1µm, p1 = 1µm, p2 = 0.67µm,
p3 = 3µm,σAl = 3.3MS/m, ǫr−SiO2 = 3.9F/m.
For the nominal case, by using dFIT + dELOB,
at low frequencies, the following values are ob-
tained:

R = 18.11kΩ/m L = 322nH/m
C = 213pF/m

(2)

At high frequencies, the per unit length resis-
tance and inductance are frequency dependent,
and they can be computed for instance with the
method described in [3].
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Fig. 1. Stripline parameterized conductor

A. Affine or Rational Models for One Parameter
Case

The first order sensitivities are essential for the
analysis of the parameter variability in the time
domain. In order to evaluate the error introduced
by the first order TS expansion, let us consider
only one parameter (n = 1). The variability
model based on (1) defines an affine or additive
model (A) since each new parameter considered
adds a contributing term to the sum.
The affine models for the p.u.l. parameters con-
sidered are first order truncation of the Taylor
Series:

X = X0(1 + SXp δp) (3)

where X is either R, L or C. The rational models
are first order Taylor series approximations of the
inverse quantity, 1/X :

X =
X0

(1 + S
1
X
p δp)

(4)

where it can be easily shown that the reverse rel-

ative sensitivity is S
1
X
p = −SX0

p . The sensitivities
are computed using the CHAMY software [1], by
the differential method (DM) applied to the state
space equations [2].
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Fig. 2. Reconstruction of the per unit length R at
1GHz, from TS first order expansion

Figure 2 illustrates the effect of variation of
parameter p2 between 0.57µm and 0.77µm. As

expected, the reverse approximation of R is bet-
ter than the direct Taylor series approximation.
Using this graph, the validity range for an im-
posed accuracy can be identified.

B. Models for Multi Parametric Case

For the example considered above, in order to ex-
tend its validity domain a rational model (R) can
be used:

X =
X0(1 + SXp1δp1)

(1 + S
1
X
p2 δp2)(1 + S

1
X
p3 δp3)

(5)

where nominal values of per length parameters
are given by (2). A multi - parametric model can
be obtained by multiplication of affine models for
several parameters (model M):

X = X0

n∏

k=1

(1 + SXpkδpk) (6)

while the additive (affine) models A are

X = X0(1 +

n∑

k=1

SXpkδpk) (7)

First order multi - variable model is obtained
by addition of variations along several directions.
The main difference between A and M models are
the ”cross terms”, which are neglected in the A
model. In the full paper we will address this issue,
being a completion to [4].
The paper analyzes variability models for TL
structures considering the dependency of p.u.l.
parameters w.r.t. geometric parameters, at a given
frequency. A symbolic approach will also be con-
sidered in a future research. As an alternative to
the affine dependence, a rational approximation
of first order is proposed.
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Summary. This paper provides a tutorial overview
of ANN/DNN for RF and microwave modeling and
design. We will describe neural network structures
suitable for representing high-speed/high-frequency
behaviors in components and circuits, ANN training
exploiting RF/microwave device and circuits data,
formulation of ANN/DNN for passive and active de-
vice modeling, and behavioral modeling of nonlinear
circuit blocks, and use of ANN/DNN models for high
level RF/microwave simulation and design optimiza-
tion.

1 Introduction

Artificial neural networks (ANNs) have gained
recognition as an emerging vehicle in enhancing
the effectiveness of computer-aided modeling and
design of RF and microwave circuits and sys-
tems [1–6]. ANNs can be trained to learn electro-
magnetic/circuit behaviors from component data.
Trained ANNs can be used in high-level circuit
and system simulation and optimization provid-
ing accuracy and/or speed advantages in design.
The learning capabilities of ANN can be used for
enhancing the existing CAD models of passive
and active components [7], and thereby extend-
ing our ability of describing component behaviors
to be even closer towards reality. ANNs can be
used to improve speed, accuracy and flexibility of
microwave modeling and CAD. This is made pos-
sible because of their established network struc-
tures, universal approximation property, and the
ability to integrate with circuit knowledge. ANNs
have been applied to modeling and design of mi-
crostrip and CPW circuits, multilayer intercon-
nects, embedded passive components, printed an-
tennas, semiconductor devices, filters, amplifiers
and so on. Further advances in embedding mi-
crowave information into neural networks lead to
new knowledge-based methods for robust elec-
trical modeling [8]. There are increased initia-
tives for integration of neural network capabili-
ties into circuit design and test processes. For ex-
ample, recent reports include embedding neural
networks in circuit optimization, statistical de-
sign, global modeling, computational electromag-

netics, measurement standards, and nonlinear cir-
cuits and system level design. Automatic model
generation algorithms allow systematic and com-
puterized model creation, complimenting exist-
ing human based approaches in developing RF
and microwave models [9]. The development of
an advanced ANN structure, called dynamic neu-
ral network (DNN) [10, 11], is one of the major
recent directions where dynamic behavior of non-
linear circuits is modeled by ANN-learning of cir-
cuit input-output data.

2 Tutorial Overview of
Methodology and Application

This paper will describe the fundamentals of us-
ing ANN/DNN for RF and microwave model-
ing and design, and highlight its recent appli-
cations. The major topics will be ANN struc-
tures, ANN training, formulation of ANN for
RF/microwave modeling, and use of ANN mod-
els for RF/microwave design. Several ANN struc-
tures will be described, including multiplayer per-
ceptron (MLP), radial basis function (RBF) net-
works, knowledge-based neural networks (KBNN),
recurrent neural networks (RNN) and dynamic
neural networks (DNN). The knowledge based
neural networks combine conventional empirical/
equivalent models with ANN to achieve accurate
model with less training data. Several methods
for knowledge based networks will be highlighted
such as different method, prior-knowledge-input
method, space mapped neural network method,
and KBNN method. By establishing relationships
between buffered history of input-output signals,
or set of time-derivatives of input-output sig-
nals, the RNN and DNN can represent the dy-
namic relationship between input and output sig-
nals in circuit blocks. Formulations of RNN and
DNN for behavioral modeling of nonlinear de-
vices and circuit blocks will be presented. We
also introduce automated model generation al-
gorithms (AMG) which perform ANN training
including selection of training samples and neu-
ral network size adjustment. An adaptive sam-
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pling algorithms are used during the training pro-
cess to decide how many training data is needed,
and how the data should be distributed/sampled
in the training space. The neural network size
(such as the number of hidden neurons) is de-
termined during the training process according
to a set of under-learning and over-learning cri-
teria. The AMG algorithm aims to achieve re-
quired model accuracy with minimum amount of
training data. Application examples such as fast
parametric modeling of EM structures, modeling
of semiconductor devices, behavioral modeling
of high-speed driver/receiver buffers, behavioral
modeling of power amplifiers will be presented.
Examples of applying the ANN/DNN models in
circuit simulation will be presented.
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Summary. Reduced order modelling of large nonlin-
ear system is of large importance for industry. Despite
the linear case where great progress is being recorded,
methodologies for nonlinear problems is only begin-
ing to develop. Approaches based on linearisation are
promising. We present a technique based on singular
value decomposition that keeps the nonlinear charac-
teristic and yet avoids the need to evaluate the non-
linear functions describing the complete system.

1 Introduction

The developement of fail-safe circuit designs relies
heavily on computer simulations. The demand for
short time-to-market circles requires both accu-
rate and fast algoritms.

Model Order Reduction (MOR) aims at accel-
erating the process of simulation by streamlining
the models to be treated in such a way that the
basic characteristics of interest are conserved.

Due to the ever increasing refinement in mod-
elling physical effects in circuit design, network
equations exhibit a more and more nonlinear
characteristic.

As the packaging density and therefore the
complexity of network models is increasing, too,
reduced order modelling of large nonlinear sys-
tems is of large practical importance for industry.

For linear RLC circuits there exist already
quite a lot of MOR techniques [1]. However, cor-
responding techniques for nonlinear problems is
only beginning to develop.

2 Pojection Based Nonlinear MOR

In general an electrical network is described by
the nonlinear differential-algebraic equation of
the form

d

dt
[q(x(t))] + (x(t)) +Bu(t) = 0, (1)

where x(t) ∈ Rn represents the unknown vector
of circuit variables at time t; q,  : Rn → Rn de-
scribe the contribution of reactive and nonreac-
tive elements, respectively. B ∈ Rn×n distributes
the input u(t) ∈ Rm.

Projection based MOR techniques use Petrov-
Galerkin projection to obtain a order reduced
model for (1) of the form

d

dt
[WT q(V z)] +WT (V z) +WTBu = 0, (2)

where W,V ∈ R
n×r. The original state can be

obtained by x = V z. With r ≪ n it is clear that
the order of (2) is much smaller than the size of
the original system (1).

But, using any implicit integration scheme,
e.g., a Backward Differentiation Formula (BDF),
to solve (2) numerically on some discrete time
scale {t0, t1, · · · } necessitates the Jacobians

WT · ∂
∂x
q(x(ti)) · V and WT · ∂

∂x
(x(ti)) · V,

(3)
evaluated at x(ti) = V z(ti) for i = 1, 2, · · · .
Clearly, still the complete functions q and  have
to be evaluated. Furthermore, matrix-vector prod-
ucts have to be evaluated and the Jacobians most
likely become dense. Actually, except from the
lower dimension, no reduction is achieved.

2.1 Adapted POD

To overcome these problems, we suggest to adapt
the POD approach such that only a few compo-
nents of q and  have to be determined i.e., eval-
uated.

We assume that we have a benchmark solu-
tion x̃(t) of (1) to some input u(t) and a matrix
X ∈ R

n×N of N snapshots. We determine the
eigenvalue decomposition of the correlation ma-
trix

W =
1

N
XXT =

1

N
UΣΣTUT . (4)

Here the matrix U ∈ Rn×n is orthonormal. The
product ΣΣT ∈ Rn×n is a positive real diagonal
matrix, and therefore we can write ΣΣT = Γ 2

for a real positive diagonal matrix Γ ∈ Rn×n.
In contrast to POD we introduce the orthogonal
matrix L = UΓ ∈ Rn×n, such that W = 1

NLL
T .

We perform a projection of (1):

d

dt

[
LT q(Ly)

]
+ LT (Ly) + LTBu = 0, (5)
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with x = Lu. We approximate L ≈ LPTr Pr and
LT ≈ LTPTg Pg where Pr ∈ {0, 1}r×n and Pg ∈
{0, 1}g×n select the r and g columns of L and
LT with largest norm, respectively. That means,
L and LT are replaced by matrices where all but
the r and g, respectively, most dominant columns
are set to zero.

After multiplication of (5) with Pr, i.e. trun-
cation according to the r most dominant singular
values of X and proper scaling we arrive at the
reduced system of order r ≪ n

d

dt
[Wrg q̄(Urz)] +Wrg ̄(Urz) +Bru = 0, (6)

with reduced state z(t) ∈ R
r, Ur ∈ R

n×r con-
taining the r most dominant columns of U like
in classical POD, Wrg = UTr P

T
g ∈ Rr×g and

Br = UTr B ∈ Rr×m. The state vector of the full
systems can be recoverd by x(t) = Urz(t).

We stress that the principal reduction takes
place in the nonlinear functions q̄(·) = Pgq(·) ∈
Rg and ̄ = Pg(·) ∈ Rg, meaning that instead of
the complete functions, just g ≪ n components
have to be evaluated.

2.2 Trajectory PieceWise Linear approach

The basic idea of the Trajectory PieceWise Linear
approch (TPWL, [2, 3]) is to replace the nonlin-
ear problem (1) with a convex linear combination
of linear systems which are reduced by means of
some linear MOR techniques:

s∑

i=1

wi(z) · [V Tr CiVr ż+V Tr GiVrz+V Tr Biu(t)] = 0,

where the weights wi(z) ≥ 0 with
∑
wi(z) = 1

determine, which of the local linear subsystems
that arise from linearisation of (1) around a typ-
ical trajectory are contributing to the dynamics
close to the current state.

3 Numerical Results

We consider the academic diode chain model
shown in Fig. 1 with 300 nodes. The current
traversing a diode with potential Va and Vb at the
input- and output-node, respectively is described
by the nonlinear equation

q(Va, Vb) =

{
Is(e

Va−Vb
VT − 1) if Va − Vb > 0.5

0 otherwise

The voltage source is described by

u(t) =





20 if t ≤ 10ns
170 − 15 · 109 · t if 10ns < t ≤ 11ns
5 if t > 11ns

Fig. 1. Testcircuit: Diode chain
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Fig. 2. Relative errors for TPWL and POD

Table 1. Comparison of adapted POD and TPWL

Method r g Extr. time Sim. time

Original 302 0 79s
TPWL 50 202s 2.4s
adapt. POD 30 35 107 s 10.2s

Figure 2 shows the relative error and Table 1
reflects the time needed to extract and resimulate
a reduced model. This clearly shows that POD
approach still is a promising approach for MOR
of nonlinear problems.
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Summary. We consider parametric model order re-
duction of systems with parameters which are non-
linear functions of the frequency parameter s. Such
systems result from, for example, the discretization of
electromagnetic systems with surface losses [3]. Since
the parameters are functions of the frequency s, they
are highly coupled with each other. We see them as in-
dividual parameters when we implement model order
reduction. By analyzing existing parametric model or-
der reduction methods for computing the projection
matrix V , we show the applicability of each method
and propose an optimized method for the parametric
system considered in this paper.

1 Problem Description

The transfer function of the parametric systems
considered here takes the form

H(s) = sBT(s2In − 1/
√
sD + A)−1B, (1)

where A,D and B are n×n and n×m matrices,
respectively, and In is the identity of suitable size.
To apply parametric model order reduction to (1),
we first expand H(s) into a power series. Using
a series expansion about an expansion point s0,
and defining σ1 := 1

s2
√
s
− 1

s20
√
s0

, σ2 := 1
s2 − 1

s20
,

G := I − 1
s20

√
s0
D + 1

s20
A, we get:

H(s) = sBT(s2I − 1/
√
sD +A)−1B

= 1
sB

T(I − 1
s2

√
s
D + 1

s2A)−1B

= 1
sB

T(G− σ1D + σ2A)−1B
= 1

sB
T(I − σ1G

−1D + σ2G
−1A)−1G−1B

= 1
sB

T[I − (σ1G
−1D − σ2G

−1A)]−1G−1B

= 1
sB

T
∞∑
i=0

(σ1G
−1D − σ2G

−1A)iG−1B.

(2)
We may use the three different parametric model
reduction methods below to compute a projection
matrix V (which is independent of s) from (2) and
get the reduced-order transfer function

Ĥ(s) = sB̂T(s2Ir − 1/
√
sD̂ + Â)−1B̂,

where Â = V TAV , B̂ = V TB, etc., and V is
an n × r projection matrix with V TV = Ir. To
simplify notation, in the following we use BM :=
G−1B, M1 := G−1D, and M2 := −G−1A.

Notice that (1) is also discussed in [3], where
only conventional non-parametric model order re-
duction method is considered. The generated pro-
jection matrix V is dependent on a particular
value of s: s0, which may cause large error for
other values of s which are far away from s0. All
methods presented in this paper are parametric
model order reduction methods. The basic dif-
ference of parametric model reduction from non-
parametric model reduction is that the computed
projection matrix V is independent of any special
value of s, which produces a reduced model with
evenly distributed small error.

2 Different Methods of Computing
Projection matrix V

2.1 Directly Computing V

A simple and direct way for obtaining V is to
compute the coefficient matrices in the series ex-
pansion

H(s) = 1
sB

T[BM + (M1BMσ1 +M2BMσ2)
+ (M2

1BMσ
2
1 + (M1M2 +M2M1)BMσ1σ2

+ M2
2BMσ

2
2) + (M3

1BMσ
3
1 + . . .) + . . .],

(3)
by direct matrix multiplication and orthogonal-
ize these coefficients to get the matrix V [1]. Af-
ter the coefficients BM , M1BM ,M2BM , M2

1BM ,
(M1M2 + M2M1)BM , M2

2BM , M3
1BM , . . . are

computed, the projection matrix V can be ob-
tained by

range{V } = orthogonalize{BM ,M1BM ,
. . . , (M1M2 +M2M1)BM , . . .} (4)

Unfortunately, the coefficients quickly become lin-
early dependent due to numerical instability. In
the end, the matrix V is often so inaccurate that
it does not possess the expected theoretical prop-
erties.

2.2 Recursively Computing V

The series expansion (3) can also be written into
the following formulation:
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H(s) = 1
s [BM + (σ1M1 + σ2M2)BM

+ . . .+ (σ1M1 + σ2M2)
iBM + . . .]

(5)

Using (5), we define

R0 = BM ,
R1 = [M1,M2]R0,

...
Rj = [M1,M2]Rj−1,
....

(6)

We see that R0, R1, . . . , Rj , . . . include all the
coefficient matrices in the series expansion (5).
Therefore, we can use R0, R1, . . . , Rj , . . . to gen-
erate the projection matrix V :

range{V } = colspan{R0, R1, . . . , Rm}. (7)

Here, V can be computed by employing the re-
cursive relations between Rj , j = 0, 1, . . . ,m
combined with the modified Gram-Schmidt pro-
cess [2].

3 Optimized Method of Computing
Projection Matrix V

Note that the coefficientsM1M2BM andM2M1BM
are two individual terms in (6), which are com-
puted and orthogonalized sequentially within the
modified Gram-Schmidt process. Observing that
they are actually both coefficients of σ1σ2, they
can be combined together as one term during
the computation as in (4). Based on this, we de-
velop an algorithm which can compute V in (4)
by a modified Gram-Schmidt process. By this
algorithm, the matrix V is numerically stable
which guarantees the accuracy of the reduced-
order model. Furthermore, the size of the reduced-
order model is smaller than that of the reduced-
order model derived by (7). The improved algo-
rithm is well suited for the parametric system
from computational electromagnetics considered
in this paper. Its performance will be illustrated
using an industrial test example.
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André Schneider and Peter Benner

Technische Universität Chemnitz, Fakultät für Mathematik, 09107 Chemnitz, Germany
andre.schneider@mathematik.tu-chemnitz.de, peter.benner@mathematik.tu-chemnitz.de

Summary. We discuss methods for model order re-
duction (MOR) of linear systems with many inputs
and outputs, arising in the modeling of linear (sub)
circuits with a huge number of nodes and a large num-
ber of terminals, like power grids. Our work is based
on the approaches SVDMOR and ESVDMOR pro-
posed in recent publications. In particular, we discuss
efficient numerical algorithms for their implementa-
tion. Only using efficient tools from numerical linear
algebra techniques, these methods become applicable
for truly large-scale problems.

1 Introduction

One issue in MOR for VLSI design is the reduc-
tion of parasitic linear sub circuits. These circuits
form substructures in the design of ICs and con-
tain linear elements with little or no influence on
the result of the simulation. In some applications,
the structure of these parasitic linear sub circuits
has recently changed in the following sense. So
far, the number of elements in these sub circuits
was significantly larger than the number of con-
nections to the whole circuit, the so called pins
or terminals. This assumption is no longer valid
in all cases. Circuits with a lot of elements need
an extra power supply network, so called power
grids. In clock distribution networks, the clock
signal is distributed from a common point to all
the elements that need it for synchronization. For
simulating these circuits new methods are needed.
We want to introduce an efficient algorithm han-
dling this problem.

2 SVDMOR and ESVDMOR

Recent studies have shown that we can make use
of a large degree of correlation between the plural-
ity of input and output terminals. We use the sin-
gular value decomposition (SVD) based method
SVDMOR [2, 8] as well as an extended version
of SVDMOR, the so called ESVDMOR [4–6, 8],
which is the foundation for our work and will be
explained in the following.

2.1 Extended-SVDMOR

We assume that the linear system to be reduced
has the following transfer function in frequency
domain:

H(s) = L(sC +G)−1B, (1)

with C,G ∈ Rn×n, B ∈ Rn×min , and L ∈
Rmout×n. We assume that there is a difference
between the number of inputs min and the num-
ber of outputs, here mout. Consider the i-th block
moment of (1)

mi =




mi
1,1 mi

1,2 . . . mi
1,min

mi
2,1 mi

2,2 . . . mi
2,min

...
...

. . .
...

mi
mout,1 m

i
mout,2 . . . m

i
mout,min


 , (2)

where mi is amout×min matrix. The ESVDMOR
approach uses the information of these moments
to create a decomposition of (1) and consequently
a new internal transfer function Hr(s),

H(s) ≈ Ĥ(s) = VOro
Lr(G+ sC)−1Br︸ ︷︷ ︸

:=Hr(s)

V TIri
. (3)

The matrices Lr and Br are approximations of L
and B computed with the help of the SVD, which
also generates VOro

and V TIri
. Note that ri and ro

are the numbers of the reduced virtual input and
output terminals. This terminal reduced transfer
function is now reduced to H̃r(s) by a well known
established MOR method, e. g., balanced trunca-
tion or Krylov subspace methods. At the end we
get a very compact terminal and reduced order
model

H(s) ≈ VOro
H̃r(s)V

T
Iri
. (4)

Note that SVDMOR can be considered as a spe-
cial of ESVDMOR, using only one moment, e.g.,
m0 and one SVD.

Drawbacks and solutions

For very large sub circuits the (E)SVDMOR ap-
proaches are not suitable because of using the
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SVD. Therefore we combine the (E)SVDMOR ap-
proach with cheaper matrix decomposition meth-
ods, like the truncated SVD (TSVD), which just
computes the singular values and the correspond-
ing singular vectors we need. Also other ideas to
cheaply compute a truncated SVD-like decompo-
sition like [1, 3, 7] can be used here.

To perform the TSVD we do not compute
the moments in (2) explicitly. This would be nu-
merically unstable and too expensive. The TSVD
can be computed, e.g., with the implicit restarted
Arnoldi method as implemented in the Matlab

function svds or with the Jacobi-Davidson SVD
[3]. Thus, we only need to provide a function ap-
plying mi to a vector. We will give more details
of this approach in the full paper.

3 Numerical Results

The spectrum of the singular values of the mo-
ment used for computing the SVD is essential for
this kind of MOR, so we firstly concentrate on
this issue. Figure 1 shows the decrease of the sin-
gular values of a circuit with 3916 nodes and 1905
terminals, provided by NEC Labs in St. Augustin,
Germany. We can see, that there are about 130
significant singular values. That means, after the
reduction we have 130 virtual input and output
pins instead of 1905 terminals originally. The rel-
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Fig. 1. Range of the largest 500 singular values of
circuit3.

ative approximation error for a circuit with 141
nodes and 70 terminals is shown in Figure 2. We
reduced to just one virtuel terminal and we can
see that the error is sufficiently small up to the
Gigahertz range which is enough for the applica-
tion behind this problem.
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Summary. Electro Static Discharge analysis is time
consuming due to the increasing size of resistance net-
works. We propose an algorithm for the reduction of
large resistance networks to much smaller equivalent
networks. Experiments show reduction and speed-ups
up to a factor 10.

1 Introduction

Electro Static Discharge (ESD) analysis [4] re-
quires knowledge on how fast electrical charge on
the pins of a package can be discharged. In many
cases, the discharge is done through the power
network and the substrate, which both are resis-
tive. Diodes are used to protect transistors on a
chip against peak charges. The discharge paths,
that consist of very large resistance networks con-
nected through diodes, must be of low resistance
to allow for sufficient discharge.

In order to analyze the discharge behavior, de-
signers are interested in the path resistance be-
tween all IC-pins. To this end, the substrate and
resistance network are modeled by resistors. The
resulting resistive network may contain up to mil-
lions of resistors, hundreds of thousands of inter-
nal nodes, and thousands of external nodes (nodes
with connections to diodes). Simulation of such
large networks within reasonable time is not pos-
sible, and including such networks in full system
simulations may be even unfeasible. Hence, there
is need for much smaller networks that accurately
or even exactly describe the resistive behavior of
the original network, but allow for fast analysis.

In this paper we describe a new approach for
the reduction of large resistance networks. We
show how insights from graph theory, numeri-
cal linear algebra, and matrix reordering algo-
rithms can be used to construct an equivalent
network with the same number of external nodes,
but much less internal nodes and resistors. This
equivalent reduced network exactly describes the
behavior of the original network. The approach is
illustrated by numerical results.

2 Properties of resistance networks

A resistance network consists of internal nodes,
external nodes (or terminals), and resistors. Fig-
ure 1 shows a simple resistance network with ex-
ternal nodes Z (the input node), A, B, and C (the
output nodes), and internal nodesX and Y (there
are five resistors). Of interest are the path resis-
tances from Z to A, B, and C. This small exam-
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Fig. 1. Simple resistance network (left) with external
nodes Z, A, B, and C, and realistic network (right,
squares are external nodes). Of interest are the path
resistances between external nodes.

ple is purely for illustrational purposes; in real-life
applications the number of nodes and resistors is
much larger. In the following it will be assumed
that the network has n > 0 internal nodes, m > 0
external nodes, and r > 0 resistors.

2.1 Mathematical formulation

Using Ohm’s Law for resistors and Kirchhoff’s
Current Law [2], the electrical behavior of a re-
sistance network can be described by

i = Y · v, (1)

where i,v ∈ RN and Y ∈ RN×N (with N = n +
m) contain the unknown inflowing currents, node
voltages, and conductances, respectively.
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We distinguish between internal and external nodes:

[
ie
ii

]
=

[
Yee Yei
Y Tei Yii

] [
ve
vi

]
,

where ie,ve ∈ Rm and ii,vi ∈ Rn correspond to
external and internal nodes, respectively, and Y
is partitioned accordingly. Note that ii = 0 since
currents can only be injected in external nodes.

All diagonal elements of Y are strictly positive
and all off-diagonal elements are negative or zero.
The conductance matrix Y = (yij) is symmetric
and (after grounding) positive-definite (xTY x >
0 for all x ∈ Rn). In most of the applications, the
conductance matrix Y is very sparse, typically
having O(1) nonzeros per row.

The impedance matrix Z can be obtained by
inverting Y : Z = Y −1. For large networks this is
not possible due to memory and CPU limitations,
and it is neither necessary since usually only spe-
cific elements are needed: the path resistances, for
instance, can be found on the diagonal of Z.

2.2 Problem formulation

The problem is: given a large resistance network
described by (1), find an equivalent network with
(a) the same external nodes, (b) exactly the same
path resistances between external nodes, (c) n̂≪
n internal nodes, and (d) r̂ ≪ r resistors.

Simply eliminating all internal nodes will lead
to an equivalent network that satisfies conditions
(a)–(c), but violates (d): for large numbers m of
external nodes, the number of resistors r̂ = m2/2
in the dense reduced network is in general much
larger than the number of resistors in the sparse
original network (r = O(n)), leading to increased
memory and CPU requirements.

3 Improved approach

Knowing that eliminating all internal nodes is
not an option, we use concepts from matrix re-
ordering algorithms such as AMD [1] and BBBD
[5], usually used as preprocessing step for LU-
factorization, to determine which nodes to elimi-
nate. The fill-in reducing properties of these meth-
ods also guarantee sparsity of the reduced net-
work. For related work, see [6].

The first step is to bring the conductance
matrix Y into Balanced Border Block Diagonal
(BBBD) form [1, 3, 5], see Figure 2. In this form,
the matrix consists of two parts: the main body
A11 and the border blocks A12, A21 = AT12 and
A22. The blocks Aij can be partitioned into sub-
blocks Bkl. The second step is to eliminate the
internal nodes in block A11. Since the ordering is

Fig. 2. Matrix in BBBD-form (left) with subblocks.

chosen to minimize fill-in, the resulting reduced
matrix is sparse. Finally, the reduced conductance
matrix can be realized as an reduced resistance
network that is equivalent to the original network.

4 Numerical results and conclusions

Initial results for realistic resistance networks are
shown in Table 1. The number of nodes is reduced
by a factor > 10 and the number of resistors by
a factor > 3. As a result, the computing time for
calculating path resistances is 10 times smaller.

Table 1. Results of reduction algorithm

Network I Network II
Original Reduced Original Reduced

#nodes 5558 516 99112 6012
#resistors 8997 1505 161183 62685
CPU time 10 s 1 s 67 hrs 7 hrs

By using insights from matrix reordering algo-
rithms, the proposed algorithm can reduce large
resistance networks to small equivalent networks,
that allow for faster simulation and can efficiently
be used in Electro Static Discharge analysis. Fur-
ther improvements are under development.
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Summary. The paper presents an original and ac-
curate method to model the magnetic behavior of the
cilia. The method is based on Maxwell equation, for-
mulated as integral equations for the magnetization.

1 Introduction

Micro-Fluidics is the science and technology of
manipulating and analysing fluid flow in struc-
tures of sub-millimetre dimensions. The availabi-
lity of micro-fluidics technology is essential for the
development of advanced products in a variety of
application areas, the most important of which is
the biomedical field.

Many industrial research groups are study-
ing ways of micro-fluidic manipulation. A method
of fluid manipulation technology in micro-fluidics
systems, inspired by nature is based on cilia. This
approach enables effective local fluid manipula-
tion, and the possibility to generate complex flow
patterns.

The movement of the artificial cilia can be ac-
tively controlled, preferably using a magnetic field
or an electrical field.

In this paper, an original, accurate and very
fast method to model the magnetic behavior of
the cilia is proposed. The method is based on the
integral equations of the magnetic field, in term
of the magnetization.

2 Integral equations method

Starting from Maxwell equations, the integral
equation for the magnetization is:

M +
χ

4π

∫

Ω2

R∇M

R3
dv = χH0 + Mp. (1)

Let us consider the cilium divided in n ele-
ments (1D finite elements), each being uniformly
magnetised along the cilium direction (Fig. 1).
Using this assumption, the integral equation (1)
becomes a linear system of n equations [1]:

Mj +
χ g∆z

4π

n∑

i=1


(Mi −Mi−1) cos(∆βi/2)

aij
√

(∆z/2)2 + a2
ij


 =

= χH0 +Mp, j = 1, n. (2)

Figure 2 shows the magnetic flux density along
a rigth cilium, discretized in 10 finite elements.
The cilium (µr = 100) is situated into an uniform
magnetic field (B0 = 10mT), oriented along the
ciliaum. The cilium has a paralelipipedic geome-
try (100x20x2µm).

Fig. 1. Discretization of the cilium for the magnetic
field computation

Fig. 2. Magnetic field along a right cilium situated
in a uniform magnetic field
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Consider a 3D body in an n-layered host. The
total electric and magnetic fields as functions
of position r̄ for an ejωt time dependence obey
Maxwell’s equation

−∇× Ē = ẑH̄ + M̄i

∇× H̄ = J̄ + J̄i
(1)

where J̄ = ŷĒ is the total current density, ŷ =
σ + jωε is the admittivity, ẑ = jωµ at any point
and J̄i and M̄i are impressed electric and mag-
netic source current, σ , ǫ and µ are conductivity,
permittivity and permeability.

In our model, the 3D body is replaced by an
equivalent scattering current distribution. The to-
tal fields

(
Ē, H̄

)
in any layer are hence decom-

posed into an incident set
(
Ēi, H̄i

)
due to J̄i and

M̄i and scattered set
(
ĒS , H̄S

)
contributed by the

body.
The scattered fields can be expressed as

∫
V

↔

G
E

l (r̄|r̄′) J̄S (r̄′) dr̄′

H̄S (r̄) =
∫
V

↔

G
H

l (r̄|r̄′) J̄S (r̄′) dr̄′
(2)

The quantities
↔

G
E

l (r̄|r̄′) and
∫
V

↔

G
H

l (r̄|r̄′) are 3x3

dyadic Green’s functions relating a vector field
at r̄′ in layer l to a current element at in layer
j, including l=j. A matrix solution of (2) can be
found using the method of collocation with pulse
subsection basis functions [1].

The body is approximated by N rectangu-
lar prismatic cells, each of dimensions MXn∆n ×
MY n∆n ×MZn∆n , where MXn,MY n and MZn

are positive integers and ∆n is the size of a cu-
bic sub cell in cell n. Over each cell, the body
conductivity and total electric field are presumed
constant.

The total electric field at the center of cell m
due to all N cells is approximated by

Ē (r̄m) = Ēi (r̄m)+

N∑

n=1

(σn − σj)
↔

Γ
E

l (r̄m|r̄n) Ē (rn)

(3)

in which the electric Green’s dyadic function for
a rectangular prism of current is

↔

Γ
E

l (r̄m|r̄n) =

∫

Vn

↔

G
E

l (r̄m|r̄′) dr̄′ (4)

Calculation of
↔

Γ
E

l (r̄m|r̄n) from
↔

G
E

l (r̄|r̄′) for
the matrix elements requires same care. When the
in homogeneity does not cut across layer inter-
faces, l=j. Each cell in this case is coupled to ev-
ery other cell by a Green’s function compared of a
primary on free space component and a reflected
component

↔

Γ
E

l (m,n) = P
↔

Γ
E

l (m,n) + S
↔

Γ
E

l (m,n) (5)

Each matrix element is given by a summation
over the cubic subcells. If the body cuts across
layer interfaces cells in different layers are coupled
only by secondary electric Green’s function.

An efficient evaluation of the dyadic Green’s
functions is necessary to avoid prohibitive com-
puter time. The primary solutions are analytic
expressions and present no problems, but the sec-
ondary Green’s function requires Hankel transfor-
mation of complicated kernel functions. Following
the procedure described above, the forward prob-
lem was solved for the situations:

• the incident field is created by planar rectan-
gular coil with 1m outer side, 0.004X0.006mm2

transversal section of conductor, 0.006 step
and 10turns, current density 108A/m

2
and fre-

quency 10kHz.
• scattering electric field was determined by us-

ing one array 5X5 rectangular coil sensors
• 3D body conductive sphere with 1m diameter,

106 S/m electric discretized in 53 cells, the
center of sphere is at 10m under the surface
of soil
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Fig. 1. The image of a conductive sphere
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Consider a half-space conductor which contains a
deep dielectric barrier whose edge lies a depth h
below the surface of the conductor. The boundary
condition for scattered magnetic field on the sur-
face of the conductor will match by introducing
an image of the barrier (Figure 1).

Fig. 1. Problem geometry

The incident magnetic field in each conducting
half-space is

Ψ (i) ∼
{
−e−jkz z < 0
−ejkz z > 0

(1)

The diffracted field, which is determined by
a generalization of Fermat’s principles, has the
form [1]

Ψ (S) (0, z) ∼
{
−e−jkz , z < −h
−ejkz , z > h

∂Ψ (S)(0,z)
∂x = 0, |z| < h

(2)

The diffraction functions for the lower and up-
per edges, K1 and K2 respectively are defined as
follows

K1 (r1, θ1, ϕ1) =

= − ejkr1

2

[
w
(√

2jkr1 cos 1
2 (θ1 + ϕ1)

)
+

+ w
(√

2jkr1 cos 1
2 (θ1 − ϕ1)

)]

K2 (r2, θ2, ϕ2) =

= − ejkr2

2

[
w
(
−√

2jkr2 cos 1
2 (θ2 + ϕ2)

)
+

+w
(√

2jkr2 cos 1
2 (θ2 − ϕ2)

)]

(3)

where w is the Fadeeva’s function [2].
The single scattered field is

ψ
(S)
S = ψ

(S)
1S + ψ

(S)
2S (4)

where
ψ

(S)
1S = ejkhK1 (r1, θ1, 0)

ψ
(S)
2S = ejkhK2 (r2, θ2, π)

(5)

The multiple scattering may be treated sys-
tematically in the following manner. There are
four distinct ”types” of multiply scattered field,
tabulated in Table 1.

Table 1. Types of multiple scattered field

type Initial
scattering
at edge
number

Scattering at each edge Final
scattering
at edge
number

Lower edge 1 Upper edge 2

A 1 n+1 n 1

B 1 n n 2

C 2 n n+1 2

D 2 n n 1

The sum over all scattered fields can be writ-
ten as follows

ψ
(S)
n = −ejkhK1 (2h, 0, 0) [1 −K1 (2h, 0, 0)] ·

· [K1 (r1, θ1, 0) −K2 (r2, θ2, π)] ·
·

∞∑
n=1

K2n−2
1 (2h, 0, 0)

(6)
The multiply scattered field has the same spa-

tial form as the simply scattered field. The total
scattered field is simply the sum of the simply and
multiply scattered fields The sum over all scat-
tered fields can be written as follows

ψ(S) = ψ
(S)
S + ψ(S)

n = (1 +M)ψ
(S)
S (7)

where

M = −K1(2h,0,0)
1+K1(2h,0,0)

=
e2jkhw(

√
4jkh)

1−e2jkhw(
√

4jkh)
w (z) = e−z

2

erfc (−jz)
(8)
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If the electrical conductivity of the conducting
half-space is and the relative magnetic permeabil-
ity is r=1 (amagnetic conductor), the standard
penetration depth is defined as

δ =

√
2

ωµσ
(9)

where ω is the angular frequency of the incident
field and µ = µrµ0.

The contour plot of real and imaginary com-
ponent of the total magnetic field, for which mul-
tiple scattering has been taken into account, on
the dielectrically barrier placed at 4mm below the
surface of an aluminium alloy 4032T6 half space
at 10kHz, the frequency of the incident electro-
magnetic field are presented in Figure 2 and re-
spective Figure 3.

Fig. 2. Real component of the total magnetic field
on the subsurface dielectric barrier

Fig. 3. Imaginary component of the total magnetic
field on the subsurface dielectric barrier
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Summary. A recently developed high order field
solver for the complete Maxwell equations provides
all informations needed by a new relativistic particle
push method based on a truncated Taylor series ex-
pansion up to the desired order of convergence. The
capability of this approach is compared with other
classic schemes for different numerical experiments.

1 Abstract

The deeper physical understanding of systems like
microwave devices and pulsed plasma thrusters
requires the numerical modeling and simulation of
highly rarefied plasma flows. Mathematically, the
description of such flows demand a kinetic formu-
lation which is established by the time-dependent
Boltzmann equation. An attractive numerical ap-
proach to tackle this complex non-linear prob-
lem consists in a combination of the Particle-in-
Cell (PIC) and Direct Simulation Monte Carlo
(DSMC) methods extended by a PIC-based Fok-
ker-Planck model which are coded in the hy-
brid PIC/DSMC simulation program named Pi-
cLas [1]. In this code the DSMC module accom-
modates the charged-neutral and neutral-neutral
particle interactions as well as the plasma chem-
istry. The new developed Fokker-Planck solver
[5] takes into account the long range intra- and
inter-species charged particle Coulomb collisions.
Finally, the Maxwell-Vlasov module allows the
self-consistent simulation of charged particles in
electro-magnetic fields. Note, the proposed high
order particle (HIOP) treatment is an essential
part in the latter building block of the PicLas
code.
In essence, the operating mode of the Maxwell-
Vlasov solver is as follows: at each time step the
electromagnetic fields are obtained by the numer-
ical solution of the full set of the nonstationary
Maxwell equations, where different kind of meth-
ods like finite volume or dicontinuous Galerkin
schemes of free selectable order of convergence
are applied [3, 4]. Note, that the Maxwell part of
this solver comprises additionally a purely hyper-

bolic divergence correction mechanism [2] to en-
sure the constrain of charge conservation during
the simulation. Subsequently, these fields are in-
terpolated to the actual locations of the charged
plasma particles which are then pushed accord-
ing the Lorentz force and redistributed in phase
space according to the usual laws of dynamics.
Afterwards, the particles have to be located with
respect to the computational grid in order to
assign the contribution of each charge to the
changed charge and current density to the nodes
of the mesh. These densities are the sources for
the Maxwell equations for the subsequent itera-
tion cycle which finally guarantee a self-consistent
computation of the interaction of the electromag-
netic fields with the charged plasma particles.
To sustain the high order of the Maxwell-Vlasov
module, we introduce a new particle treatment
based on a Taylor series expansion of the phase
space variables in time up to the desired order
of the field solver, where high order time deriva-
tives of the electro-magnetic fields occur. To re-
place these derivatives by known spatial deriva-
tives of the fields given by the Maxwell solver, we
apply a Cauchy-Kovalevskaya procedure to the
Lorentz force equation. To demonstrate the capa-
bility and reliability of the HIOP procedure dif-
ferent numerical simulations are performed. The
results are compared with those obtained from
the classic second order Boris Leap-Frog scheme.
The achieved effectiv order of convergence is also
tested for non-relativistic as well as relativistic
cases and listed in charts.
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Summary. In this paper, a simulation-based opti-
mization method for the design of antenna pattern in
mobile broadcasting, multi-bandwidth operation and
the 802.11a WLAN is presented. A simulation-based
genetic algorithm (GA) is advanced for the antenna
design automation with requested specifications. The
corresponding cost function in optimization is eval-
uated by external numerical electromagnetic (EM)
solver, and the communication of the GA and EM
solver is provided on our unified optimization frame-
work (UOF). Our preliminary numerical results con-
firm the robustness and efficiency of the proposed
simulation-based optimization method.

1 Introduction
A trend of portable device integration has risen
last decade due to the massive growth of wire-
less communications, and products are expected
to have multiple wireless service. However, how
to adjust the geometry to get the best design is a
state-of-art and needs more experience through
trial-and-error process. Recently, the optimiza-
tion scheme, genetic algorithm (GA), is consid-
ered to be a efficiency approach to optimize the
antenna to satisfy requested specifications and
make design procedure fully automatic. However,
the notch and slit-loaded entries provide extra
resonant frequencies and introduce new band into
original antenna [1, 2]. Hence, to make GA more
flexible in planer antenna design optimization, we
provide a new approach to optimize the planer
antenna.

In this work, we implement an optimization
method to enhance the receiving and transmitting
abilities of the given antenna with GA and nu-
merical simulation. Based on our experience and
technique of using GA to optical proximity cor-
rection (OPC) [3] and transistor model param-
eter extraction [4], we for the first time advance
the idea of pattern correction in OPC for antenna
design optimization. The proposed method parti-
tions the edges of the antenna into some sections
(small segments) and then those sections can be
shifted in the normal direction of the edges to im-
prove the return loss of the antenna. This novel
approach can extend the geometry without lim-
ited boundaries and can construct geometry with-
out specific form. The involved simulator solves
Maxwell’s equations by finite element method.

Maxwell’s equations govern the performance in
electric and magnetic fields and the simulated re-
sults are applied to evaluate the new generated
antenna.

Partition the edges of the
antenna into segments

Construct the geometry
of the new antenna

Simulate the new antenna to
evaluate the performance

Satisfy the
specifications?

Postprocess

No

Yes

Move the segments
 by GA

Initial antenna

Fig. 1. A flowchart for the proposed optimization
approach in antenna design.

2 The Intelligent Methodology

As a designer drew a blueprint of an antenna for
the specific purpose, a fine tune process should
be performed repeatedly for further improvement.
We already know the geometry of the antenna
affects its performance. However, the major dif-
ficulty is how the antenna shape affects its per-
formance. For an antenna designer, when one fine
tunes the shape, it is just like making a wild guess.
To automate the search for the optimized antenna
shape in an efficient way, GA is a good candi-
date of optimization methods in the simulation-
based procedure. There are several components
in the GA, such as problem definition, encod-
ing method, fitness evaluation, selection method,
crossover procedure, and mutation scheme have
to be performed for an evolutionary process. Fig-
ure 1 shows the flowchart of the proposed op-
timization approach. During the procedure, the
original antenna shape is divided into small seg-
ments. The movements of those segments are then
optimized with respect to the calculated results
using GA. Then the GA is applied to correct the
antenna shape and outputs a new geometry of
antenna. To evaluate the cost function in GA,
the external EM solver is used to simulate the
new antenna. This procedure will stop till the all
specifications are satisfied by the optimized an-
tenna. Figure 2 shows the geometry and the par-
titioned segements for a specified antenna shape.
We have implemented this optimization proce-
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dure in the developed unified optimization frame-
work (UOF) [5]. We notice that UOF has already
provided an efficient way in optical proximity cor-
rection problem using a simulation-based opti-
mization scheme [3].
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Fig. 2. The original geometry of examined antenna
and the partitioned segments. The black rectangular
frame near the top line is the contact for input exci-
tation.

3 Results and Discussion

X 

Y 

Fig. 3. Obtained antenna patterns in the GA proce-
dure with 5, 10, 20, and 30 evolutionary generations.

Figure 2 shows the original shape of the exam-
ined antenna. The studied structure is a Z-shaped
antenna and has radiation elements and ground
plane on the same plane. As shown in Fig. 2, the
top line is the ground plane, the bottom rectan-
gle represents the radiation element, and the seg-
ments 1-20 are the partitions for evolution. The
dual operating frequencies are set to 2.6 and 4.9
GHz, where the return loss of the original an-
tenna are about -14 and -10 dB, respectively. The
frequency 2.6 GHz is referred as the ”S-band”
used for mobile broadcasting and the frequency
4.9 GHz is used by the 802.11a WLAN protocol.
Our target is to improve the return loss for both
operating frequencies 2.6 and 4.9 GHz. Apply GA
to search the better antenna patterns automati-
cally, the antenna patterns in some generations
are shown in Fig. 3. Figure 4 shows the corre-
sponding return losses for the antenna patterns
in each generation. The number on the subplots
in Fig. 3 represents the number of generations in
GA procedure. Figure 4 shows that the return
loss of the second band has been improved as the
number of generations increases. When the an-
tenna pattern generated by GA satisfies the de-

sign specifications, it will be the optimized pat-
tern. The return loss on the frequencies of 2.6 and
4.9 GHz is down to -20 dB for the optimized an-
tenna which has a significant improvement.
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Fig. 4. The return losses corresponding to genera-
tions of antenna patterns in GA procedure.

4 Conclusion
In this paper, simulation-based optimization method
for the design of antenna has been presented. GA
works well for the antenna design automation on
our UOF [5] and communicated with an external
numerical EM solver. This method minimizes the
return loss under the frequencies 2.6 and 4.9 GHz.
Improved return loss is observed, and the effect
of this method for the optimized configuration is
examined and discussed. Furthermore, UOF also
has capability to connect with other external soft-
ware through the script file, which can generate
the antenna geometry. We believe that this op-
timization method can benefit the RF antenna
design applied for mobile broadcasting and the
802.11a WLAN.
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Summary. A probabilistic characterization of ran-
dom electromagnetic interactions affected by reso-
nances is presented. It hinges on the analysis of the
variance and the kurtosis. It is illustrated by the case
of a randomly undulating thin wire over a plane.

1 Introduction

Interactions between electronic devices and elec-
tromagnetic sources in their environment are of
prime importance in EMC models for design or
maintenance studies. The range of validity of
these models depends on their ability to accu-
rately represent an ensemble of configurations.
For non-resonant systems, the study of a few con-
figurations provides a good picture of the overall
interaction. However, for resonant phenomena, a
stochastic approach yields a more suitable quanti-
tative and qualitative model. Stochastic methods
are frequently used in fields as diverse as rough-
surface scattering problems [1] and Mode-stirred-
Chamber theory [2]. In EMC, random models
have been applied to undulating thin-wire setups
modeled by transmission-line theory, or by inte-
gral equations [3]. In all these cases the aim is to
quantify the uncertainty of the response parame-
ters or observables, by their average and variance.
Although these statistics provide bounds for the
observable, they do not inform on the presence of
extreme values beyond these bounds.
This paper proposes to characterize stochasti-
cally, the voltage induced at the port of randomly-
undulating thin-wire setups affected by resonances.
In addition to the average and the variance, the
fourth-order moment, or kurtosis, is computed by
quadrature. The kurtosis measures the likelihood
of presence of extreme events. It is often used in
financial-risk analysis to foretell bankruptcy [4].

2 Deterministic configuration

The scattering configuration consists of a scatter-
ing device and the incident field. The scatterer
is a perfectly electrically conducting (PEC) wire
Sα containing a port region, and, located over a
PEC ground plane, as shown in figure 1.

Fig. 1. undulating thin-wire over a PEC plane

The vector α contains all the parameters control-
ling the geometry of Sα. The parameters of the
incident field Ei

β , such as its direction of propa-

gation or its amplitude, form the vector β. There-
fore the vector γ = α⊕β contains all information
needed to define the configuration. The coupling
itself is observed through the voltage Ve(γ) in-
duced at the port. It follows by first solving a
frequency-domain electric-field integral equation
(EFIE) depending on Sα, then performing a du-
ality product between the solution and Ei

β [3].

3 Random parameterization

An ensemble Ωγ of configurations is considered.
Computing Ve(γ) for each element γ of Ωγ can
be very costly numerically. Instead, the variations
of γ in Ωγ are viewed as random according to a
known distribution pγ . The voltage Ve(γ) thus
becomes a random variable, with statistical mo-
ments, such as its mean E[Ve] and its standard
deviation σ [Ve], defined as

E[Ve] =

∫

Ωγ
Ve(γ

′)pγ (γ′)dγ ′, (1)

σ [Ve] =
√

E [|Ve|2] − |E [Ve] |2, (2)

where σ [Ve] measures the spread of Ve around
E [Ve]. Extreme values of Ve, at least 4σ away from
E [Ve], are accounted for by the kurtosis κ[|Ve|]
which is a dimensionless moment defined as
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κ [|Ve|] = E

[( |Ve| − E [|Ve|]
σ [|Ve|]

)4
]
≥ 0. (3)

Gaussian random variables, which have 97% of
their values within 2σ of their average, have a
kurtosis of 3. Thus, the higher the value of κ [|Ve|]
above 3, the more peak values of Ve are present.
Since all the statistical moments are integrals over
a known integrand depending on Ve(γ), and the
same support Ωγ . They can be computed by
quadrature rules, which are cautiously chosen, to
efficiently handle the dimension of Ωγ [3].

4 Results

With reference to figure 1, a roughly undulating
thin wire is studied with a geometry defined as

xα(y) = α1 sin(3πy), (4)

zα(y) = 5 + α2 sin(9πy) in cm (5)

α1 and α2 being independent and uniformly dis-
tributed in Ωα1 = Ωα2 = [−5; 5] cm. The inci-
dent field is a vertically-polarized plane-wave with
an amplitude of 1 V.m−1, and propagating in the
direction θi = 45◦, φi = 0◦. Figure 2 depicts
σ [Ve] and κ[|Ve|].

Fig. 2. σ [Ve] (dotted line) and κ [|Ve|] vs frequency

The graph of σ [Ve] shows several peaks which in-
dicate an increased uncertainty of Ve, that can
be caused by a generalized spread Ve, or, by a
few very large samples of Ve. The mitigation of
these two cases is possible thanks to κ[|Ve|], which
is generally consistent with σ [Ve]. However, be-
tween 230 MHz and 260MHz, although Ve is con-
centrated around E [Ve] (σ [Ve] ≤ 2V ), extreme
samples are present (κ[|Ve|] ≥ 15). The opposite
situation is observed between 330 MHz and 350
MHz. To confirm these observations, 1000 sam-
ples have been computed for the frequencies spec-
ified in Table 1 . These samples are then normal-
ized as follows

Vn =
Ve − E[Ve]

σ[Ve]
, (6)

Table 1. Results at given frequencies

σ [Ve] κ[|Ve|]

f1 = 120 MHz 0.126 V 0.001
f2 = 223 MHz 0.613 V 31
f3 = 346 MHz 4.169 V 4.3

thus allows for comparisons between different fre-
quencies, as in figure 3. The concentric circles re-
sult from the normalization of circles centered at
E[Ve] and with radii equal to multiples of σ[Ve].
Figure 3 confirms the predictions based on the
analysis of σ [Ve] and κ [|Ve|].

Fig. 3. Normalized Samples Vn for f1, f2 and f3

More results will be shown at the conference for
setups with multiple undulating thin wires, under
deterministic and random incident fields.

5 Conclusion

The method presented in this abstract shows how
the efficient computation of the kurtosis can yield
valuable statistical information. The kurtosis, in-
forms qualitatively on the ability of the vari-
ance to accurately represent stochastic electro-
magnetic interactions hindered by resonances.
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Summary. Models for passive integrated components
that take into consideration the variability of their
design can be obtained by partitioning the computa-
tional domain into sub-domains, by using the elec-
tromagnetic circuit element formulation. The sub-
models can be interconnected afterwards to obtain a
global parametric model that can be simulated or re-
duced. The sub-models can be treated independently
either from the point of view of the variability, or from
the point of view of electromagnetic field formulation.

1 Introduction

The design of the next-generation of integrated
circuits is challenged by an increased number of
difficulties since electromagnetic field effects at
high frequencies are too relevant to be neglected.
In this respect, one of the issues of the European
research project CHAMELEON-RF was to de-
velop methodologies and tools able to simulate
RF blocks up to 60 GHz by taking the electro-
magnetic (EM) coupling and variability into ac-
count (www.chameleon-rf.org). In this frame-
work, the concept of magnetic terminals (”hooks”
or ”connectors”) was used for the first time, to de-
scribe the interaction of on-chip components with
their environment [2]. These magnetic hooks are
special boundary conditions that allow the exten-
sion of the electric circuit element (ECE) to the
electromagnetic circuit element (EMCE). Such
an EMCE allows the connection to an external
magnetic circuit, and thus inductive coupling ef-
fects between the device and its environment can
be considered. Details on the implementation of
these concepts when using the Finite Integration
Technique (FIT) are given in [1].

This paper shows how domain partitioning
(DP) can be further exploited: on the one hand
by taking into account the variability, and on the
other hand by using simplified models for sub-
domains in which the full-wave (FW) electromag-
netic field formulation is not strictly required.

2 Parametric Models Obtained by
Domain Partitioning

The EM field effects at high frequencies are quan-
tified by Maxwell equations in FW regime. By
applying FIT to discretize these equations in
the case of the EMCE formulation, a paramet-
ric semi-state space model can be obtained

C(p)
dx

dt
+ G(p)x = Bu, (1)

y = Lx, (2)

where u = [ue,um,y]T is the state space vector,
consisting of electric voltages ue defined on the
electric grid, magnetic voltages um defined on the
magnetic grid and output quantities y. Only two
matrices are affected by the parameters p.

The simplest way to analyze the parameter
variability is to compute first order sensitivities,
which are derivatives of the device characteristic
with respect to the design parameters. The com-
putation of sensitivities of matrices is straight-
forward in FIT, since the assembling of sensi-
tivities is similar to the assembling of matrices,
the only difference being that only the affected
cells add contributions to the sensitivities ma-
trices ∂C/∂pk, ∂G/∂pk. Such parametric mod-

EMCE−FW,p

model

 
less no of
hooks

Simplified

EMCE−FW,p

EMCE−FWEMCE−FW

all possible
node hooks

ECE−FW,p

21
1 2

1 2

Fig. 1. Domain partitioning of complex models: pa-
rameters affect only some submodels while simplified
formulations can be used for other submodels.
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els are useful for a variety of available paramet-
ric model order reduction procedures, and that is
why, a standard for parametric representation of
systems has been defined [3].

By means of electric and/or magnetic termi-
nals the EMCE parametric models can be cou-
pled, or the analysis of a more complex device
can be divided into sub-parts that can be mod-
eled independently. The latter idea is illustrated
in Fig. 1 and numerical results are given in the
next section.

3 Numerical results and conclusions

The effectiveness of the proposed methodology
was tested at first on a simple test, consisting
of two U-shape conductors, placed above a sili-
con substrate. This domain was decomposed in
two parts: a bottom part (the substrate), the rest
being the top part. Table 1 gives the complex-
ity of the models obtained by DP and coupling
of sub-models. The reference taken is the result
obtained by using FW models and node-hooks on
the cut. It can be noticed that for the substrate
the FW formulation can be substituted with a
simpler one, a magnetostatic formulation (MS),
case in which the size of the bottom model de-
creases about 6 times. Figure 2 shows the parame-
ter (conductor width) impact at 60 GHz, obtained
for the parametric model obtained.

Table 1. Ucoupled test - complexity of models ob-
tained by coupling.

Model Top Bottom Model Rel.
size size size error

FW-top (5466;129) (5351;127) (10817;2) 0
FW-bot

FW-top (5466;129) (1152;72)+ (7569;2) 5e-4
EQS+MS bot +(950;55)=

=(2102;127)

FW top (5394;57) (950;55) (6344;2) 3e-3
MS bot

The real test aimed consists of two coupled
inductors, as shown in Fig. 3. Each spiral coil
have five metal turns, one terminal grounded and
the other excited by means of corresponding pads.
The test structure is surrounded by a ground ring.
Its domain was decomposed in three parts, the
top part (air) and the bottom part (Si) while the
middle part, which contain the coils is modeled
with FW. Results are shown in Fig. 4. Also the
coils width is considered variable and the influ-
ence on the result is analysed.
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Fig. 2. Parameter impact at 60 GHz.

Fig. 3. CHRF benchmark no 202 - two coupled in-
ductors.
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Fig. 4. Comparison between measurements from
AMS and simulations for CHRF 202.

The full paper will describe in detail the mod-
elling methodology and will prove its usefulness.
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Summary. This paper describes a technique for ex-
traction of electromagnetic models for passive inte-
grate components, considering the variability of their
design (physical and geometrical) parameters.

1 Introduction

Actual fabrication of physical devices is prone to
the variation of certain circuit parameters due to
deliberate adjustment of the process or random
deviations inherent to this manufacturing. This
variability leads to a dependence of the circuit ex-
tracted elements on several parameters which can
have either electrical or geometrical background.
After the extraction stage a parametric system is
obtained, often represented as a state-space sys-
tem in its descriptor form. Finally, a compact cir-
cuit has to be obtained.

Such an approach was the goal work of the
frame of the FP6 / IST / Chameleon European
project [1], which referred to developing method-
ologies and prototype tools for a comprehensive
and highly accurate analysis of complete next-
generation nanoscale functional IC blocks that
will operate at RF frequencies of up to 60 GHz.

The problem of parametric model extraction
is formulated in mathematical terms. In order
to allow the consistent coupling between devices
with EM field effects and electric circuits, spe-
cial boundary conditions called EMCE (Electro-
magnetic Circuit Element) are used [2]. For nom-
inal cases the reduction procedure based on Vec-
tor Fitting (VFIT) [3] and circuit synthesis based
on Differential Equation Method (DEM) [4] were
very succsseful. The paper investigates if they can
be applied to parametric extraction as well.

2 Numerical Example

The study case consist of two rectangular, spiral
coils with five metal turns, each coil having one
grounded terminal and the other one excited. The
parametric model was obtained with the coarsest
grid and it included one parameter: the design
parameter d - the distance between the coils. The
values of the varying parameter are 14µm and

56µm. Figure 1 shows the layout of the coupling
of two spiral inductors. The benchmark is sym-
metrically w.r.t. their terminals S11 = S22 and
S12 = S21.

Fig. 1. CHRF 202 benchmarks layout (d=56µm)

In order to estimate the size of the reduced
compact model, VFIT procedure followed by DEM
procedure was used for the experimental data
available for both cases. Reduced models of or-
der 8 have been obtained for both cases, with a
relative error between measurements and reduced
order of 1%.

Since the order is the same, both circuits have
identical topologies but different values for the
parameters.

Also, numerical tests showed that the varia-
tion of the output characteristic w.r.t. the pa-
rameters is almost linear, especially at low fre-
quencies. That is why, this paper will investi-
gate if a parametric circuit can be obtained start-
ing form the two reduced circuits obtained from
VFIT+DEM.

Since VFIT procedure starts from impedance
or admittance characteristics, the first thing to do
is see how far are S parameters computed from
averaged Z or averaged Y, to average value of S.
Results are given in fig. 2 and the relative errors
computed as:

err = rms||X −Xref || F/max||Xref || F ||

are:
err(Sm, SmZ) = 0.124%

err(Sm, SmY ) = 0.120%.
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This preliminary result shows that paramet-
ric compact models can be obtained by combin-
ing compact models from two simulations, when
the variation of the interest quantity w.r.t. the
parameter is linear.
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Summary. A technique for modelling lumped ele-
ments spanning multiple cells in FDTD is presented.
The technique is applied to produce a stable LE-
FDTD diode model that works well far beyond nor-
mal operational voltage ranges. Simulation results are
in good agreement with those obtained with the cir-
cuit simulator Aplac and those in the literature [1].

1 Introduction

Simulating complex electronic systems often re-
quires lumped elements to be embedded in elec-
tromagnetic field simulators. This was accom-
plished in [1] in a 3D finite-difference time domain
(FDTD) simulation for the passive elements, the
resistive voltage source, and the diode, each span-
ning one cell, and the transistor spanning two
cells. The lumped element–FDTD (LE-FDTD)
method, as this technique is called, requires an
iteration routine to solve the transcendental equa-
tions resulting in the diode and transistor mod-
els due their exponential current-voltage relation.
The one-celled resistive voltage source LE-FDTD
model was extended in [2] to span multiple cells
using a linear equation solver to update the elec-
tric field in the region occupied by the source.
The authors presented a model for the resistive
voltage source that does away with the need for
a linear equation solver [3]. The method, suit-
ably modified, turns out to be an effective tech-
nique for modelling nonlinear lumped elements,
like the diode, spanning multiple cells without
needing to solve a system of equations, making
the implementation simpler. The strongly nonlin-
ear diode, however, requires iteration to obtain a
stable model over a very wide voltage range.

2 Modelling Technique

The LE-FDTD method splits the current density
term in Ampère’s circuital law into the conduc-
tion current density Jc = σE of the lossy medium
and the current density Jl due to the lumped el-
ement. The FDTD method evaluates the E field
at time n and the H field at n+ 1/2 [4]:

∮

C

Hn+ 1
2·dl=

∫

S

(
ε
∂En+ 1

2

∂t
+σEn+ 1

2+J
n+ 1

2

l

)
·ds, (1)

where En+ 1
2 is computed semi-implicitly as the

average (En+1 + En)/2. In the following, a z-
directed lumped element current is assumed, with-
out loss of generality, and (1) is discretised in the
standard manner, with some short-hand notation
introduced at the same time, to derive the update
equation for Ez . So, the left-hand side of (1), the
current due to the circulating magnetic field, is

Iz |i,j,k = (Hy |n+ 1
2

i+ 1
2 ,j,k+

1
2

−Hy|n+ 1
2

i− 1
2 ,j,k+

1
2

)∆y

− (Hx|n+ 1
2

i,j+ 1
2 ,k+

1
2

−Hx|n+ 1
2

i,j− 1
2 ,k+

1
2

)∆x, (2)

so that the update equation for the Ez field is

Ez|n+1
i,j,k+ 1

2

=

(
1 − σ∆t

2ε

1 + σ∆t

2ε

)
Ez|ni,j,k+ 1

2
+

(
∆t

ε

1 + σ∆t

2ε

)

×
{Iz |i,j,k
∆x∆y

− Il
∆x∆y

}
(3)

The position indices of ε and σ are omitted for
compactness and must be added by the reader.

The voltage of the lumped element, connected
across multiple cells, as shown in Fig. 1a, is

V
n+ 1

2

l = −
b∑

m=a

Ez|n+1
i,j,m + Ez|ni,j,m)

2
∆z

= −
b∑

m=a

{
2

1 + σ∆t

2ε

Ez |ni,j,k+ 1
2

+

∆t

ε
Iz

∆x∆y

1 + σ∆t

2ε

}
∆z

2

+ Il

b∑

m=a

∆z

2∆x∆y

∆t

ε
(
1 + σ∆t

2ε

) . (4)

Above, Ez |n+1 is substituted using (3). Denoting

Rg =

b∑

m=a

∆z

2∆x∆y

∆t

ε
(
1 + σ∆t

2ε

) , (5)

(which is the grid resistance seen by the lumped
element) dividing both sides of (4) by Rg, and
denoting the first summation on the right-hand
side of (4) divided by Rg as IEM, results in
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V
n+ 1

2

l

Rg
= IEM + Il, (6)

which is Kirchhoff’s current law for the circuit in
Fig. 1b. IEM is the current due to the FDTD grid.

f(Vl)Vl

Il

i, j, b

i, j, a

Ez IEM Rg f(Vl)Vl

Il

(a) (b)

Fig. 1. (a) Lumped element connected across three
cells and (b) the circuit equivalent of Eq. (6).

For a linear element, Vl is found directly from
the circuit in Fig. 1b and put into (6) to obtain its
current, which is then plugged into (3) to get the
LE-FDTD model. This was done in [3] for the
resistive voltage source. For nonlinear elements,
however, Vl must be found with Newton-Raphson
iteration, for example, since otherwise the simu-
lation can be rendered unstable – the stability is
very sensitive to the parameters used.
Diode: A simple diode model is given by

Id = Is

(
e

q
kT Vd − 1

)
, (7)

where Is is the saturation current, q is the elec-
tron charge, k is Boltzmann’s constant, and T is
the temperatue in Kelvin. The diode voltage Vd

is found from Fig. 1b using Newton-Raphson it-
eration, typically in two to four iterations, after
which (6) gives the diode current Id (= −Il) that
is then plugged into (3). Alternatively, (7) is used
to compute Id.

To test this model, the microstrip circuit in
Fig. 2a was simulated. The microstrip had width
6∆x, length 30∆y, and substrate height 3∆z,
its characteristic impedance is 50 Ω. The FDTD
space was 64×50×12, terminated in a first-order
Mur boundary condition, with ∆x = 0.4064 mm,
∆y = 0.4233 mm and ∆z = 0.265 mm. The source
resistance Rs = 50 Ω and frequency of the sinu-
soid excitation was 2GHz. The simulation was
run for 2286 time steps using a 10V and 2.5 kV
peak voltage to test the stability of the diode
model. At 2.6 kV the simulation became unsta-
ble, but the instability formed in the Newton-
Raphson iteration, which was implemented with-
out any time-step control. A more sophisticated
time-step control will further extent the working
range of this diode model. The simulation results
are compared with those obtained with the cir-
cuit simulator Aplac and are seen to be in good
agreement. At 200MHz, the 10V peak voltage
yields the result obtained by [1], whose model is
reported to be stable using a peak voltage of 15V.
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Fig. 2. (a) Microstrip test circuit used to verify the
diode model. (b) Diode voltage when source peak
voltage is 10V and (c) 2.5 kV. The simulation results
are compared with those obtained with Aplac.

3 Conclusion

A technique for modelling lumped elements span-
ning multiple cells in FDTD is presented. The
technique yields a novel diode model that is sta-
ble even far beyond useful operational voltages.
The model produces simulation results that are
in agreement with those produced by the circuit
simulator Aplac.
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Summary. In this paper, a three-phase, three-legged
20/0.4 KV, 50 KVA distribution transformer is ana-
lyzed under unbalanced supply voltage in the pres-
ence of non-linear load. The transformer is modeled
using time stepping finite element method (TSFEM),
considering all geometrical and physical characteris-
tics. Performance of the modeled transformer under
unbalanced supply voltage and non-sinusoidal load
conditions has been studied individually. Then the
effect of unbalanced supply voltage in the presence of
non-sinusoidal load current on the transformer perfor-
mance is analyzed. It is shown that non-linear load
causes the winding losses to increase considerably
while the core loss approximately remains constant.
According to IEEE standards and other papers, dis-
tribution transformers are needed to be derated under
non-linear load conditions to prevent the insulation
fatigue and the decrease of transformers life time. It is
also shown that unbalanced supply voltage increases
the core and copper losses simultaneously due to an
increase in the amplitude of harmonic components. So
the distribution transformers should be mix-derated
in order to account for both winding losses and core
losses increments.

1 Introduction

COMMON sources of harmonics in industrial
electrical systems are rectifiers, dc motor drives,
uninterruptible power supplies, and arc furnaces.
With the ever-increasing use of these non-linear
loads, transformers are exposed to the higher load
losses, early fatigue of insulation, premature fail-
ure and reduction of the useful life. Therefore,
distribution transformers should be derated ac-
cording to IEEE C57-110 or other methods un-
der non-sinusoidal load currents [1-2]. Another
undesirable phenomenon that occurs in electrical
power systems is the voltage unbalancy. Electrical
trains, non-uniform distribution of loads on three
phases of the power system and non-equal spacing
of the transmission lines in non-transposed lines
are the most common reasons of unbalanced volt-
age occurrence[3]. Unbalanced voltage leads to an
increase in core loss as well as winding loss. So the
studying of distribution transformer performance

under the simultaneous presence of unbalanced
supply voltage and non-sinusoidal load currents
could be of great interest. Since the transformer
operates under various harmonic frequencies, the
frequency dependent parameters of transformer,
winding skin effect and magnetic core nonlinear-
ity must be taken into account. Using Finite El-
ement Method (Opera-2D) satisfies all these cri-
teria with an acceptable accuracy.

2 Modeling of transformer using
time stepping finite element method

Calculating the magnetic field distribution within
the transformer is essential for transformer anal-
ysis. FEM is able to calculate the magnetic field
distribution within the transformer from geomet-
rical dimensions and magnetic parameters of the
transformer. Other quantities of the transformer
such as the induced voltage waveform, magnetic
flux density and forces exerted on the windings
can be determined knowing the magnetic field
distribution [4]. Two-dimensional finite element
method solves the following Poisson equation in
order to evaluate and analyze the magnetic flux
distribution:

∂

∂x
(ℜ∂A

∂x
) +

∂

∂y
(ℜ∂A

∂y
) = −ni

Se
(1)

where A is the magnetic potential vector, R is the
core sheets reluctivity, n is the number of winding
turns and Se is the cross-section of the conduc-
tors. The principal equation of the electric circuits
is presented as follows:

Vs = Rsi+ Ls
di

dt
(2)

where Vs is the input voltage of the transformer,
Rs and Ls are the resistance and inductance of
the supply. The matrix form of (1) and (2) is

[K][A] + [M ]
∂

∂t
[A] − [C][i] = 0 (3)

[D]
T ∂

∂t
[A] + [L]

∂

∂t
[i] + [R][i] = [u] (4)

where [A] and [i] are the magnetic potential and
current vectors, [K], [M ], [C], [D], [L] and [R]
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are the vector of coefficients and [U ] is the in-
put vector. Now a non-linear equation must be
introduced that links the FE magnetic equations
to the electric circuit equations. This equation is

[P ] [A E i]T + [Q]
∂

∂t
[A E i]T = [S] (5)

where [P ] and [Q] are the coefficients vector and
[S] is the transformer input vector. Solution of
(5) gives magnetic potential vector [A] and trans-
former current [i].

Having obtained parameter A from (5), distri-
bution of flux density can be calculated in the core
as follows:

B = ∇×A (6)

3 Effects of nonlinear loads on
distribution transformer
performance

The non-linear modeled load is a six-pulsed power
electronic converter. The current of this converter
is of 6k±1 harmonic orders (k is an integer). Non-
sinusoidal load currents increase the winding eddy
current losses and RI2 losses of the transformer,
while the core loss approximately remains con-
stant. Table I summarizes the transformer loss
calculations for linear load and three different
cases of non-linear loads using FEM.

Table 1. Performance of distribution transformer for
non-linear load conditions

Load THDI(%) PCu(w) PEc(w)

Linear - 1199 46.76

Non-linear (case1) 18.22% 1238.85 90.8

Non-linear (case2) 23.01% 1262.5 115.97

Non-linear (case3) 28.32% 1295.2 168.8

4 Effects of unbalanced voltage on
distribution transformer
performance

For analyzing performance of the transformer un-
der the unbalanced voltage condition, three differ-
ent cases of unbalanced supply voltage are consid-
ered. FEM results show that core loss and wind-
ing copper loss increase considerably while the
winding eddy current losses have a slight accre-
tion.

Table 2. Table II: Performance of distribution trans-
former for unbalanced (U) voltage conditions

Supply Phase(a-b-c) PCore(w) PCu(w) PEc(w)

Balanced 0%-0%-0% 210 1199 46.76

U(case1) 0%-5%-7.5% 228.9 1272.1 50

U(case2) 0%-7.5%-10% 256.18 1477.12 53

U(case3) 0%-10%-12.5% 270.2 1624 53.2

5 Effects of simultaneous presence
of unbalanced voltage and non-linear
load conditions on distribution
transformer performance

Distribution transformer performance under indi-
vidually applied unbalanced voltage or non-linear
load condition has been studied using FEM. It is
shown that the distribution transformer needs to
be derated considering the winding eddy current
losses increase under the non-sinusoidal load con-
dition. Unbalanced supply voltage in the presence
of the non-linear load adds to the amplitude of
harmonic components and increases the core loss
as well as the winding losses. In order to con-
sider the effect of both core and winding eddy
current losses on the transformer performance,
the transformer should be mix-derated. Trans-
former mixed-derating requires the precise calcu-
lation of the losses under the simultaneous pres-
ence of unbalanced voltage and non-sinusoidal
load current. The given transformer is modeled
under unbalanced supply voltage using FEM and
a six-pulsed power electronic converter is con-
nected to the external circuit as the transformer
load. Table III and Table IV summarize the re-
sults of transformer simulation under the above
mentioned conditions.

Table 3. Table III: Performance of distribution trans-
former for simultaneous presence of unbalanced volt-
age (UV) and non-linear load (NL) conditions (three
different cases of unbalanced voltage)

UV & NL THDI() Phase(a-b-c) PCore(w) PCu(w) PEc(w)

Case1 28.32% 0%-5%-7.5% 230 1310 170

Case2 28.32% 0%-7.5%-10% 260.2 1480 172

Case3 28.32% 0%-10%-12.5% 276 1730 180

Table 4. Table IV: Performance of distribution trans-
former for simultaneous presence of unbalanced volt-
age (UV) and non-linear load (NL) conditions (three
different cases of non-linear load)

UV & NL THDI() Phase(a-b-c) PCore(w) PCu(w) PEc(w)

Case1 18.22% 0%-5%-7.5% 229 1245 100

Case2 23.01% 0%-5%-7.5% 229.8 1270 120

Case3 28.32% 0%-5%-7.5% 230 1310 170

6 Spectrum analysis of distribution
transformer

Fig. 1 presents the frequency spectrum of the
transformer secondary voltage for two different
cases: 1) balanced supply voltage and linear load.
2) Unbalanced supply voltage and non-linear load.
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Fig. 1. Fig. 1. Normalized plots of the line volt-
age spectra of a transformer under balanced voltage-
linear load and unbalanced voltage-non-linear load
with 5th, 7th, 11th, 13th, 17th, 19th harmonics
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Summary. This paper presents a multi-objective
optimization method to maximize annual energy in-
put (AEI) and minimize permanent magnet (PM) vol-
ume in use. For this purpose, the analytical model of
the machine is utilized. Effects of generator specifica-
tions on the annual energy input and PM volume are
then investigated. Permanent magnet synchronous
generator (PMSG) parameters and dimensions are
then optimized using genetic algorithm incorporated
with an appropriate objective function. The results
show an enhancement in PMSG performance. Finally
2D time stepping finite element method (2D TSFE)
is used to verify the analytical results. Comparison of
the results validates the optimization method.

1 Analytical design

The power captured by a wind turbine from the
incident wind can be expressed as:

Pshaft =
1

2
ρairπR

2U3Cp, (1)

where ρair is the density of air at the height of the
turbine hub and Cp is the dimensionless power
co-efficient or aerodynamic efficiency of the tur-
binewhich is a function of the tip speed ratio (λ)
at which the turbine is operating. This ratio is
defined as the ratio of blade tip speed to wind
speed, and can be expressed as:

λ =
ωrR

U
(2)

Equations (1) and (2) can be used to determine an
expression for the torque applied to the turbine
shaft, which can be expressed as:

Tshaft =
Pshaft

ωr
=

1

2
ρairπR

3U2CT (3)

where CT = Cp/λ is the torque coefficient of the
turbine.

The power captured by a wind turbine and
turbine shaft speed for a PMSG is shown in Fig. 1.
Generator output power can be expressed as fol-
lows:

Pgen = ηgenPshaft (4)
That power shaft is maximized when [1]:

dPgen

dωr
= 0 (5)

Fig. 1. Variation of shaft power with turbine speed

or dPgen

dωr
=

dPgen

dλ
· dλ

dωr
= 0 (6)

It is necessary to note that
dλ

dωr
6= 0 → dPgen

dλ
6= 0 (7)

So, the peak power shaft can be found as follows:

dPgen

dωr
= 0 ↔ dPgen

dλ
= 0 → dCp(β, λ)

dλ
= 0 (8)

With defined Cp, the maximization Pgen and
Pshaft will be defined. The apparent power of a
radial-flux machine at the air-gap can be written
in terms of the main dimensions of the machine
as follows:

Sg =
1

2
π2 ·Kw1 ·D2 · ℓ · nsSMLpk · SELpk (9)

where Kw1 is the fundamental winding factor, ns
is the rotational speed in rps, SMLpk and SELpk

are the peak values of the specific magnetic and
electric loadings of the machine. The output elec-
trical power of a radial-flux generator can be re-
lated to its apparent airgap power by the follow-
ing expression:

Pgen = 3VaIa cosφ = 3
Ef

ε
Ia cosφ (10)

where:
Ef =

√
2πfNphkω1φp (11)

where φp is the flux per pole due to the funda-
mental space harmonic component of the excita-
tion flux density distribution, f is the frequency
and Nph is the number of turns per phase. The
product D2ℓ, which is proportional to the rotor
volume of a radial-flux machine, determines its
output torque capability. This product can be de-
termined by combining (10 10) and (11 11) as
follows:

D2ℓ =
εPgen

0.5π2Kw1nsSMLpkSELok cosφ
(12)
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2 Optimization algorithm

Some of the typical dimensions of PMSG are se-
lected as design variables where values are de-
termined through an optimization procedure. In
this paper, design variables are axial length, re-
manent flux density of the PMs, specific electric
loading, efficiency, power factor, terminal voltage
and wind speed. To have a more realistic design,
some constraints are applied to design variables
listed in Table 2. The pole pairs, rated frequency,
number of blades, the main fixed specifications in
the design procedure are (250 rpm), 50 Hz and 3
respectively. The operating frequency range for
small PM wind generators is reported as typi-
cally: 30-80Hz . Thus, the nominal frequency of
the generator at rated wind speed is chosen to be
within the range 45-65Hz.

Table 1. Design constraints

Parameter Minimum Value Maximum Value
Terminal Voltage 180 V 240 V

Axial Length 0.04 m 0.08 m
Output power 1625 W 3800 W

Frequency 45 Hz 65 Hz
Number of pole pairs 4 24

SEL 10000 A/m 40000 A/m
Efficiency 80% 100%

Remnant of flux density 0.8 T 1.4 T
Wind speed 7 m/s 13 m/s

To obtain an optimal design considering, ter-
minal voltage, power factor and PM volume, the
three objective functions are defined as follows:

Jz(x1, . . . , xn) =
AEI(x1, . . . , xn)

m

V PM(x1, . . . , xn)n
(13)

where x1, x2, . . . , xn are design variables. As seen
in (11) the importance of the terminal voltage,
power factor and PM volume are adjusted by
power coefficients. Maximization for Jz fulfils si-
multaneously three objectives of the optimiza-
tion. Such as objective function provides a higher
degree of freedom is selecting appropriate design
variables. The results of optimization are summa-
rized in Table 2.

Table 2. Specification of intial and optimal designed
generator

Parameters Original PMSG Proposed
Opt. Design

Output power (W) 1625 1785
No. of turns per phase 370 816

Shaft torque (N.m) 112.4922 74.0794
Remnant of flux dens. (T) 1.17 1.1512

Axial length (m) 0.0665 0.0581

Current dens. (A/mm2) 2.037 0.9336
Pole pairs 4 12

Rotor speed (rpm) 157 250
No. of turbine blade 12 3

frequency (Hz) 10.47 50
Wind speed (m/s) 10 8.62

Ef (V) 72.89 247.0602
Annual energy capture (Wh) 1.4756e+007 1.9911e+07

Efficiency 87.86 92.03
Volume of PM (m3) 18.272e-005 14.824e-005

3 Time stepping finite element
analysis

The first step in prediction and analysis of the
PMSG is the precise modeling of the motor. The
motor is modeled taking into account the non-
linearity of the ferromagnetic materials and the
physical conditions of the motor components. The
local total current density (J) is:

J = J0 − jωA (14)
where J0 = σE0 is the current density due to the
supply voltage and A is the magnetic potential
vector. The total current in a conductor having
cross-section Ωb is:∫

Ωb

J · ds =

∫

Ωb

(J0 − jωσA) dξ (15)

where ω is the angular frequency, σ is the electri-
cal conductivity of conductor and ξ is the cross-
section of the conductor. Since E0 is constant over
the entire conductor cross section then:

I = J0

∫

Ωb

dξ − jω

∫

Ωb

(σA)dξ (16)

where I is the total current of the conductor. For
every circuit:

νs = Rexti+ Lext
di

dt
+ Es (17)

where νs is the impressed voltage, i is the phase
current, Rext is the stator phase resistance and
Lext is the end winding inductance and:

Es = ℓm

N∑

i=1

±Ei (18)

where lm is the length of the FE region, Zext is the
external circuit impedance and N is the number
of turns. By the following definition:

νs =
Vs

ℓm
, Ze =

Zext

ℓm
(19)

The following can be obtained:

νs =

N∑

i01

±Ei + Zei (20)

The matrix form of (20) is as follow:
[Vs] = [D]

T
[E] + [Zext] [Ib] (21)

By combining the above equations, the following
general system is obtained:



A
Es

jω
Ib

jω



 =




[S] + jωσxy [T ] −jωσz [C] [0]

−jωσz [C] −jωσz [Ωb] −jω [D]
[0] −jω [D] −jω [Zext]




−1 


0
0

−νs





(22)
where [Ib] is the circuit vector (number of circuits
multiplied by 1), [Es] is the bar voltage vector
(number of bars multiplied by 1), [D] is the con-
nection matrix of the bar (number of circuits mul-
tiplied by the number of bars), [Ωb] is the diagonal
matrix of the cross-section of the bar (number of
the bars multiplied by 1), [Zext] is the diagonal
external impedance matrix and νs is the circuit
voltage vector (number of circuits multiplied by
1). Fig. 2 shows the optimized excitation voltage
compared with the voltage of the original gener-
ator.
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Fig. 2. Variation of excitation voltage with time, (a)
original PMSG and (b) propose optimal design
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Summary. For the computation of the eddy-current
loss in the form-wound multi-conductor stator wind-
ing accurately, finite element discretization (FED) is
an important issue. The stator bars of the studied mo-
tor must be discretized detailed enough to compute
the eddy-current effects accurately. Two main supply
conditions of a cage induction motor, sinusoidal and
PWM, are considered.

1 Introduction

The finite element analysis (FEA) is one of the
most popular and reliable methods to consider
eddy-currents in the form-wound multi-conductor
stator windings. To model the eddy currents in
the stator winding with FEA, all the stator bars
connected in series and parallel should be con-
sidered. As a result, finite element discretization
(FED) of every bar is an essential requirement
[1].
In an induction motor, high-frequency harmon-
ics are generated from the internal and external
sources. When the supply of the motor is taken
from grid, the source is almost sinusoidal. The
harmonics are generated from the internal sources
due to the complex geometry of electrical motor.
The eddy-current loss can be reduced by lifting
up the stator coils from the air-gap since those
harmonics mainly stay close to the air-gap [2].
Due to the requirement of the speed control of
electrical motor, the application of frequency con-
verter supply has increased in recent decades. The
supply from the freq uency converter is strongly
non-sinusoidal and contains a set of additional
harmonics (external source) [3]. The presence of
these high-frequency components means that the
skin depth becomes shorter [4]. To consider the
eddy-current effects of those high-frequency com-
ponents accurately, the FED should be detailed
enough. A more detailed discretization means an
increase in the number of equations to be solved.
As a result, the computational complexity and
time is increased.
The main objective of this work is to study the ac-
curacy of the FED for the eddy-current loss com-
putation in the form-wound stator winding of a

cage induction motor. The following two condi-
tions are considered for the study:
1. The motor is supplied from a sinusoidal voltage
source
2. The motor is supplied from a pulse-width-
modulated (PWM) voltage source.

2 Methods

To model the eddy current losses, time stepping
finite element analysis has been used in which
the backward Euler method is used for time dis-
cretization. The circuit equations of the cage ro-
tor, stator phase and stator bars are strongly cou-
pled with the electromagnetic field equations and
the total system of equation is solved altogether
[1-3], [5]. The stator resistive loss in the slot em-
bedded stator bars after considering the eddy-
current loss is

Psb =
Qsle
σ

Qs
b∑

j=1

∫

Ω

ηs
iJ

2dΩ (1)

where the current density in the stator bar i is

J = −σ ∂A∂t + σ
us

iez

le
, Qs is the number of symme-

try sectors, le is the length of the slot embedded
stator bars, σ is the conductivity, Ω is the cross
sectional area of a stator bar, ηs

i is the param-
eter for correspondence between the points the
equation is applied and the stator bar i, A is the
vector potential, us

i is the potential difference of
the stator bar i and ez is the unit vector in the z
direction.

The eddy-current loss arises due to the uneven
current distribution in the bars [6]. This causes
the effective bar resistance to exceed its DC value.
This effective resistance is defined as the AC re-
sistance [1]. The eddy factor (keddy ) is defined
as

keddy =
Psb

i2RDC
=
i2RAC

i2RDC
=
RAC

RDC
(2)

3 Results

A 3-phase, 50 Hz, 690 V, delta-connected, 1250
kW cage induction machine with double layer
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winding is studied [1-3]. The number of rotor slots
is adjusted to reduce the symmetry sector.
A bar is that part of a strand that is embedded in
a slot. The bars are connected in series in a partic-
ular strand. Each effective turn consists of three
copper strands connected in parallel. There are
six effective turns in a slot. Therefore, there are
18 bars in a slot. The height of a bar is 3.2 mm and
width is equal to 10.6 mm [1-3]. To study the ac-
curacy of the FED, the number of finite elements
is increased from 4 to 48 successively. Based on
the number of FED layers, the discretization in
the direction of bar height can be divided into
three cases. Fig. 1 presents the finite-element dis-
cretization for all the three cases. For case A,
there is only one layer over the height. In a simi-
lar way, by making two and three layer FED over
the bar height leads to case B and C. For each
cases, the number of finite elements is increased
by making more subdivisions in the bar width.
Second-order isoparametric triangular finite ele-
ments have been used to simulate the electrical
mach ine. Fig. 2 presents the eddy-current effects
(RAC

RDC
−1) as a function of the number of elements

in a stator bar. The results have been computed
when the motor is supplied from a sinusoidal or
a PWM voltage source.

Case A

Case B

Case C

4 8

8 16 32

12 24 48

36

Fig. 1. Finite-element discretization of a bar.

4 Discussion

For the sinusoidal supply, the eddy-current effects
(keddy − 1) remains almost constant for the cases
A, B and C (Fig. 2). Fine discretization seems
just to increase the computational complexity
and time. For this supply, the main component
for the eddy-current loss in the stator winding is
leakage flux that passes from one stator tooth to
another.The frequency of this component is equal
to the fundamental.
When the motor is supplied from a PWM voltage
source, a single layer FED (case A) is not accurate

0.0

0.3

0.6

0.9

1.2

1.5

0 10 20 30 40 50

Number of finite elements in a bar

R
A

C
/R

D
C
-1

A-Sin B-Sin C-Sin

A-PWM B-PWM C-PWM

Fig. 2. Eddy-current effects ( RAC
RDC

− 1) are presented
as a function of the number of elements in a bar for
sinusoidal and PWM supply.

enough (Fig. 2). The PWM supply injects higher
harmonics to the supply. The high-frequency flux
passes circumferentially from one stator tooth to
another. The two and three layer FEDs result in
almost identical losses.
For the sinusoidal supply, case A, where the num-
ber of finite elements is 4, and for the PWM sup-
ply, case B, where the number of elements is 8,
compromises regarding the computational com-
plexity and accuracy.
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Summary. Electromagnetic coupling between devices
in an microelectronic layout can become a serious de-
sign concern. In this paper, the problem of electro-
magnetic coupling is addressed from field computa-
tional point of view. Approximation schemes are jus-
tified by evaluating dimensionless parameters in the
set up of the field equations and scale considerations
of devices.

1 Introduction

With the use of increasing frequency ranges, elec-
tromagnetic coupling becomes more pronounced
design concern because induced electric fields are
proportional to rate of change of the magnetic in-
duction. However, not only the pace of time vari-
ations are determining for including electromag-
netic coupling but also the problem scale and the
intensity of the currents that are responsible for
the induced fields must be considered. An overall
picture of scaling arguments is presented in sec-
tion 2 which is valuable for computational consid-
erations. Once we note from scale considerations
that electromagnetic coupling terms represent a
non-negligible contribution to the full system of
equations, we move on the the solution of these
equations. In section 3, we review and update of
the approach that was proposed some years ago
by the author and co-workers [1–3]. We will refer
to this approach as ’computational electrodynam-
ics’. At several occasions we were inquired if this
method is equivalent to the method based on Ned-
elec’s edge elements [4]. To the best of our knowl-
edge, we believe it is not. The main difference
being that we do not refer to test functions at all.
Our method is more related to finite-integration
techniques (FIT). Scale considerations are not
only an issue for deciding if some terms in the
full system of Maxwell equation and constitutive
laws can be neglected. When discussing the cou-
pling of devices, it is also important to realize
that different devices can have an intrinsic or geo-
metrical scales that differ orders of magnitude. In
such scenarios the coupled problem is most easily
split in computational domains. Computational

electrodynamics gives rather straightforwardly a
series of prescriptions for matching the interface
conditions of the various domains.

Electromagnetic coupling of microelectronic
devices is an RF issue and is most conveniently
measured using s-parameters. In section 4, we
present our method to compute these matrix
elements. In fact, s-parameter extraction is a
straightforwardly achieved as a post-processing
of the results of a computational electrodynam-
ics problem with the appropriate setting of the
boundary conditions.

In section 5 we will present a few of coupled
problems, that we have addressed recently.

2 Scaling rules the Maxwell
equations

The use of scale arguments is definitely not new to
the field of computing in electromagnetic model-
ing. Well-known approximations are the so-called
EQS (electro-quasi static) and MQS (magneto-
quasi static) approximations. Approximations can
be put in a different perspective by considering
the scaling step that is necessary when convert-
ing the full set of equations to dimensionless equa-
tions before computing can start. For our present
argument it suffices to consider insulators and
metals only. Semiconductors can be easily added.

Jc = σE (1)

D = ε0εrE (2)

H =
1

µ0µr
B (3)

B = ∇× A (4)

E = −∇V − ∂A

∂t
(5)

Consider the Maxwell equation is the potential
formulation. The Poisson equation is used to solve
the scalar field in insulators and semiconduct-
ing regions and the current-continuity equation is
used in metals to find the scalar potential there.
The electric system is :
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∇. [ε (∇V + iωA)] + ρ = 0

∇. [(σ + iωε) (∇V + iωA)] = 0 (6)

The Maxwell-Ampere equation is :

∇×
(

1

µ
∇× A

)
− (σ + iωε) (−∇V − iωA) = 0

(7)
This system must be completed with a gauge con-
dition

∇ ·A + iωξεµV = 0 (8)

We introduced a parameter ξ that allows us to
slide over different gauge conditions. Now let L
be the ’natural’ length scale of the problem that
is considered. For example L = 1µm. Further-
more, let T , be the natural time scale. For exam-
ple T = 10−9 sec. It is possible to reformulate the
equations ( 6, 7) in dimensionless variables V and
A and the set of equations is controlled by two
dimensionless variables, K and ν.

∇. [εr (∇V + iωA)] + ρ = 0

∇. [(σ + iωεr) (∇V + iωA)] = 0 (9)

and

∇×
(

1

µr
∇× A

)
− Kω2 (εr − i ν)A

−i ωK (εr − iν)∇V = 0 (10)

The constants K = ε0µ0L
2/T 2 and ν = σT/ε0.

Note that for σ = 104 S/m, we obtainKν = 10−5.
This number enters into the Maxwell-Ampere
equation and suggests that in this scenario the
magnetic sector is negligible. However, one can
easily find cases with metallic conductances of 107

S/m, that magnetic effects are important.

3 Discretization

In our earlier work, we presented a discretization
method that decided for each variable where on
the grid it belongs. It was concluded that the ge-
ometrical and physical meaning of variables plays
a key role. For instance, a scalar variable, e.g. the
Poisson potential, V , is a number assigned to each
space location and for computational purpose, it
discretized value should be assigned to the nodes
of the grid. On the other hand the vector poten-
tial A is a vector variable of the same character as
∇V and should therefore be assigned to the links
of the computational grid. The conversion of con-
tinuous variables to discrete variables on the com-
putation grid has also consequences for the partic-
ular discretization route that is followed when im-
plementing discrete versions of the Maxwell equa-
tions. Gauss’ law is discretized by considering the

elementary volumes around the nodes of the grid
and next perform an integration of Gauss’ law
over the volume cell. The flux assigned to each
segment of the enclosing surface is assumed to
be constant which allows for expressing this (con-
stant) flux in terms of the node variables and link
variables. This scheme has been the key to the
success of the simulation of the semiconductor de-
vices. The Scharfetter-Gummel formulation of the
discretized currents can be set up following above
approach. Since links variables are essentially dif-
ferent from node variables, we expect that the dis-
cretization of the Maxwell-Ampere equation has
to be done taking this geometrical aspect into ac-
count. Whereas it was quite ’natural’ to regards
node variables as a representative of some vol-
ume element, in the same way we consider a link
variable representing some area element. Thus to
each link is associated an area element and in or-
der to discretize the Maxwell-Ampere equation on
a grid we now apply Stokes’ law to arrive at the
discretized equations.

Once that we have found the way to dis-
cretize the Maxwell equations, we proceed with
expanding then into a small signal analysis. This
means that each variable is written as a time-
independent part and an harmonic part.

X = X0 +X1e
iωt (11)

If we apply boundary conditions of a similar form
and collect terms independent of ω and terms pro-
portional to eiωt and omit terms proportional to
X2

1 then we obtain a system of equations for the
phasors X1.

Of particular interest is the treatment of the
spurious modes in the fields. These modes can be
eliminated by selecting a ’gauge tree’ in the mesh,
adding a ghost field to the equation system or ap-
ply a projection method while iterating towards
the solution. However, we can also apply a gauge
condition and construct discrete operators that
resemble a continuous operator as close as pos-
sible including having a semi-definite spectrum.
Using a two-fold application of Stokes’ law, the

term ∇×
(

1
µr

∇× A
)

appears in the discretized

formulation as a collection of closed-loop circu-
lations. By subtracting a discretized version of
∇ (∇ · A) we arrive at a operator that resembles
−∇2A. However, since A is a vector field, the
latter can only have meaning in terms of the fore-
going expressions. The discretization of the first
term in (7) can be illustrated as shown in Fig. 1.

4 S-parameters

In order to determine the S matrix, a rather
straightforward procedure is followed. For that
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Fig. 1. Discretized version of the regularized curl-curl
operator acting on a vector field.

purpose a collection of ports is needed and each
port consists of two contacts. A contact is de-
fined as a collection of nodes that are electrically
identified. A rather evident appearance of a con-
tact is a surface segment on the boundary of the
simulation domain. A slightly less trivial contact
consists of two or more of these surfaces on the
boundary of the simulation domain. The nodes
that are found on these surface are all having
the same electrical potential. Therefore, although
there may be many nodes assigned to a single
contact, all these nodes together generate only
one potential variable to the system of unknowns.
Of course, when evaluating the current entering
or leaving the contact, each node in the contact
contributes to the total contact current. Assign-
ing prescribed values for the contact potential can
be seen as applying Dirichlet’s boundary condi-
tions to these contact. This is a familiar technique
in technology CAD. Outside the contact regions,
Neumann boundary conditions are applied. Un-
fortunately, since we are now dealing with the full
system of Maxwell equations, providing boundary
conditions for the scalar potential will not suffice.
We also need to provide boundary conditions for
the vector potential. Last but not least, since the
the set of variable V and A are not independent,
setting a boundary condition for one variable has
an impact on the others. Moreover, the choice of
the gauge condition also participates in the ap-
pearance of the variables and their relations. A
convenient set of boundary conditions is given by
the following set of rules :

• contact surface: V = V |ic. To each contact area
is assigned a prescribed potential value.

• outside the contact area on the simulation do-
main : Dn = 0. There is no electric field com-
ponent in the direction perpendicular to the
surface of the simulation domain.

• For the complete surface of the simulation do-
main, we set Bn = 0. There is no magnetic

induction perpendicular to the surface of the
simulation domain.

We must next translate these boundary condi-
tion to restriction on A. Let us start with the
last one. Since there is no normal B, we may as-
sume that the vector potential has only a normal
component on the surface of the simulation do-
main. That means that the links at the surface of
the simulation domain do not generate a degree
of freedom. It should be noted that more general
options exist. Nevertheless, above set of boundary
conditions provide the minimal extension of the
TCAD boundary conditions if vector potentials
are present.

In order to evaluate the scattering matrix, say
of an N-port system, we iterate over all ports and
put a voltage difference over one port and put
an impedance load over all other ports. Thus the
potential variables of the contacts belonging to
all but one port, become degrees of freedom that
need to be evaluated. The following variable are
required to understand the scattering matrices,
where Z0 is a real impedance that is usual taken
to be 50 Ohms.

ai =
Vi + Z0Ii

2
√
Z0

(12)

bi =
Vi − Z0Ii

2
√
Z0

(13)

The variables ai represent the voltage waves inci-
dent on the ports labeled with index i and the
variables bi represent the reflected voltages at
ports i. The scattering parameters sij describe
the relationship between the incident and re-
flected waves.

bi =

N∑

j=1

sijaj (14)

The scattering matrix element sij can be found
by putting a voltage signal on port i and place an
impedance of Z0 over all other ports. Then aj is
zero by construction, since for those ports we have
that Vj = −Z0Ij Note that Ij is defined positive if
the current is ingoing. In this configuration sij =
bi/aj . In a simulation setup, we may put the input
signal directly over the contacts that correspond
to the input port. This would imply that the input
load is equal to zero. The s-parameter evaluation
set up is illustrated in Fig. 2.

5 Applications

Using the solver based on computational electro-
dynamics, we are able to compute the s-parameters
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Fig. 2. Set up of the s-parameter evaluation: 1 port
is excited and all others are floating.

by setting up a field simulation of the full struc-
ture. This allows us in detail to study the phys-
ical coupling mechanisms. As an illustration, we
consider two inductors which are positioned on
a substrate layer separated with a distance of 14
micron. This structure was processed and char-
acterized and the s-parameters were obtained. It
is quite convenient to study a compact model
parameters to obtain a quick picture of the be-
haviour of the structure. For this device a conve-
nient variable is the ’gain’, which corresponds to
the ratio of the injected injected power and the
delivered power over an output impedance [5].

G =
Pin
Pout

(15)

The structure is shown in Fig. 3 and a three-
dimensional view using editEM (MAGWEL) is
shown in Fig. 4.

Fig. 3. View on the coupled spiral inductor using the
Virtuosa design environment.

When computing the s-parameters, we put the
signal source on one spiral (port 1) and place
50 Ohm impedance over the contacts of the sec-
ond spiral (port 2).The s11-parameter is shown in
Fig. 5 and the s12-parameter is shown in Fig. 6.
Finally, the gain plot is shown in Fig. 7. This

results shown here have been obtained without
any calibration of the material parameters. The
silicon is treated ’as-is’. This means that the sub-
strate and the eddy current suppressing n-wells
are dealt with as doped silicon.

Fig. 4. View on the coupled spiral inductor using the
MAGWEL structure editor editEM.
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Fig. 5. Comparison of the experiment and simulation
results for s11 .

-2

-1.5

-1

-0.5

 0

 0.5

 1

 1.5

 2

 2.5

 0  2e+09  4e+09  6e+09  8e+09  1e+10  1.2e+10  1.4e+10  1.6e+10

 

f [Hz]

S12-abs-arg

S12 meas abs
S12 simul abs
S12 meas arg
S12 simul arg

Fig. 6. Comparison of the experiment and simulation
results for s12 .

6 conclusions

In this paper we presented a version of compu-
tational electrodynamics which is based on the
scalar and vector potential formulation. Whereas
the finite-integration technique deals directly with
the field intensity quantities E and B, our for-
mulation deals with the more fundamental gauge
fields. It should be emphasized that the field
quantities are derived variables and one that the
potentials have been computed, all other variables
are obtained by ’post-processing’. Our approach
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tion results for the gain.

is a discrete implementation of the geometrical
interpretation of electrodynamics [6]. According
to this interpretation, the field intensities corre-
spond to the curvature and the potentials are
connections in the geometrical sense. The practi-
cal capabilities of our method are comparable to
other field solvers that focus directly on the fields
E and B, with one exception: if the potential are
needed in the evaluation of the constitutive re-
lations then our method has a clear advantage.
This happens if the true semiconductor modeling
is needed and one can not mimic the semicon-
ductor with moderately conductive material. An-
other area of application is the unified solving of
quantum problems and magnetic induction prob-
lems. Our approach will be an excellent starting
points. We have shown with a realistic application
that the method is capable of producing fairly
good results. The deviations at higher frequency
are an indication that adaptive meshing methods
are mandatory.
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Summary. Recently a hydrodynamical and energy-
transport models have been formulated based on the
maximum entropy principle for the coupled phonon-
electron system in silicon in order to cope with the
effects of heating of the crystal lattice. Here the sim-
ulations of some standard devices are presented in
order to asses the validity of the model.

1 Introduction

At macroscopic level, several heuristic models for
the thermal effects in the crystal lattice have been
proposed. They are represented by the crystal lat-
tice energy balance equation and differ for the
proposed form of thermal conductivity and en-
ergy production, e.g. [1–5]. A critical review can
be also found in [6].

Recently, a consistent hydrodynamical model
for charge carriers has been developed starting
from the moment system associated with the
transport equations, obtaining the closure rela-
tions with the maximum entropy principle (here-
after MEP) [7–11]. The same approach has been
adopted in [12] for the electron-phonon system,
obtaining also an energy-transport and a drift-
diffusion model under appropriate scalings.

The electrons are described with the 8-moment
system as in [7–9]. The phonons are considered
as two populations: acoustic and non polar opti-
cal. The non-polar optical phonons are described
with a Bose-Einstein distribution while the acous-
tic ones are described by the MEP distribution
function in the 9-moment approximation already
introduced in [13].

The simulations of some benchmark devices
are presented and compared with those obtained
with the standard models existing in the litera-
ture. The numerical discretization has been per-
formed along the guide lines reported in [14, 15].

2 The model

The kinetic description of the electron-phonon
system is based on the Bolzmann equations for

electrons distribution f and phonons distribu-
tions, both acoustic and non-polar optical, g(ac), g(no),
coupled to the Poisson electron for the electric po-
tential

∂f

∂t
+ vi(k)

∂f

∂xi
− eEi

~

∂f

∂ki
= C[f, g(ac), g(no)],(1)

∂g(ac)

∂t
+
∂ω(ac)

∂qi
∂g(ac)

∂xi
= S(ac)[g(ac), g(no), f ],(2)

∂g(no)

∂t
= S(no)[g(ac), g(no), f ], (3)

Ei = − ∂φ

∂xi
, ǫ∆φ = −e(ND −NA − n). (4)

k and q are the wave vectors of electrons and
phonons respectively. E is the electric field and
e the elementary charge. The non polar optical
phonons are assumed to be described by the Bose-
Einstein distribution.

The direct solution of the system (1)-(4) is
a daunting computational task and requires long
CPU times, not yet suitable for CAD purposes.

By considering the 8-moment model for elec-
tron and the 9-moment model for phonons of the
previous sections, the following complete set of
macroscopic balance equations is obtained

∂n

∂t
+
∂
(
nV i

)

∂xi
= 0, (5)

∂
(
nP i

)

∂t
+
∂
(
nU ij

)

∂xi
+ neEi = nCip, (6)

∂ (nW )

∂t
+
∂
(
nSj

)

∂xi
+ neVkE

k = nCW , (7)

∂
(
nSi

)

∂t
+
∂
(
nF ij

)

∂xi
+ neEjG

ij = nCiW , (8)

∂u

∂t
+Qk = Pu, (9)

∂pi
∂t

+
1

3

∂u

∂xi
+
∂N〈jk〉
∂xk

= Pi, (10)

∂N〈ij〉
∂t

+
∂M〈ij〉k
∂xk

= P〈ij〉. (11)

n, P i, W and Si are the electron density, average
crystal momentum and average energy-flux while
u, pi and N〈ij〉 are the phonon energy, average
momentum and deviatoric part of the average flux
of momentum.
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In (9)-(11) each term is given by the sum of
the contribution of the acoustic and the non-polar
optical phonons.

Since the number of unknowns exceeds the
number of equations, closure relations must be in-
troduced. The maximum entropy principle (here-
after MEP) gives a systematic way for obtaining
constitutive relations on the basis of information
theory. It has been used in [12] to close the pre-
vious electron-phonon system as in [7–9].

All the coefficients depend on the electron en-
ergy W and crystal temperature TL. Their ana-
lytical expressions are explicitly given and related
to the scattering parameters (see [12] for more de-
tails).

In particular the energy phonon production
terms can be written as

Pu = −nCW , (12)

that is the opposite of the electron production.
In Fig. 1 we plot the energy relaxation time

defined as τW = −W− 3
2kBTL

nC
(e)
W

versus the electron

energy, for different values of the crystal temper-
ature from 300o K to 330o K.

Under an appropriate scaling the following
crystal energy balance equation is derived

ρcV
∂TL
∂t

− div [k(TL)∇TL] = H, (13)

where ρ is the silicon density, k(TL) the thermal
conductivity,

H = −nCW + c2div
(
τR nc

(p)
11 V + τRnc

(p)
12 S

)
(14)

with nc
(p)
ij related to the phonon production terms.

Equation 13 generalizes the models proposed
in [1–5].
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Fig. 1. energy relaxation time versus the electron
energy, for different values of the crystal temperature
from 300o K to 330o K
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Summary. A coupled semiconductor-circuit model
including thermal effects is proposed. The semicon-
ductor device is modeled by the energy-transport
equations, and the electric circuit is described by
the network equations from modified nodal analysis.
The resulting system of nonlinear partial differential-
algebraic equations is solved by mixed finite elements
in space and the BDF2 method in time. Numerical
results for a rectifying circuit and a high-pass filter
including a laser diode are presented.

1 Introduction

In industrial application, complex semiconductor
device models are usually substituted by circuits
of basic network elements resulting in simpler
compact models. Such a strategy was advanta-
geous up to now since integrated circuit simula-
tions were possible without computationally ex-
pensive device simulations. Parasitic effects and
high frequencies in the circuits, however, require
one to take into account a very large number
of basic elements and to adjust carefully a large
number of parameters in order to achieve the re-
quired accuracy. Moreover, device heating cannot
be easily modeled by this approach. Therefore,
it is preferable to model those semiconductor de-
vices which are critical for the parasitic effects by
semiconductor transport equations.

We include the device model into the net-
work equations directly and employ the energy-
transport equations to model the electron tem-
perature. A coupled model including the lattice
temperature is work in preparation. As the device
model is described by partial differential equa-
tions, and the network equations are given by
differential-algebraic equations, this results in a
coupled system of nonlinear partial differential-
algebraic equations.

The (scaled) energy-transport equations con-
sist of conservation laws for the electron density
n and electron energy density w,

nt − div Jn = −R(n, p),

wt − div Jw = −Jn · ∇V +W (n, T )− 3

2
TR(n, p),

with constitutive relations for the particle cur-
rent density Jn and the energy current density
Jw, derived from the semiconductor Boltzmann
equation:

Jn = µn

(
∇n− n

T
∇V

)
,

Jw =
3

2
µn
(
∇(nT ) − n∇V

)
,

where R(n, p) denotes the generation-recombina-
tion term, p is the hole density, which is computed
from the drift-diffusion equations, W (n, T ) is the
relaxation-time term, and µn the (scaled) elec-
tron mobility [3]. The equations are coupled to
the Poisson equation for the electric potential V :

λ2∆V = n− p− C(x),

where λ is the scaled Debye length and C(x) the
doping concentration. The equations are supple-
mented by initial conditions for n and w and ap-
propriate boundary conditions (see [1, 2] for de-
tails).

2 Numerical approximation

The energy-transport model is discretized in one
space dimension by mixed-hybrid finite elements
of Marini-Pietra type. These elements instead of
standard RaviartThomas elements are employed
since this guarantees the M-matrix property of
the global stiffness matrix, even in the presence
of zeroth-order terms.

The network equations as well as the parabolic
equations are discretized in time by the 2-stage
backward difference formula (BDF2) since this
scheme allows one to maintain the M-matrix prop-
erty. Then the semidiscretized equations are ap-
proximated by the mixed finite-element method,
and static condensation is applied to reduce the
number of variables. The final nonlinear discrete
system is solved by Newton’s method.

For a large applied bias, we observe strong
gradients of the temperature at the boundary.
Employing Robin boundary conditions for the
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electron density and energy density instead of
standard Dirichlet conditions help to avoid the
boundary layer [1].

3 Numerical results

First, we consider a rectifying circuit containing
four pn diodes (see Figure 1). Each of the diodes
have the length 0.1µm and a maximal doping of
1022 m−3. The voltage source is given by v(t) =
U0 sin(2πω) with U0 = 5 V and ω = 10 GHz.

Vin

Vout

Fig. 1. Rectifier circuit.

The current through one of the diodes is pre-
sented in Figure 2. The figure clearly shows the
rectifying behavior of the circuit. The largest cur-
rent is obtained from the drift-diffusion (DD)
model since we have assumed a constant electron
mobility such that the drift is unbounded with re-
spect to the modulus of the electric field. The sta-
tionary energy-transport (ET) model is not able
to catch the capacitive effect at the junction.
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Fig. 2. Current through a 0.1µm diode in a 10 GHz
circuit.

Second, we consider a laser and photo diode
as part of a small circuit (see Figure 3). The laser
diode is biased with a digital input signal with
bias 3V and frequency 5GHz. The photo diode
receives the transmitted signal and is coupled to
a high-pass filter only passing frequencies larger
than the cutoff frequency. The filter consists of

Uin

UoutRL

R1

R2

+

−

Fig. 3. Photo diode with a high-pass filter.

the photo diode, a capacitor, and three resistors.
The photo diode is reversely biased with 0.2V.

The output of the high-pass filter is shown
in Figure 4 for stationary and transient device
simulations. The results for the high-pass output
voltage differ significantly as the frequency is too
large to be resolved by the stationary model.
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Fig. 4. Output of the high-pass filter for a 5 GHz
digital input signal with bias 3V.
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3. A. Jüngel. Quasi-hydrodynamic Semiconductor
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Summary. A strategy to perform coupled electro-
thermal simulations is presented. The electrical be-
haviour of each circuit element is modeled by stan-
dard compact models with an added temperature
node. Mutual heating is accounted for by a 2-D or
3-D diffusion reaction PDE which is coupled to the
electrical network by enforcing instantaneous energy
conservation. A suitable spatial discretization scheme
is adopted which allows efficient meshing of large do-
mains with details at a much smaller scale.

1 Introduction

In this communication, we present a tool to au-
tomatically extract a thermal network model for
a CHIP level electro-thermal simulation. Starting
from layout geometry and CHIP material data, it
produces an n-port thermal device model, possi-
bly non-linear, that can be coupled to the electri-
cal circuit network via an extra temperature node
in the electrical device compact models. Com-
pared to other similar tools [2, 3], our tool does
not work by fitting the parameters of a given
network of 0D thermal resistors and capacitors
but rather it produces a full 2D or 3D discretiza-
tion of the heat equation on the whole CHIP and
transforms it into a form which is amenable for
coupling to a standard circuit simulator. If the
material properties are assumed to be indepen-
dent from the temperature, the resulting model
is linear and the number of state variables may
be reduced by means of standard Model Order
Reduction techniques.

2 Electro-Thermal Network Model

Below we briefly outline how the model for the
thermal network is computed and how it is cou-
pled to the rest of the system. We will refer to
the case of transient simulation, but the model
we produce can be used in DC, AC and Harmonic
Balance simulations as well. The global system of
equation describing our circuit is constructed fol-
lowing the well known MNA approach:

Nel∑

i=1

(
Jik
(
Reie, R

θ
i θ, ri

)
+AEikṙi

)
= 0 (1a)

fil
(
Reie, R

θ
i θ, ri

)
+ AIil ṙi = 0 (1b)

where in (1a) k = 1 , . . . , Nnodes while in (1b)
i = 1 , . . . , Nel ; l = 1 , . . . , Nintvar (i). Here the
number of elements and nodes in the circuit are
denoted with Nel and Nnodes, respectively, while
the number of internal variables describing the i-
th element of the network will be Nintvar (i), e (t)
represents the set of unknown voltages, θ (t) the
set of unknown temperatures, ri (t) the i-th ele-
ment internal variables. Furthermore Rei and Rθi
are the electrical and thermal incidence matrix as-
sociated with element i, respectively, and AEik and
AIil are the coefficients of the differential term.
The solution of (1) requires, at each time step,
the resolution of a system of non-linear algebraic
equations which is usually solved via Newton it-
erations. At each step of the Newton method the
full jacobian matrix and the residual of the com-
plete system are built assembling together the el-
ement matrices Jik,Re

i e
, Jik,Rθ

i θ, fil,Re
i e

, fil,Rθ

i θ,

AEik and AIil and the element residuals Jik, fil.
For electrical devices the latter represent essen-
tially the currents and charges at the device con-
tacts and the former the conductance and induc-
tance and capacitance matrices. For the n−port
thermal element, the local residual and matrices
represent the net joule power in each device and
its derivative with respect to each device temper-
ature. The following sections describe how these
quantities are computed.

2.1 Thermal network model

For sake of simplicity in this section we assume
the distributed thermal network to be the element
numbered as 1 in the circuit netlist. Let Ω be the
whole CHIP domain, Ωq the q-th active region on
Ω, pq the Joule power per unit Area on Ωq and θk
the temperature at the k-th external pin. Denote
with J1k the power flux entering the device from
node k and with T (x, t) the temperature at a
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point x ∈ Ω at the time point t. If Ωq is connected
to pin k:

J1k =

∫

Ωq

pq dΩq = pq |Ωq|

while, at the external boundary:

J1k =

∫

∂Ω

T − θk
R

dγ

where R is the CHIP to ambient thermal re-
sistance. The above equations must be comple-
mented by constitutive relations of the form:

f1q = θk −
1

|Ωq|

∫

Ωq

T (x, t) dΩq = 0

for each active region Ωq, assuming θk to be the
temperature node connected to Ωq in the netlist.
The temperature T is the solution of the following
PDE boundary value problem:

cv Ṫ + div (−κ (T )∇T ) − r = 0 in Ω

−κ (T )
∂T

∂n
=
T − θext

R
on ∂Ω

(2)

where r = pq in Ωq and zero otherwise, θext is the
temperature of the pin attached to the external
boundary of Ω.

2.2 Space discretization

The method of Patches of Finite Elements (PFE)
[1] allows us to discretize the heat equation (2)
on a set of unstructured triangulations Thq each
covering the subdomain Ωq that are allowed to
communicate with each other via a coarser trian-
gulation TH covering the whole CHIP domain Ω.
By allowing Thq to completely overlap with TH
this method allows to simulate characteristics of
equation (2) that appear at completely different
scales (CHIP scale/device scale) without impos-
ing too many requirements on meshing software
as the coarse mesh step H and the finer mesh step
h can be completely unrelated.

Briefly the PFE method can be described as
follows. Let Vhq be the standard piecewise linear
conforming finite element function space on the
triangulation Thq and VH the space of piecewise
linear conforming finite element functions defined
on TH . The PFE discretization reads:
find THh ∈ VHh such that

a(THh, vHh) = (f, vHh) ∀vHh ∈ VHh

with

VHh ≡
(
VH +

∑

q

Vhq

)

where a(·, ·) is the bilinear form representing the
weak form of the differential operator in (2), (·, ·)
is a scalar product in VHh and the known function
f accounts for the source term r as well as for
the boundary fluxes and the terms containing T
evaluated at previous times. Notice that the sum
above is not a direct sum, therefore forming a
basis of VHh requires some extra care.

3 Workflow for Electro-thermal
Simulation

Below we summarize the expected workflow us-
ing the tool we presented for a coupled electro-
thermal simulation:

• In designing the IC the thermally active re-
gions are defined by adding an extra mask
layer to the layout

• A 2D or 3D mesh of the IC layout is formed
automatically

• A passive thermal element is attached to the
temperature nodes of the circuit elements,
ambient temperature is set via additional tem-
perature sources

• The full system can be simulated by a stan-
dard circuit simulator, producing as extra out-
put the average temperature in each device as
well as the full multidimensional temperature
field in the IC
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Summary. The interaction between electromagnetic
fields and material systems is often subject to un-
controlled fluctuations. As an alternative to trying
to model this by choosing a number of “representa-
tive” cases, we propose methods to directly compute
statistics from a stochastic field model. An impor-
tant statistic is the standard deviation which depends
on the covariance operator of the stochastic field. In
this paper, we show the existence of stochastic fields
such that the covariance operator is natural in a sense
made precise below.

1 Introduction

In this paper, we are concerned with the prob-
lem of uncertainty in the modelling of the in-
teraction between electromagnetic fields and sys-
tems. ¿From the physical point of view this in-
teraction is represented for by “observables” on
an incident electromagnetic field. If the incident
field is not exactly controlled, deterministic mod-
els are not the most appropriate. In particular, if
we limit our simulations to some interaction con-
figurations, which we think “representative,” we
can easily miss the effects of resonant coupling for
particular incidences. A more comprehensive way
to handle uncertainty is to model the interaction
problem as a problem to statistically characterise
observables on stochastic fields.

In order to allow for an immediate interpreta-
tion of our considerations, we briefly present the
particular case of the Thévenin model for a linear
multi-port system

V = V + Z ∗ I

où V, I,V ∈ C(R,Rn) are Rn-valued functions
of time representing the port-voltages, the port-
currents and the open-port voltages, or Thévenin
sources, respectively. The Thévenin sources are
defined through distributions on the fields (inte-
gral representations). For example, V = 〈JP , E〉 =∫
P E, where P is a curve defining a port. Now,

we are interested in the time covariance of such
observable functions of time. Supposing that the
average field is zero, we get in the general case(X
is the time reversal of X),

E(V (t1)V (t2)) = E(〈JP,t1 , E〉〈JP ;t2 , E〉)

Introducing CE , the covariance operator of the
stochastic field E, we get

E(V (t1)V (t2)) = 〈JP,t1 , CE(JP,t2)〉

This expression motivates the search for covari-
ance operators of stochastic fields. However, in
this paper we consider the inverse problem of find-
ing a field such that the covariance operator is a
known and “natural” operator. This is a devel-
opment analoguous to a time-harmonic analysis
presented before (see [1]).

2 Basic field theory

The heart of our reasoning consists of a pair of
integral relations between causal and anti-causal
solutions of the Maxwell equations

dH − ε0∂t ∗ E = ∗J
dE + µ0∂t ∗H = 0

We can derive integral relations between two dif-
ferent electromagnetic states, i.e., solutions of
Maxwell’s partial differential equations, by means
of Stokes’ theorem on a cylindrical domain D ×
T ⊂ R3 × R.

∫

D×{t1}
(µ0H

a ∧ ∗Hb + ε0E
a ∧ ∗Eb)

= −
∫

D×T
(Ea ∧ ∗Jb + Eb ∧ ∗Ja) (1)

where we used the vanishing of the integral over
∂D × T for large enough D. Observe that when
one of the two states is in fact an anti-causal state,
say Jc, Ec, Hc (we use the over-line to indicate
time-reversal), the domain of integration can be
chosen such that also the contribution of the D×
∂T integrals vanish (see Fig. 1). This leads to

0 =

∫

D×T
(Ea ∧ ∗Jc + Ec ∧ ∗Ja) (2)

If we choose the time interval T = (t0, t1) such
that supp(Ja) does not intersect D×T , we get a
third integral relation
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Fig. 1. Illustration of a causal and an anti-causal
light cone bundle

∫

D×{t0}
(µ0H

a ∧ ∗Hc + ε0E
a ∧ ∗Ec)

= −
∫

D×T
Ea ∧ ∗Jc (3)

Making the substitutions Jc = Jb (and thus Jc =

Jb) and Ec = E(Jb) = Eac(Jb) (the anti-causal
solution for a given Jb) we get for (3)

∫

D×{t0}
(µ0H

a ∧ ∗Hac(Jb) + ε0E
a ∧ ∗Eac(Jb))

= −
∫

D×T
Ea ∧ ∗Jb (4)

whereas adding (2), with the same substitutions,
to (1) gives

∫

D×{t1}
(µ0H

a ∧ ∗Hb + ε0E
a ∧ ∗Eb)

= −
∫

D×T
C(Jb) ∧ ∗Ja (5)

where C(J) = E(J) − Eac(J) is the electric field
propagator anti-symmetrised with respect to time
reversal, i.e.,

C(J) = −C(J)

This operator C can be shown to define a natural
energy emission correlation operator.

3 Observables on canonical
stochastic time-domain fields

We shall now consider the general problem of two
observables, A and B, defined by electric cur-
rent distributions, Ja and Jb respectively. We

consider the values of these observables on a
stochastic electromagnetic field. The covariance
of the stochastic values of these observables is
then given by

E(AB) = 〈Ja, CE(Jb)〉
Comparing this with (5), leads to the idea to de-
fine a stochastic field such that its covariance op-
erator be proportional to the emission correlation
operator.

In order to achieve that, we define a direct
sum Hilbert space H , with scalar product

〈ψa, ψb〉H =

∫

R3

(ε0E
a ∧ ∗Eb + µ0H

a ∧ ∗Hb)

where E and H are the two components of ψ ∈
H . On this space a probability measure exists of
which the covariance operator is proportional to
the metric. That means that a stochastic distri-
bution exists ψ = (e0, h0) such that

∀f, g ∈ H E(〈ψ, f〉〈ψ, g〉) = σ2〈f, g〉H
Now, using (4) we derive (explaining the details
exceeds the limits of this summary),

∫

D×T
CE0(J

a) ∧ ∗Jb

= σ2

∫

D×T
C(Ja) ∧ ∗Jb (6)

where E0 is the electric field corresponding to the
stochastic distribution on D × {t0}. Because the
two distributions Ja and Jb can be chosen arbi-
trarily, we obtain

CE0 = σ2C

So, σ2C is the electric field covariance operator of
(E0, H0) the Maxwellian field with initial values
(e0, h0) (the stochastic distribution defined by the
specific probability measure on H ).

4 Conclusion

In this proposal, we have outlined the electro-
magnetic theory for the definition of a canonical
stochastic electromagnetic field with a known co-
variance operator. In the final paper, we shall give
the mathematical details and show the computa-
tion of the auto-covariance of induced Thévenin
sources in linear interconnect systems placed in
such a canonical stochastic field.

References

1. Bas Michielsen and Cécile Fiachetti. Covariance
operators, green functions and canonical stochastic
fields. Radio Science, 40(5):1–12, 2005.

74



Session

CM 1





SCEE 2008, Espoo, Finland, Sept. 28 – Oct. 3, 2008 CM 1I

New trends in the preconditioning of integral equations of

electromagnetism

David P. Levadoux12

1 ONERA, Chemin de la Hunière, 91 761 Palaiseau, France david.levadoux@onera.fr
2 University Paris XI, Laboratory of Mathematics, 91405 Orsay, France

The pertinence of integral equation methods for
solving scattering Maxwell problems in harmonic
regime requires no further proof. Using them in
combination with a rapid multipole algorithm
and an iterative solver makes them efficient and
precise methods that can solve problems involving
hundreds of thousands of unknowns. But the ef-
ficiency of iterative methods depends on the con-
ditioning of the linear systems, so it is absolutely
crucial to have either high-performance precon-
ditioners or intrinsically well-conditioned integral
formulations. It is in this field, a strategic one
because necessary for solving very large calcu-
lation configurations, that the electromagnetism
and radar department of ONERA has been con-
ducting fundamental research for the past few
years [2].

The main research theme, begun in 1998, is
based on a generalized combined source integral
equation (GCSIE) [4]. The master idea is to find
a way to incorporate information on the solution
that can be extracted beforehand in the integral
formalism using the means offered by asymptotic
theories (physical and/or mathematical). Thus
the GCSIE equation depends on the choice of an
operator whose purpose is to approximate the ad-
mittance of the diffracting body as best as pos-
sible. In the limit case where this approximation
is exact, the integral operator to be inverted be-
comes the identity. We thus try to construct ap-
proximations of the admittance such that the op-
erator underlying the equation appears as a math-
ematically controllable perturbation (e.g. com-
pact) of the identity. When the GCSIE is dis-
cretized, we arrive at a linear system that is by
essence well conditioned. From a theoretical view-
point, this formalism is now well understood [1],
as one of its foremost features is that it has no
resonance frequency. As for experimental results,
we point out for example that the Channel cav-
ity (Fig. 1, right) modeling an aircraft air intake
was processed at 7 GHz (300,000 unknowns) with
the GCSIE in half as much computation time as
is needed in production with a classical equation
(Fig. 2).

A second research theme concerns the con-
struction of non-standard preconditioners. Con-
trary to the preconditioners commonly used in
industry, which are often algebraic and conse-
quently leave out the mathematical properties
of the equation from which the linear system
derives, we construct analytical preconditioners
from the parametrix (pseudo-inverse) of the equa-
tion. The result is new preconditioners, each ded-
icated to a given equation. The preconditioner of
the CFIE, for example, gives encouraging results.
Furthermore, the theoretical consequences of this
work have established an original proof of the
numerical convergence of the CFIE equation [3]
which was still recently an open problem.

Fig. 1. Translucent view of the spherical cavity and
Channel used for the tests.
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Summary. This paper addresses the issue of inter-
polating frequency response data by means of a lin-
ear dynamical system (macromodel). The proposed
algorithm adaptively chooses the measurements to be
used in building the system by minimizing the error
in the singular values. Our method is suited for de-
vices with a large number of ports due to the fact that
data matrices are collapsed into vectors by taking ap-
propriate linear combinations of the rows or columns.

1 Introduction and Motivation

The problem of building a system which approxi-
mates given frequency response measurements of
a device is known as the rational interpolation
problem and has been studied thoroughly (see [1]
for a survey). This is related to the construction
of state-space models of linear dynamical systems
which are consistent with the data. Previous work
includes several optimization methods [2], as well
as the well-known vector fitting method [4].

Current applications in electromagnetic de-
vices require a model of reasonable dimensions
which approximates the response accurately in
the desired frequency range. In this paper we
present a novel approach for generating stable
and passive macromodels of devices with a large
number of ports, for which only a set of frequency-
domain measurements (S-parameters) are avail-
able. Vector fitting and optimization-based meth-
ods are prohibetively expensive for this kind of
devices. The proposed algorithm is based on a
system-theoretic tool developped in [5]. It con-
structs the model by adaptively choosing mea-
surements from the set of available ones to min-
imize the difference between the singular values
of the data matrix and those of the transfer
function of the intermediate model. The perfor-
mance is compared to the popular vector fitting
(VF) method in terms of the computational time
needed to generate a model and the accuracy of
the fit. Our technique proves to be both faster
and more accurate.

2 Describing the Algorithm

The proposed algorithm constructs a macromodel
of order k by building the state-space matrices

E, A ∈ R
k×k, B ∈ R

k×Np , C ∈ R
Np×k, D =

0Np×Np such that the tranfer function H(s) =

C (sE− A)
−1

B + D of the system, when evalu-
ated at the Ns available frequency samples, ap-
proximates the S-parameter matrix measured at
the same frequency ωi: H(jωi) ≈ Si ∈ C

Np×Np

Our approach is based on the theory of tan-
gential interpolation. The key and novel tools
are the Loewner matrix together with the shifted
Loewner matrix associated with the data. For de-
tails and proofs, we refer to [5].

We generate random vectors ri ∈ R
Np×1, set

li = rTi ∈ R
1×Np (where (·)T stands for transpo-

sition) and, for each sample jωi, we collapse the
Np × Np S-parameter matrix to a vector (wi =

Siri and vi = liSi, where (·) stands for complex
conjugation). This idea makes the method suit-
able for devices with a large number of ports.

The right interpolation data is chosen as

Λ = diag [jω1, · · · , jωNs ] ∈ C
Ns×Ns , (1)

R = [r1, · · · , rNs ] ∈ R
Np×Ns , (2)

W = [w1, · · · , wNs ] ∈ C
Np×Ns , (3)

while the left interpolation data is constructed as

M = diag [−jω1, · · · , − jωNs ] ∈ C
Ns×Ns ,(4)

L = [l1, · · · , lNs ]
T ∈ R

Ns×Np , (5)

V = [v1, · · · , vNs ]
∗ ∈ C

Ns×Np . (6)

Afterwards, the Loewner and shifted Loewner
matrices are built as follows for m, n = 1, . . . , Ns

Lmn =
vmrn − lmwn

µm − λn
, (7)

σLmn =
µmvmrn − λnlmwn

µm − λn
(8)

In practice, the number of measurements Ns
is much larger than the order of the minimal re-
alization of the underlying system, so the pen-
cil (σL,L) is singular. In the case of noise-free
measurements, the underlying system is obtained
by projecting out the singular part, to obtain the
regular part of the pencil. In our method, this sin-
gularity is overcome by using only selected mea-
surements chosen adaptively.
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The algorithm starts by selecting Np measure-
ments from the Ns available and constructing a
system of orderNp by building the matrices Λ,M ,
R, L, W, V, L and σL as presented in (1)-(8) and
setting E as −L, A as −σL, B as V, C as W and
D as 0. We assess the error between the current
interpolant and the data by computing, at each
frequency sample, the difference between the Np
singular values of the S-parameter data matrices
and the Np singular values of the transfer func-
tion of the intermediary model evaluated at that
particular frequency. For each singular value, the
next measurement is chosen where the maximum
error occurs. At the next step, a system of order
2 × Np is constructed and the error in the sin-
gular values is computed again. The next set of
Np measurements will be picked according to the
same criterion and the procedure continues until
the desired accuracy or the desired order of the
reduced model has been reached.

3 Numerical Example

The data set was provided by CST Ltd and it
comes from a 14-port device. For each one of the
1001 frequency samples in the range 6MHz to
6GHz, a matrix of dimension 14×14 with complex
entries is given.

There were two error measures employed: the
H∞-norm of the error system defined as

H∞ error = max
i=1...Ns

max
k=1...Np

σ1 (Si − H(jωi))

and the H2-norm of the error system normalized
with respect to the number of samples and the
number of ports of the device as used in [3, 4]

H2 error =
1

2π

√
∆ω

NsN2
p

‖Si − H(jωi)‖2
F

where ∆ω = ωi+1 − ωi, for i = 1, . . . , Ns − 1
(assuming equally spaced frequency samples).

Tables 1 and 2 compare the proposed algo-
rithm with vector fitting. They show that our
method is faster and yields better approximants
for the same order of the desired system.

Table 1. Results obtained with our method

Order Time (s) H∞ error H2 error

14· 3=42 2.04 5.7×10−2 7.81 ×10−5

14· 4=56 3.35 1.17 ×10−2 1.34 ×10−5

14· 5=70 5.39 1.04 ×10−2 8.1 ×10−6

14· 6=84 8.01 1.02 ×10−2 7.81 ×10−6

Table 2. Results obtained with VF

Order Time (s) H∞ error H2 error

14· 3=42 7.23 1.97 ×10−1 1.01 ×10−3

14· 4=56 8.92 7.96 ×10−2 3.23 ×10−4

14· 5=70 11.31 3.65 ×10−2 1.25 ×10−4

14· 6=84 13.51 2.04 ×10−2 4.89 ×10−5

Figures 1(a) and 1(b) present the response of
the order k = 56 interpolating system obtained
with the proposed algorithm and vector fitting,
respectively. They support the errors presented
in the tables.
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Fig. 1. Comparison of our method and vector fitting
against the data; plots have a logarithmic frequency
axis scaled by 109.
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Summary. Properties of electromagnetic surface in-
tegral operators, equations and formulations are in-
vestigated. It is shown that the two fundamental nu-
merical properties, accuracy of the solution and con-
vergence of an iterative solver, seems to be almost
opposite properties. Reasons and remedies for this
problem are discussed.

1 Introduction

The surface integral equation method is an effi-
cient numerical technique for solving time-harmonic
electromagnetic field problems. By using surface
integral representations the original boundary value
problem for Maxwell’s equations can be trans-
formed onto another equivalent problem of solv-
ing equivalent sources from surface integral equa-
tions. The method essentially reduces the dimen-
sionality of the problem by one and can straight-
forwardly deal with unbounded domains.

Because discretization of an integral equation
leads to a dense system matrix, the traditional
surface integral equation methods are limited to
rather small scale problems. Recently so called
fast methods [1] have been developed to signifi-
cantly enlarge the size of the problems that can
be solved with integral equation methods. Many
of the fast integral equation solvers, like the mul-
tilevel fast multipole algorithm (MLFMA), are
based on the iterative solution of the matrix equa-
tion. In practical problems the bottleneck in the
simulations can be the poor convergence of the
iterative solution.

Recently, new surface integral equation formu-
lations giving rise to better conditioned matrix
equations and more efficient iterative solutions
have been developed [2], [3]. However, many of
these new formulations lead to lower solution ac-
curacy. The fundamental problem with the elec-
tromagnetic surface integral equations seems to
be that the solution accuracy and the convergence
of iterative methods are almost opposite proper-
ties [4]. In this paper, reasons and remedies for
the this problem are discussed and the properties
of the surface integral operators, equations and
formulations are studied.

2 Surface Integral Equations

Consider time-harmonic (time-factor e−iωt) elec-
tromagnetic scattering by a bounded and homo-
geneous object D in a homogeneous medium. Let
εo/i, µo/i denote the constant electromagnetic pa-
rameters outside (o) and inside (i) the object.

For a given primary field Ep,Hp the task is
to find the secondary fields Es

o/i,H
s
o/i so that

they satisfy Maxwell’s equations and the radia-
tion conditions at the infinity and the total fields
satisfy boundary conditions on the surface S.

Using the surface integral representations

E =
−1

iωε

(
∇∇ · +k2

)
S(J) −∇× S(M) (1)

H =
−1

iωµ

(
∇∇ · +k2

)
S(M) + ∇× S(J) (2)

the above-mentioned boundary value problem can
be reformulated as surface integral equations. Here
J = n ×H ,M = −n × E and S is the single-
layer operator

S(F )(r) =

∫

S

G(r, r′)F (r′) dS(r′) (3)

with the homogeneous space Green’s function

G(r, r′) =
eik|r−r

′|

4π|r − r′| (4)

and the wavenumber k = ω
√
εµ.

From (1) and (2) two different types of surface
integral equations can be derived:

1. Tangential T-equations are obtained by op-
erating with −n× n× to (1) - (2) on S.

2. Rotated tangential N-equations are obtained
by operating with n× to (1) - (2) on S.

By properly combining these equations, derived
separately for both the primary and secondary
fields, and inside and outside the object, and by
applying the boundary conditions on the surface,
several alternative surface integral formulations
can be obtained.
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3 Properties of Integral Operators

Consider a linear surface integral operator A

A(F )(r) =

∫

S

K(r, r′)F (r′) dS(r′). (5)

Here K is the kernel of A satisfying

|K(r, r′)| ≤ C

|r − r′|2−c (6)

with C > 0. Depending on the value of the coef-
ficient c, K and A have different properties:

1. If c > 0 K is weakly singular and operator A

is a smoothing operator.
2. If c ≤ 0 K is hyper-singular and operator A

is a non-smoothing operator.

For a mathematical point of view the nicest prop-
erties has a Fredholm’s integral equation of the
second kind, i.e., a compact operator plus the
identity operator. Because the derivatives in (1)
and (2) increase the singularity of the kernel,
in electromagnetics the surface integral operators
are compact only in very rare cases.

4 Discretization and Results

In practical implementations the used numeri-
cal methods (discretization) plays also an im-
portant role in determining the properties of the
equations. For example, with Galerkin’s method
and divergence conforming functions the hyper-
singular integral operator ∇∇ ·S can be regular-
ized and reduced onto a operator with a weakly
singular kernel.

Next the properties of the electromagnetic
surface integral equations are studied by consid-
ering planewave scattering from a metallic (per-
fectly conducting, PEC) cube. The problem is for-
mulated using a combined field integral equation
(CFIE) defined as a combination of T electric field
integral equation (T-EFIE) and N magnetic field
integral equation (N-MFIE)

CFIE :=
α

ηo
T-EFIE + (1 − α)N-MFIE. (7)

Here 0 ≤ α ≤ 1 is a coupling coefficient and
ηo =

√
µo/εo. Equation (7) is discretized with

Galerkin’s method using low order divergence
conforming vector functions defined on planar tri-
angles. Figures 1 and 2 show the solution (backscat-
tered radar cross section) and the number of GM-
RES iterations with different discretization den-
sities as functions of α.
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Fig. 1. Backscattered RCS for a λ×λ×λ PEC cube.
m is the number of subdivisions on the edges.
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Fig. 2. Number of GMRES iterations for a λ×λ×λ
PEC cube with stopping criterion 10−6.

The results show that the solution accuracy
and convergence of the iterative solver behave al-
most opposite as functions of α and mesh den-
sity. CFIE (7) with α = 0 is an integral equa-
tion of the second kind containing an operator
with a hyper-singular kernel and the identity op-
erator, whereas with α = 1, the equation is of
the first kind containing the single-layer opera-
tor, i.e., a smoothing operator, only. Hence, the
existence of a smoothing/non-smoothing opera-
tor improves/decreases the solution accuracy, but
decreases/improves the iteration convergence.
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Summary. Exact closures are obtained of the 8-
moment and the 9-moment models for silicon semi-
conductors based on the maximum entropy principle.
The validity of these models is assessed by numerical
simulations of some test problems.

1 Introduction and mathematical
model

Modern electronic devices require increasingly ac-
curate models of charge transport in semiconduc-
tors in order to describe high-field phenomena
such as hot electron propagation, impact ioniza-
tion and heat generation.

Moreover, in many applications in optoelec-
tronics, it is necessary to describe the transient in-
teraction of electromagnetic radiation with carri-
ers in complex semiconductor materials. In those
cases the characteristic times are of the order of
the electron momentum or the energy flux relax-
ation times. These are some of the main reasons
of the necessity of developing models which incor-
porate a number of moments of the distribution
function higher than those in the drift-diffusion
and the energy transport models.

These extended models, generally called hy-
drodynamical models, are usually derived from
the infinite hierarchy of the moment equations
of the Boltzmann transport equation by suitable
truncation procedures. One of the most success-
ful among these procedures is that based on the
Maximum Entropy Principle (MEP), see [1] for a
complete review both for Si and GaAs semicon-
ductors.

The models comprise the balance equations of
electron density, energy density, average velocity,
energy flux and possibly also of higher scalar and
vector moments which do not have an immedi-
ate physical interpretation. These equations are
coupled to the Poisson equation for the electric
potential. Apart from the Poisson equation, the
system is hyperbolic in the physically relevant re-
gion of the field variables.

The MEP approach leads to a constrained op-
timization problem which is handled by resort-

ing to the Lagrangian multipliers method. Re-
cently [2], this problem has been solved numeri-
cally without resorting to asymptotic procedures.
In this way the model is expressed in terms of the
Lagrangian multipliers and the constitutive rela-
tions are given by integral expressions that do not
allow an efficient numerical tabulation but require
the use of suitable quadrature formulas in the half
space.

In [2], we assessed the validity of the 8-moment
model and we showed that the full nonlinear MEP
model (hereafter NLMEP) is more accurate than
the semi-linear MEP one (hereafter SLMEP).
However, we found that for devices with a chan-
nel length smaller than 0.3 microns in some re-
gions of the devices there is a loss of integrability
of the fully nonlinear MEP distribution function,
see Figure 1. This probably happens because the
moments cross the boundary of the region of re-
alizability as already known in classical gas dy-
namics. In this paper we tackle the problem to
determine how the region of realizability changes
by adding a further scalar moment. The model
is given by the following system of balance equa-
tions

∂n

∂t
+
∂(nV i)

∂xi
= 0, (1)

∂(nV i)

∂t
+
∂(nU ij)

∂xj
+ neEj H

ij = nCV i , (2)

∂(nW )

∂t
+
∂(nSi)

∂xi
+ neViE

i = nCW , (3)

∂(nSi)

∂t
+
∂(nF ij)

∂xj
+ neEjG

ij = nCSi . (4)

∂(nW2)

∂t
+
∂(nSi2)

∂xi
+ 2neEi S

i = nCW2 , (5)

where e is the absolute value of the electron
charge and E the electric field. The macroscopic
quantities, which are involved in the balance equa-
tions, are related to the electron distribution func-
tion f(x,k, t) by the definitions

n =

∫

R3

fdk, electron density,

V i =
1

n

∫

R3

fvidk, average electron velocity,
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W =
1

n

∫

R3

E(k)fdk, average electron energy,

W2 =
1

n

∫

R3

E2(k)fdk, average electron

energy square,

Si =
1

n

∫

R3

fviE(k)dk, energy flux,

Si2 =
1

n

∫

R3

fviE2(k)dk, flux of the electron

energy square,

U ij =
1

n

∫

R3

fvivjdk, velocity flux,

Hij =
1

n

∫

R3

1

~
f
∂

∂kj
(vi)dk,

F ij =
1

n

∫

R3

fvivjE(k)dk, flux of the energy

flux,

Gij =
1

n

∫

R3

1

~
f
∂

∂kj
(Evi)dk,

CV i =
1

n

∫

R3

C[f ]vidk, velocity production,

CW =
1

n

∫

R3

C[f ]E(k)dk, energy production,

CSi =
1

n

∫

R3

C[f ]viE(k)dk, energy flux

production,

CW2 =
1

n

∫

R3

C[f ]E2(k)dk, electron energy

square production.

The numerical simulations will give information
about the integrability region. In particular if it
is larger than that found in the 8-moment case
or vice versa. ¿From a theoretical point of view
the question is rather involved. Indeed the addi-
tional Lagrangian multipliers, associated to new
moments corresponding to weight functions rep-
resented by powers of energy with an exponent
greater than one, are zero at equilibrium. There-
fore the equilibrium states are located at the
boundary of the realizability region. This implies
that small perturbations can have both positive
and negative sign causing a loose of integrabil-
ity, limiting the validity of the nonlinear models.
Preliminary numerical experiments confirm such
a conjecture (see Figure 2).
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Fig. 1. Devices with channel length 0.3µm and
0.2µm respectively in the 8-moment case: integrabil-
ity is guaranteed if the plotted function is greater than
zero (see [2])
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Fig. 2. Integrability in the devices with chan-
nel length 0.3µm and 0.2µm respectively in the 9-
moment case
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Summary. In this paper, we address the problem of
coupling a system of network equations correspond-
ing to an electric circuit and the partial differential
equations modelling a separate device.

1 Model of Electric Circuit

We consider an electric circuit, which, by adopt-
ing the formalism of Modified Nodal Analysis [1]
can be described by a system of differential alge-
braic equations (DAEs) in the form

0 = AC
d
dtqC(A⊤

Cu(t), t) + ARr(A⊤
Ru(t), t)

+ ALL(t) + AV V (t) + AIı(t) + Aλλ(t),

0 = d
dtφL(L(t), t) − A⊤

Lu(t),

0 = A⊤
V u(t) − v(t).

(1)
The unknown functions are the state variables y :=
(u, L, V )⊤, where u comprises the node volt-
ages, L the currents through inductances, and
V the currents through voltage sources. The cur-
rents λ represent coupling variables, since they
leave external devices and enter the electric net-
work (or vice versa).

2 Refined Model for Devices

Complex elements like semiconductors in an elec-
tric circuit may require sophisticated modelling,
see [2] for a review. We apply a 1-dimensional hy-
drodynamical model for semiconductor devices.
For simplicity, we restrict to the case of purely
negative doped regions in the semiconductor. Com-
pactly the system of equations can be written in
the form

∂U

∂t
+
∂F (U)

∂x
= B(U , E), (2)

where

U =




n
nV
nW
nS


 , F (U) =




nV
n( 1

m∗G1 − 2αG2)
nS
nG2


 ,

B(U , E)

=




0
d11(W )nV + d12(W )nS + q

(
2αG3 − 1

m∗

)
nE

−nW−W 0

τ(W ) − qnV E

d21(W )nV + d22(W )nS − qnG3E


 .

The respective variables and constants of the hy-
drodynamical model are given in Table 1.

The system (2) is coupled with the Poisson
equation for the electric potential

−ǫ∂
2ψ

∂x2
= q(N+(x) − n), E = −∂ψ

∂x
. (3)

Table 1. Variables related to PDE system.

n number density
V average velocity
W average energy
S energy flux

Gij
l fluxes

dij velocity and energy flux production coefficients
W 0 equilibrium energy
τ energy relaxation time
ψ electric potential
E electric field
ǫ dielectric constant
q unit charge
N+ donor concentration
α non-parabolicity factor
m∗ effective electron mass

The following initial values are considered

n(x, 0) = N+(x), W (x, 0) = W 0,

V (x, 0) = S(x, 0) = 0. (4)

The corresponding boundary conditions read
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n(0, t) = N+(0), n(L̂, t) = N+(L̂),

W (0, t) = W (L̂, t) = W 0,

∂V

∂x
(0, t) =

∂V

∂x
(L̂, t) =

∂S

∂x
(0, t) =

∂S

∂x
(L̂, t) = 0

with device length L̂. The boundary conditions
for the Poisson equation are determined by cou-
pling the device to the system of DAEs, which
models the connected electric circuit.

3 Coupling Conditions

We consider a device with just two connections to
the surrounding circuit. Figure 1 illustrates the
topological relations. The incidence matrix Aλ

specifies the position of the device within the elec-
tric network. In case of a single device, it holds

Aλλ = Aλ

(
λl
λr

)
≡ ADI, (5)

with I := λl = −λr, and AD := Aλ

(
1
−1

)
. In

the case of just one device coupled to the elec-
tric circuit, the matrix AD reduces to a column
vector.

The difference of the two boundary potentials,
is given by

ψ(0, t) − ψ(L̂, t) =

(
1
−1

)⊤
A⊤
λu(t) = A⊤

Du(t).

(6)
We consider a diode of type n+/n/n+ in the

following and apply the corresponding hyperbolic
model (2) in one space dimension. Then we can
derive the expression

I(t) =
ǫA

L̂
A⊤
D

d

dt
u(t) + J(t), (7)

where J(t) := − qA

L̂

∫ L̂

0

n(x, t)V (x, t) dx.

ul

λ l λ r

ur

Fig. 1. Coupling of circuit and device by node volt-
ages ul, ur and branch currents λl, λr (l: left, r: right).

4 Numerical results

The coupled system of PDAE’s is numerically
solved in the case of a n+ − n − n+ diode cou-
pled with a inductor, a capacitor and a resistor.

The results for the device voltage and current are
represented in the following Figures
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Summary. A coupled circuit-device simulation leads
to equation systems involving non-dynamic equations
resulting from Kirchhoff’s laws. Consequently, initial
values can not be chosen arbitrarily – they have to be
consistent. Here, we present an opportunity to calcu-
late consistent initial values for the numerical integra-
tion based on a method of lines approach discretizing
the circuit-device system in space first.

1 Model Equations for a Coupled
Circuit-Device Simulation

Nowadays circuits are present in all parts of our
live. ¿From the practical point of view, the in-
terest in circuit modeling is to replace as much
laboratory testing as possible by numerical simu-
lation in order to minimise costs.

1.1 The Circuit Equations

We focus here onto the modifified nodal analy-
sis (MNA) for modeling the network equations
since it is used in most commercial circuit simula-
tors. Furthermore, we restrict ourselves to circuits
containing resistors, capacitors, inductors, inde-
pendent voltage sources and independent current
sources as well as semiconductors modeled by the
device equations described in Section 1.2. This
leads to a differential-algebraic equation (DAE)
which is an equation of the form (see e.g. [2])

AC
d

dt
qC(A⊤

Ce) +ARg(A
⊤
Re) +ALjL

+AV jV +ASjS +AIis(t) = 0 (1)

d

dt
Φ(jL) −A⊤

Le = 0 (2)

A⊤
V e− vs(t) = 0 (3)

Here, the unknowns are the node potentials e,
the currents jL through inductors, the currents
jV through voltage sources and the currents jS
through semiconductors.

1.2 The Device Equations

Companion models for semiconductor devices con-
taind hundreds of parameters today and it is a

costly task to tune all parameters. On the other
hand the companion models reflect the physical
behavior only up to a certain level. The idea we
want to follow here is to avoid companion mod-
els and model the semiconductors directly by a
system of partial-differential equations (PDE). A
standard approach here is to use the drift diffu-
sion model

−∇(εS∇ψ) = q(p− n+ C) onΩS(4)

−∇(εO∇ψ) = 0 on ΩO (5)

-∂tn+
1

q
∇Jn(n,p,ψ) = R(n,p) on ΩS (6)

∂tp+
1

q
∇Jp(n,p,ψ) = −R(n,p) on ΩS (7)

with

Jn(n,p,ψ) = qµn(UT∇n− n∇ψ)

Jp(n,p,ψ) = −qµn(UT∇p− p∇ψ)

Here, the unknowns are the electrostatic potential
ψ, the electron concentration n and the hole con-
centration p. The field ΩO describes the oxid area
of the semiconductor. Correspondingly, the area
of semiconducting material is denoted by ΩS .

The drift diffusion equations can be coupled
with the MNA equations and we receive a so-
called partial differential algebraic equation sys-
tem (PDAE). The coupling conditions are given
by the applied node potentials and the current
through the semiconductor:

-jSk
=

∫

Γk

(Jn + Jp − εS∂t∇ψ)νdx, Γk ⊆ ΓDS(8)

-jSk
=

∫

Γk

(−εS∂t∇ψ)νdx, Γk ⊆ ΓDO (9)

whereas ΓDO consists of all contact boundaries of
the oxyd and ΓDS involves all contact boundaries
of the semiconductor area (cf. [1]).

1.3 Space Discretized Circuit-Device
System

After space discretisation of the drift diffusion
equations (4)-(7) and the semiconductor current
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equations (8)-(9) using a finite element method,
the coupled system becomes a DAE of the form

0 = MAN,ANA
⊤
S e+ qS

+HANXAN,DN(ψDN +H⊤
DNA

⊤
S e)

+HANXAN,FNX−1
FN,FN [qCφ −XFN,DNψDN ]

+ qHANXAN,FNX−1
FN,FN

· [ZFN,FNS(PFNS −NFNS)

+ ZFN,DNS(pDNS − nDNS )] (10)

0 = jS +HAN [Jnφ + Jpφ] +
d

dt
qS (11)

0 = XFN,FNΨFN − qCφ

+ qZFN,FNS(NFNS − PFNS)

+ XFN,DN(ψDN +H⊤
DNA

⊤
S e)

+ qZFN,DNS(nDNS − pDNS) (12)

0 =
d

dt
YFNS ,FNSNFNS +

1

q
Jnθ +Rθ (13)

0 =
d

dt
YFNS ,FNSPFNS − 1

q
Jnθ +Rθ (14)

with Ψ , N and P are vectors representing the
coefficents in the linear combinations of the FEM
basis functions for ψ, n and p, respectively. Fur-
themore, we used the indexes AN , FN , DN ,
ANS , FNS , DNS to indicate that the corre-
sponding matrices vectors have to be evaluated
at all nodes, all free nodes, all Dirichlet boundary
nodes, the nodes in the semiconducting area, the
free nodes in the semiconducting area, and the
Dirichlet boundary nodes in the semiconducting
area, respectively.

For the coupled circuit-device simulation we
have to solve the DAE system resulting from (1)-
(3) and (10)-(14) (cf. [4] for one-dimensional semi-
conductor models).

2 Consistent Initial Values

Some components of the solution are determined
by constraints. For initial value problems, these
constraints restrict the choice of initial values,
since there is not a solution through every given
initial value.

One of the difficult parts in solving DAEs nu-
merically is to determine a consistent set of ini-
tial conditions in order to start the integration.
A set of initial conditions are called consistent if
there exists a solution of the DAE passig through
the conditions. The problem of computing initial
values can formulate as follow: Given some user
defined initial values for the DAE not necessarily
consistent. Modify them in such a way that there
exists a solution passing through them.

To calculate consistent initial values for the
DAE system (1)-(3) and (10)-(14) we exploit its

special structure and obtain the following result
which is an extension of the results in [3] to the
2D and 3D case.

Theorem 1. Let all capacitances, inductances and
resistances in the network are passive. Then, the
DAE system (1)-(3) and (10)-(14) has index 1
if and only if the circuit does not involve cutsets
of current sources and inductances and loops of
voltages sources, capacitances and semiconductor
branches.
For a consistent initialization of this DAE sys-
tem, initial values for the current through induc-
tors jL, the capacitive branch voltages A⊤

Ce, the
semiconductor charges qS, the concentration of
electrons N and the concentration of holes P can
be freely chosen. Every solution of the system

Q⊤
CARg(A

⊤
Re) +Q⊤

CALjL +Q⊤
CAV jV

+Q⊤
CASjS +Q⊤

CAI is(t) = 0,

(3), (10) and (12) with jL = jL0, A
⊤
Ce = A⊤

Ce0,
qS = qS0, N = N0 and P = P0 provides a con-
sistent initial value for the coupled system (1)-(3)
and (10)-(14).

For index-2-DAEs or higher, so-called hidden
constraints appear. Hence consistent values have
to be chosen in such a way that not only the
explicit equations of the DAE but additionally
these hidden constraints have to be fulfilled as
well. Thus a proper characterization of the hid-
den constraints becomes necessary. The study of
the index 2 case is subjected to ongoing research.
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1 Norwegian University of Science and Technology, Department of Mathematical Sciences, N-7491
Trondheim, Norway markus.brunk@math.ntnu.no

2 Vienna University of Technology, Institute for Analysis and Scientific Computing, Wiedner Hauptstr. 8-10,
1040 Wien, Austria juengel@anum.tuwien.ac.at

Summary. A coupled model of thermal network and
semiconductor model equations is proposed. The de-
vice is modeled by the energy-transport equations and
an heat flow equation for the temperature of the crys-
tal lattice. An energy conserving source term for the
heat-flow equation is presented. The thermal network
is described by a system of simplified heat flow equa-
tions. Device and network are thermally coupled via
the lattice temperature and hot charge carrier effects.
Numerical results for a pn diode and a frequency mul-
tiplier are presented.

1 Introduction

In application, thermal modeling of electric cir-
cuits has been taken into account by accompany-
ing thermal networks consisting of one-dimensio-
nal and lumped heat flow equations. Parasitic ef-
fects and high frequencies in the circuits, however,
require a more detailed consideration of thermal
effects in semiconductor devices.

We apply the energy-transport equations as
(electric) semiconductor model to allow for local
thermal effects in terms of the charge carrier tem-
perature Tn. The (scaled) energy-transport equa-
tions consist of conservation laws for the electron
density n and electron energy density w,

nt − div Jn = −R(n, p),

wt−div Jw = −Jn ·∇V +Wn(n, Tn)−
3

2
TnR(n, p),

with constitutive relations for the particle current
density Jn and the energy current density Jwn :

Jn = µn

(
∇n− n

Tn
∇V

)
,

Jwn =
3

2
µn
(
∇(nTn) − n∇V

)
,

where R(n, p) denotes the generation-recombina-
tion term, p is the hole density, which is computed
from analogue equations, Wn(n, Tn) is the relaxa-
tion-time term, and µn the (scaled) electron mo-
bility. The equations are coupled to the Poisson
equation for the electric potential V :

λ2∆V = n− p− C(x),

where λ is the scaled Debye length and C(x) the
doping concentration. The lattice temperature TL
is modeled by the (scaled) heat flow equation

ρLcL∂tTL − div(κL∇TL) = H,

with material density ρL, heat capacity cL, heat
conduction κL and an appropriate heat sourceH .

2 Heat source and thermal coupling

We present a heat source term that ensures energy-
conservation for the coupled system of energy-
transport and heat flow equation:

H = −Wn −Wp +R(Eg − TLE
′
g +

3

2
(Tn + Tp))

+α(Jn · ∇[Ec − TLE
′
c] + Jp · ∇[Ev − TLE

′
v]),

with scaling constant α, the band edges Ec and
Ev, and the energy gap Eg. Tp denotes the hole
temperature, Wp the corresponding relaxation-
time term for the holes and Jp denotes the hole
current density. In order to take into account the
thermal radiation to environment, for simulations
the term SL(TL − Tenv) with the environmental
temperature Tenv and the transmission function
SL = SL(x) has to be added to the source term.

Coupling of the device and thermal network
equations is taken into account in terms of bound-
ary conditions for TL and the semiconductor heat
flux, that enters the surrounding thermal net-
work. A quasi stationary approach leads to the
(scaled) semiconductor heat flux

JSth = β(−κL∇TL − [EcJn +EvJp]− Jwn + Jwp),

where Jwp denotes the energy flux density of the
holes. β denotes a scaling constant, see [3]. Ther-
mal interaction in terms of the lattice tempera-
ture as well as hot carrier effects is considered.

The device model is described by partial dif-
ferential equations. The thermal network equa-
tions result in partial differential (algebraic) equa-
tions - depending on the topology of the network.
For thermal-electric simulation of circuits these
equations are coupled with the differential alge-
braic equations resulting from MNA, thus that
a coupled system of nonlinear partial differential-
algebraic equations has to be solved, see [1, 3].
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3 Numerical results

As numerical examples we consider a 100 nm pn
diode with a maximum doping of 5 · 1023 m−3.
For simplicity we model the positive (minority)
charge carriers by the simpler drift-diffusion model.
Moreover, assuming it to be a non-degenerate ho-
mostructure device and neglecting the direct de-
pendency of the energy gap on TL a simplified
heat source term is used. For the contribution of
the drift-diffusion model to the heat source we
use the widespread term −JpV . For radiation we
assume a value of SL = 4 · 1015 W/(m3K).

Fig. 1. Lattice temperature in a 0.1µm pn diode
biased with 1.5 V.

Firstly, we bias the device with a bias of 1.5 V
starting in thermal equilibrium. In Figure 1 the
lattice temperature is depicted and we see that in
converges to the stationary state where the lattice
heats up by 25 K.
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Fig. 2. Current-voltage curve of a 0.1µm pn diode
for different models.

In Figure 2 we see the stationary computed
IV-characteristic of the considered device. We
compare the drift-diffusion model with the energy-
transport model with and without lattice heat-
ing. Obviously, the thermal effects influence the
electric behavior of the considered device. Finally

Vin

Ṽout
R1 R2

C2L2
C1

L1

Fig. 3. Frequency multiplier.

we simulate the frequency multiplier depicted in
Figure 3 containing the considered device, where
the parameters are chosen such that the reso-
nance frequency is given at 3.2 GHz. The cir-
cuit is biased with a sinusoidal signal of v(t) =
3 · sin(3.2 ·2π ·109Hzt)V. The lattice temperature
in the device is depicted in Figure 4 and a strong
device heating can be observed.

Fig. 4. Lattice temperature in a 0.1µm pn diode in
the frequency multiplier.
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Summary. The paper deals with the identification
of surrogate models of RF low noise amplifiers. The
behavior of such circuit blocks can be evaluated via
accurate transistor-level simulations. Since a transis-
tor level simulation is quite a time-consuming process,
the possibility of extensive trade-off investigations is
often limited during the design process.
Surrogate modeling involves the construction of a
global model based onto a certain number of transis-
tor level simulations. It provides a good-enough ap-
proximate description of the circuit block over the
design space, but being much faster to evaluate than
an additional transistor level simulation.

1 Introduction

Accurate surrogate models for single RF and
microwave devices have been already developed
(e.g. using ANNs [1]). In this work, we do not
model a single device like a MOSFET, but a com-
plete (though simple) RF circuit block: a Low
Noise Amplifier (LNA). Future work will include
the analysis of other circuit blocks (e.g. mixers,
VCOs, ...).
An LNA (see fig. 1) is the typical first stage
of a receiver, having the main function of pro-
viding the gain needed to suppress the noise of
subsequent stages, such as a mixer. In addition
it has to give negligible distortion to the sig-
nal while adding as little noise as possible [2].
The behavior of an LNA can be fully described
by means of the admittance and noise functions,
which are evaluated via accurate transistor-level
simulations. Such functions can be easily used to
determine the performance figures (gain, input
impedance, noise figure and power consumption)
used by designers [3]. Each simulation typically
requires one-two minutes, which is a too long time
to allow a designer to explore how performance
figures of LNA scale with key circuit-design pa-
rameters, such as the dimensions of transistors,
passive components, signal properties and bias

conditions. Therefore, the transistor level model
can be usefully replaced with an accurate surro-
gate model (based on transistor level simulations)
which is much cheaper to evaluate.
Our previous investigations [4], [5] exploited a
first order analytical model, which enabled to run
a lot of different experiments with several differ-
ent model types, being much cheaper to evalu-
ate than a transistor level model. Such experi-
ments have shown that rational functions, ANNs
and Kriging models are the most promising model
types for the admittance and noise functions of an
LNA.
The goal of this work is the validation of the re-
sults obtained with the simple analytical model,
when a more accurate transistor-level model is
used. In particular, we aim to study the accuracy
of surrogate models as a function of the number
of design variables (inputs) and number of data
samples in the design space.

Fig. 1. A narrowband Low Noise Amplifier.

2 Experimental Setup

The surrogate modeling approach developed in
this paper, is based on the SUrrogate MOdeling
(SUMO) Matlab Toolbox [4]. It is linked with the
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Cadence SPECTRE simulator, which runs the
transistor level simulations, so providing the sam-
ples of the LNA decribing functions.
Models types considered in this work are Artifi-
cial Neural Networks (ANNs) and Rational Func-
tions (RFs). The ANNs implementation included
in the SUMO Toolbox is built on the Matlab
Neural Network Toolbox. The network is trained
with Bayesian regularization and its topology is
determined by a Genetic Algorithm (GA). RFs
have two different implementations to optimize
the complexity, one based on a custom stochastic
hill climber and another one based on a GA.
The modeling loop starts with an initial Latin hy-
percube design. Then, the adaptive sampling loop
starts. In order to improve the accuracy, new sam-
ples are selected using one of the adaptive sam-
pling algorithm available in the SUMO toolbox.
Experience has showed that gradient sample se-
lector [6] usually gives the best results. It per-
forms a trade off between a density based sample
selection and error-based sample selection: both
the undersampled and non-linear regions are au-
tomatically identified and sampled more densely.
In order to judge the quality of the models, k-fold
crossvalidation is applied. The termination crite-
ria can be chosen as follows: the modeling stops
either when a predefined maximum number sam-
ples is reached or when the root relative square
error is below a predefined threshold.

3 Results

The authors performed a preliminary analysis of
the achievable accuracy as function of the number
of samples and the number of design parameters,
based on a first order analytical model of the LNA
(fig. 2) [7].

Fig. 2. Root relative square error as function of the
number of samples and number of design parameters.
Surrogate models were built from an approximate,
analytical description of LNA.

Results shown in fig. 2 will be validated re-
placing the approximate analytical model with

the one provided by transistor level simulator.
Figure 3 shows a preliminary result based on tran-
sistor level simulations: the model of the output
noise figure, built with ANNs and 113 samples. A
very good agreement between the model and the
samples (crosses) is achieved.

Fig. 3. Surrogate model of output noise figure as
function of device width W and inductance Ls built
using SUMO Toolbox and SPECTRE simulations.
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Summary. The burden of solving inner equations in
compact semiconductor models is often shifted to the
host circuit simulator. Schur complement techniques
may help to reduce the size of both the model stamp
and memory needs, and – at least for large circuits –
overall CPU time. Some practical aspects of applying
these concepts in compact modeling are discussed.

1 Introduction

State-of-the art models of semiconductor devices
in circuit simulation exhibit an increasing num-
ber of implicit model internal equations, either
by introducing intrinsic circuit nodes, or by us-
ing auxiliary (nonlinear and/or differential) equa-
tions for more accurate description of device be-
havior. These equations are often exported to the
host simulator. This is easy to implement, in gen-
eral, but also may give rise to a huge model stamp
and suffers from the overlinear complexity of the
sparse solver in memory and CPU time, unless
sophisticated ordering strategies or hierarchical
solver concepts are employed. Furthermore, ro-
bustness and efficiency (parallel processing!) are
to a large extent simulator dependent.

Our objective is to implement compact mod-
els with local solver concepts, such that the device
internal equations are as far as possible hidden
from the host simulator. The benefits are obvious:
Small model stamps, reduced simulator depen-
dence, and possibly higher efficiency due to higher
degree of locality and parallelism. Of course, there
are also risks: Higher expense per model evalua-
tion, convergence problems, and much higher ef-
forts for model development. The first risk should
be overcompensated by better overall efficiency,
at least for large circuits. Due to the second risk
we pursue only hierarchical versions of a single
level Newton method, with a special focus to
make sure that convergence is (almost) the same
as if the equations were exported to the host simu-
lator. And finally, the third risk can be reduced by
the concept to perform the local handling in some
kind of intermediate layer between the model it-
self and the host simulator. The second and the
third item distinguish this approach from previ-
ous attempts to apply local solver concepts for
model evaluation [2].

The techniques employed here are not new at
all, cf. [1,3]. However, to our knowledge they have
not yet been used directly in compact model de-
velopment. This contribution makes a first step
into this direction. First, Schur complement tech-
niques are shortly reviewed. Then some special as-
pects of their usage in SPICE like simulators will
be discussed. A simple MOSFET model serves as
an example. Finally, the current state and future
work will be described.

2 Review of Schur Complement
Techniques

We formulate the problem for the DC and (after
time discretization) transient analysis: Solve the
nonlinear coupled system

f i(xi,xm) = 0 (1)

fm(xi,xm) = 0 (2)

where index i denotes the model internal equa-
tions and variables, and m denotes the outer
equations from Modified Nodal Analysis and net-
work variables. (For the ease of notation a circuit
with one single device is considered.) Application
of a single level Newton method yields the linear
system for the Newton corrections △xi, △xm:

(
∂f i

∂xi

∂f i

∂xm
∂fm

∂xi

∂fm

∂xm

)(
△xi
△xm

)
= −

(
f i
fm

)
(3)

From the upper equation we get

△xi = −
(
∂f i
∂xi

)−1(
f i +

∂f i
∂xm

△xm

)
(4)

and plug into the lower equation yields:
[
∂fm
∂xm

− ∂fm
∂xi

(
∂f i
∂xi

)−1
∂f i
∂xm

]
△xm (5)

= −
[
fm − ∂fm

∂xi

(
∂f i
∂xi

)−1

f i

]

Equation (5) is the Schur equation which the host
simulator has to solve. Once the latter has com-
puted a solution △xm, the Newton correction for
the inner system can be calculated from (4).
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3 Aspects of Implementation in
Compact Modeling

Before applying Schur’s techniques in compact
modeling, we have to take some specialities of
many SPICE like simulators into account:

• The linear system is established directly for
△xnew = x + △x rather than for △x.

• Model evaluation is usually based on branch
voltages u rather than node voltages:
f = f(u(x))

• Often a branch oriented limiting u
limiter→ ũ is

used, with f(u) ≈ f(ũ) + ∂f
∂u

∣∣
u=ũ

(u− ũ)

To this end a set of branch voltages

ui = ui(xi,xm) um = um(xi,xm) (6)

is introduced, such that

f i = f i(ui) fm = fm(um) (7)

Noting that the branch voltages are a linear com-
bination of the node voltages with constant coeffi-
cients, we get after some algebraic manipulations:

∂f i
∂xi

xnew
i = −

(
f i(ũi) −

∂f i
∂ui

ũi

)

︸ ︷︷ ︸
f
eq
i

− ∂f i
∂xm

xnew
m (8)



∂fm
∂xm

− ∂fm
∂xi

(
∂f i
∂xi

)−1
∂f i
∂xm︸ ︷︷ ︸

P


xnew

m (9)

= −
(
fm(ũm) − ∂fm

∂um
ũm

)

︸ ︷︷ ︸
f
eq
m

+
∂fm
∂xi

(
∂f i
∂xi

)−1

f eq
i

P is in case of convergence of the inner equa-
tions just ∂xi

∂xm
. For the implementation we resolve

(8) for xnew
i , and introduce another intermedi-

ate quantity xeq
i

def
= −

(
∂f i

∂xi

)−1

f eq
i to get finally:

xnew
i = xeq

i + Pxnew
m (10)

(
∂fm
∂xm

+
∂fm
∂xi

P

)
xnew
m = −f eq

m − ∂fm
∂xi

xeq
i (11)

xeq
i and P are stored over the Newton iterations

such that xnew
i can be updated using (10). The

next steps are as usual: Calculation of ui, um,
branch limiting, and model evaluation. Finally,
the model stamp is computed from (11).

4 Example: A Simple MOS Model

When we consider the stamp for the simple MOS-
FET model of Fig. 1 then

xi = (vdi vsi )T xm = (vd vg vs vb )T

fi =

(
1/RD(vdi − vd) + Ids + q̇di

1/RS(vsi − vs) − Ids + q̇si

)
(12)

fm =




1/RD(vd − vdi) + q̇fd
q̇g − q̇fd − q̇fs

1/RS(vs − vsi) + q̇fs
q̇b


 (13)

where Ids = Ids(vdi − vsi, vg − vsi, vb − vsi),

Ids

b

RS RDq
si

q
b

q
di

  si   di

CfdCfs

g

s d

g
q

Fig. 1. MOSFET model with two internal nodes and
outer fringing capacitances

qk = qk(vdi−vsi, vg−vsi, vb−vsi) k = {di, g, si, b},
qfd = Cfd · (vd − vg), and qfs = Cfs · (vs − vg). The
calculus described above can now be applied after
time discretization without any difficulties.

5 Current State and Future Work

The implementation of the high voltage MOS
model HiSIM-LDMOS [4] with local handling of
the inner equations is almost completed. If all par-
asitic effects (selfheating, nonquasistatic behav-
ior, gate and bulk resistance network) are acti-
vated then the model has up to 10 internal equa-
tions; however, not all of them are supported yet.
From a comparison with the same model export-
ing all equations to the host simulator, we expect
to get information on how to setup the architec-
ture of future compact models.
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Summary. A new approach for transient analysis
of nonlinear circuits is presented. The circuit equa-
tions are formulated as functions of waves in fictitious
transmission lines. The waves are calculated following
a procedure that resembles the actual signal propaga-
tion in a circuit and is fully parallelizable. A strongly
nonlinear circuit is used as a case study.

1 Introduction

Circuit-level simulation of complex systems is a
challenging task in terms of memory and CPU
time. It is thus of great interest to find more effi-
cient methods for circuit-level simulation. At the
core of nonlinear circuit analysis is the solution of
a system of nonlinear algebraic equations. Solving
this system of equations using Newton method
requires the decomposition of a large (normally
sparse) matrix for each iteration. This matrix is
particularly large in the case of harmonic balance
(HB) or techniques based on multiple time dimen-
sions [1].

This paper presents a transient analysis ap-
proach that requires only one matrix decomposi-
tion for a given time step size. This approach was
inspired in the multiple reflections technique [2]
and wave digital simulation of circuits [3,4]. Wave
digital filters [5] were developed to replace analog
filters with a digital structure. Several methods
have been proposed for transient simulation using
waves but they have limitations handling nonlin-
earities or do not scale well with the size of the
circuit. Felderhoff [3] proposed a convergent re-
laxation method that can treat several nonlinear
devices and is easily parallelizable. The method
proposed in this paper is also parallelizable and
can handle arbitrary static and dynamic nonlin-
earities.

2 Formulation

Assume that the total number of ports of all de-
vices in a given circuit is equal to n. For each
port, we associate a reference impedance Zj. The
voltage and current at Port j can be expressed as

vj = v+
j + v−j (1)

ij =
v+
j − v−j
Zj

, (2)

where v+
j and v−j are the incident and reflected

waves at Port j as seen from the devices as shown
in Fig. 1. The circuit topology defines the rela-
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Z1v1
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Fig. 1. Circuit partition

tionship between the vector of incident and re-
flected waves, v+ and v−, respectively. Let Q and
B be the full cut-set and loop-set matrices for a
given tree in the circuit. The vectors of all port
currents (i) and port voltages (v) satisfy

Qi = 0 (3)

Bv = 0 . (4)

Combining (1) and (2) with (3) and (4) the fol-
lowing equation is obtained:

[
QG
−B

]
v+ =

[
QG
B

]
v− ,

where G is a diagonal matrix that has the recip-
rocal of the reference impedaces (Zj) in its diag-
onal. Matrices Q, G and B are sparse and thus
v+ can efficiently be obtained for large circuits.

The reference impedance at sources and linear
devices can be chosen such that there are no re-
flections from the device back to the network [4].
Nonlinear devices will cause reflections. In this
paper it is proposed to calculate these reflections
using Newton’s method. For example, suppose
the current in a nonlinear device is given by

ij = f(vj) ,
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with f() a nonlinear function. An error function
is defined as follows:

F (v+
j ) = Zjf(v+

j + v−j ) − v+
j + v−j = 0 .

This can easily be generalized for multi-port non-
linear devices, both static and dynamic. More-
over, the same idea can be applied to a complete
subcircuit.

Using this formulation, only one large matrix
decomposition is necessary for the complete sim-
ulation. This decomposition could eventually be
eliminated if an automatic way to decompose the
topology in adaptors is developed. The compu-
tation performed at each iteration is completely
parallelizable: propagation of waves through the
topology is essentially a matrix-vector product
and the Newton method for each device is inde-
pendent of the rest of the circuit. This iterative
process resembles the actual propagation of sig-
nals in a physical circuit.

3 Case Study

The circuit shown in Fig. 2 was simulated to test
the approach proposed in this paper. The cir-
cuit parameters are: C = 4 µF, RS = 50 Ω,
RL = 5 kΩ. The source is sinusoidal with a peak
of 3 V and a frequency of 500 Hz. The diode pa-
rameters are IS = 1 fA, N = 1, Cj = 100 nF,
Mj = 0.5, Vj = 1 V and FC = 0.5. The refer-
ence impedances were chosen to avoid reflections
where possible and a value of 50 Ω was used for
the diode ports. A transient simulation with a du-
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Fig. 2. Nonlinear circuit

ration of 8 ms and a time step equal to 50 µs was
performed. The simulation results are compared
with a Spice simulation in Fig. 3.

The convergence of this method as described
here is linear, but it can be made superlinear us-
ing Steffensen-like updates. An average of 30 iter-
ations per sample point were necessary to achieve
a tolerance of 10−8. The number of iterations was
at least 11 and at most 42 for each sample point.

Several issues must still be addressed. The
most important is a rigorous convergence anal-
ysis. Another issue is that the choice of reference
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Fig. 3. Comparison of voltages at load resistor

impedance in each nonlinear port affects the con-
vergence rate, but currently there is no method
to predict the optimum value.

The Spice simulation is significantly faster in
this example, but the proposed method was not
optimized for speed. Many improvements are still
possible to reduce the computational cost of each
iteration. If a comparable performance can be
achieved for small circuits, then due to its parallel
nature the proposed method may become more
efficient for very large circuits or when applied
to analyses where several samples/harmonics are
calculated at once such as in HB or techniques
based on multiple time dimensions [1].
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Summary. Preconditioning is crucial for the conver-
gence of GMRES iteration in the harmonic balance
analysis of RF and microwave circuits. This paper
presents a variant of the time-domain preconditioner
for harmonic balance Jacobians. The efficiency of the
preconditioner is demonstrated with realistic simula-
tion examples.

1 Introduction

The harmonic balance (HB) [1] method is a well-
established analysis method for RF and microwave
circuits. It is a frequency-domain technique for
periodic and quasi-periodic steady-state analysis.

In HB analysis, the circuit equations are rep-
resented in terms of Fourier coefficients. This re-
sults in a system of nonlinear algebraic equations,
which are usually solved using the inexact New-
ton method, i.e., the Newton–Raphson method
with an iterative linear solver. The typical choice
for the linear solver is GMRES.

The efficiency of a linear iterative solver de-
pends heavily on the preconditioner used. Natu-
rally, most preconditioners for HB equations are
in the frequency domain, but for highly nonlinear
circuits, especially for frequency dividers, time-
domain preconditioners [2–4], which take nonlin-
ear behavior better into account, become attrac-
tive.

This paper proposes a variant of the time-
domain preconditioner.

2 Harmonic Balance

The nodal harmonic balance equations are

F(u) = I(u) + jΩQ(u) + U, (1)

where u is the nodal voltage vector, I is the non-
linear nodal current vector, Ω is the frequency do-
main differentiation matrix, and U is the vector
of excitation currents. The nonlinear equation (1)
is typically solved using iterative methods like in-
exact Newton with a preconditioned linear solver
GMRES.

The inexact-Newton iteration requires a Jaco-
bian matrix

J = jΩC + G, (2)

where C and G are the nodal capacitance and
conductance matrices, respectively.

In time domain, the Jacobian (no oversam-
pling) is

J̃ = Γ−1JΓ = DC̃ + G̃, (3)

where

G̃ := Γ−1GΓ =




g1 0 0 . . . 0
0 g2 0 . . . 0
0 0 g3 . . . 0

. . .

0 0 0 . . . gn



, (4)

and, similarly,

C̃ := Γ−1CΓ, (5)

where gk, ck are block matrices and the difference
operator D = Γ−1jΩΓ is a matrix having general
form

D =




0 α1I α2I . . . α−1I
α−1I 0 α1I . . . α−2I
α−2I α−1I 0 . . . α−3I

. . .

α1I α2I . . . α−1I 0



. (6)

The matrix I is the (m ×m) identity matrix (m
is the number of nodes in the circuit or in one
block), and coefficients αk are the weights of time-
domain difference operator.

Since, for strongly nonlinear circuits the resis-
tive nonlinearities are dominant, it is tempting to
approximate the equations by considering them
in this form and further approximating the differ-
ence operator D by some typical finite difference.

3 Time-domain preconditioners

Time-domain preconditioners for single-tone HB
Jacobians have the form
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K = Γ(DC + G)Γ−1. (7)

As stated above, the main problem when con-
structing a time-domain preconditioner is how to
efficiently approximate the difference matrix. One
of the simplest and the most frequently used, but
not most efficient, way is to use backward-Euler
(BE) differentiation. Then, the difference matrix
is

D =




I
∆t1

0 0 . . . −I
∆t1−I

∆t2
I
∆t2

0 . . . 0

0 −I
∆t3

I
∆t3

. . . 0

. . .
. . .

0 0 . . . −I
∆tn

I
∆tn



. (8)

Since there is a nonzero block in the upper-right
corner, the matrix is not cheaply invertible and,
therefore, this block is ignored. Then, the equa-
tion (DC + G)x = b can be solved efficiently in
a block-wise manner.

The disadvantage of ignoring the upper-right
block can be diminished, e.g., by iteration as
shown in Ref. [4]. It, however, increases the cost
and there is no guarantee that the iteration con-
verges.

The variant of the time-domain preconditioner
proposed in this paper compensates the abscence
of the upper-right block by applying forwar-Euler
integration at the first time point. Then, D is

D =




−I
∆t1

I
∆t1

0 . . . 0
−I
∆t2

I
∆t2

0 . . . 0

0 −I
∆t3

I
∆t3

. . . 0

. . .
. . .

0 0 . . . −I
∆tn

I
∆tn



. (9)

4 Simulation results

The preconditioners were implemented in the in-
house development version of the APLAC circuit
simulator. The tests were run on several relevant
industrial circuits with an oversampling factor of
2. The circuit details are presented in Table 1.

Table 1. Number of nodes, harmonics used, resis-
tors, capacitors, inductances, BJTs, MOSFETs, and
diodes of example circuits.

Circ. nodes harmonics R C L BJT Mos. D.

1 272 16 72 36 - - 288 -
2 9 16 3 1 - 1 - -
3 31 64 2 - - 1 12 -
4 80 8 14 1 3 8 - -

The simulation results with different precon-
ditioners are presented in Table 2. FD, TD1, and

TD2 stands for the standard frequency-domain
block Jacobi preconditioner, the BE precondi-
tioner, and the time-domain preconditioner pro-
posed, respectively. A dash indicates that the HB
simulation, i.e., inexact Newton iteration, did not
converge.

Table 2. Number of GMRES iterations NGMRES,
number of HB iterations NHB and simulation times t
with different preconditioners.

c. Prec. NGMRES NHB t/s

1 FD 4721 59 195
TD1 637 20 46
TD2 - - -

2 FD 2451 23 0.51
TD1 297 23 0.14
TD2 196 23 0.10

3 FD 1376 49 19.1
TD1 177 29 7.3
TD2 - - -

4 FD 1462 26 4.6
TD1 1528 26 6.5
TD2 695 20 3.1

5 Conclusion

A variant of a time-domain preconditioner that
tries to diminish the lack of periodicy in the BE
preconditioner was proposed. In some cases, it
worked fine, but unfotunately, in some cases not.
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Summary. A general expression for the phase trans-
fer functions of an oscillator for frequencies close to
harmonics of oscillator fundamental is derived. The
numerical testing and comparison with some known
results are performed.

1 Introduction

In this paper we obtain the phase transfer func-
tions of an oscillator through the analysis of asymp-
totic behavior of Linear Periodically Time-Varying
(LPTV) solution of oscillator circuit. The analysis
is performed in frames of Harmonic Balance (HB)
technique. Below we present basic expressions of
LPTV HB analysis.

The LPTV analysis is performed after steady-
state solution of an oscillator is obtained. The so-
lution vector X involves nodal harmonics of os-
cillator fundamental ω0 representing coefficients
of Fourier series of periodic waveforms x(t). Vec-
tor X consists of components Xkl, where k, l, are
harmonic and nodal indexes respectively.

The quasi-periodic small signal model of oscil-
lator is similar to the cyclostationary HB system
for forced circuits [1]

J(∆ω) ·∆X = B (1)

Here a component Bkl of rhs vector B repre-
sents harmonic signal with frequency kω0 + ∆ω
applied to the lth circuit node. The vector ∆X
defines the small signal solution, and J(∆ω) is a
conversion matrix for the given frequency offset
∆ω

J(∆ω) = G+ j(Ω +∆ω · E)C (2)

Here G, C are block Toeplitz matrices of har-
monics of nodal conductances and capacitances,
Ω is a block-diagonal matrix of harmonic fre-
quencies Ω = diag[. . . ,−kω0, . . . , 0, . . . , kω0, . . .].
The matrix (2) at zero offset coincides with the
HB Jacobian matrix at the steady-state solution
J(0) = J0 = G+ jΩ ·C. So (2) can be written as

J(∆ω) = J0 + j∆ω · C (3)

The Jacobian matrix J0 is singular, and so there
exists the eigenvector U corresponding to zero

eigenvalue and the eigenvector V of the trans-
posed Jacobian matrix such that

J0 · U = 0, JT0 · V = V T · J0 = 0 (4)

The eigenvector U is a frequency domain repre-
sentation of time derivatives of the large signal
oscillator solution dx/dt. The eigenvector V is a
frequency domain representation of the pertur-
bation projection vector (PPV) introduced in [2].
The traditional normalization of V is defined as
follows

V TCU = 1 (5)

2 Evaluation of Transfer Function

To obtain the transfer function it is needed to
consider only one component in rhs vector. So
we assume that the vector B contains only one
nonzero component corresponding to harmonic k
and node l

B = e(kl) (6)

where unit vector e(kl) selects kl component of
rhs.

To analyze the solution of (1, 6) at small off-
set we transform (1, 6) into the equivalent linear
system with nonsingular matrix by the method
proposed in [3]. First we form a new equation by
left multiplying (1) by PPV. Taking into account
(3, 4, 6) we obtain

j∆ωV TC∆X = Vkl or V TC∆X =
Vkl
j∆ω

(7)

Then we replace the equation (1) corresponding
with the only nonzero component of the excita-
tion (6) by the obtained equation (7). To simplify
notations we assume the equation to be replaced
is the last one in (1). Thus we obtain the trans-
formed linear system

Ĵ∆X =
Vkl
j∆ω

e(kl), (8)

where Ĵ(∆ω) =

[
J̄

V TC

]
. Here J̄ is matrix J

without the last row.
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Note that in general case the matrix Ĵ(∆ω) is
not singular with ∆ω = 0. So at small offset one
can neglect the matrix dependence on the offset

Ĵ(∆ω) = Ĵ0 +O(∆ω) ≈ Ĵ0 =

[
J̄0

V TC

]
(9)

So the solution of (8) can be represented as

∆X(∆ω) =
Vkl
j∆ω

Ĵ−1
0 · e(kl) (10)

From the definition of U (4) and Ĵ0 (9) it can be

concluded that the matrix-vector product Ĵ0 · U
contains only one nonzero component correspond-
ing with replaced row

Ĵ0 · U = V TCU · e(kl) = e(kl) (11)

The last equality in (11) follows from (5). Thus

Ĵ−1
0 · e(kl) = U , and (10) can be written as

∆X(∆ω) =
Vkl
j∆ω

U (12)

The component∆Xmn(∆ω) of the vector (12) de-
fines the magnitude of the harmonic mω0+∆ω at
nth node. So the time domain waveform at node
n is defined as the sum of all harmonics at the
node

∆xn(t) =
∑

m

∆Xmn(∆ω) exp j(mω0 +∆ω)t

= exp j∆ωt ·
∑

m

∆Xmn(∆ω) exp jmω0t (13)

After substituting (12) into (13) we obtain

∆xn(t) =

„

Vkl

j∆ω
exp j∆ωt

«

·
X

m

Umn exp jmω0t (14)

It has been pointed out that Unm are harmon-
ics of large signal time derivatives. So the sum in
(14) represents Fourier series of dxn/dt. Thus

∆xn(t) =
dxn
dt

· Vkl
j∆ω

exp j∆ωt (15)

This expression gives the voltage waveform at nth
node resulted from the unit excitation (6). To ob-
tain the phase transfer factor we can consider the
waveform due to the phase modulation of oscil-
lator solution x(t). Supposing the magnitude of
the phase modulation Φ to be small we can apply
first order Taylor expansion

xn (t+
Φ

ω0
exp j∆ωt

)
= xn(t)

+
dxn
dt

· Φ
ω0

exp j∆ωt

or ∆xn(t) =
dxn
dt

· Φ
ω0

exp j∆ωt (16)

From comparison of (15) with (16) the phase
magnitude Φ can be determined. Its value is equal
to the transfer factor Hφ

kl from the sideband fre-
quency of kth harmonic of the excitation at lth
node to the baseband frequency of the phase

Hφ
kl(∆ω) = Φ =

ω0

j∆ω
Vkl (17)

The evaluation of the transfer function Hφ(∆ω)
can be easily implemented in a circuit simulator.
PPV harmonics V can be obtained by the algo-
rithm [4].

3 Validation

At low input frequency (ω ≪ ω0) the transfer
factor is defined by (17) with k = 0. It corre-
sponds with the traditional VCO representation
as an ideal integrator in PLL macromodels [5]
φ = KVCOνinp/jω, where KVCO is the DC sen-
sitivity of oscillation frequency. The sensitivity
analysis of the steady-state solution confirms that
KVCO = ∂ω0/∂νinp = ω0V0,inp.

Phase noise analysis can be done using (17).
When unmodulated white noise source is attached
to lth node the phase PSD is evaluated by

Sφ = S
X

k

˛

˛

˛
Hφ

kl(∆ω)
˛

˛

˛

2

=

 

Sω2
o

X

k

|Vkl|
2

!

/∆ω2 (18)

where S is the input PSD. This expression corre-
sponds with time domain expressions in [4]. Nu-
merical experiments performed by SPICE simu-
lations also confirm the correctness of (17).

References

1. V. Rizzoli, F. Mastri, and D. Masotti. General
noise analysis of nonlinear microwave circuits by
the piecewise harmonic balance technique. IEEE
Trans. Microwave Theory Tech., 42:807–819, May
1994.

2. A. Demir, A. Mehrotra, and J. Roychowdhury.
Phase Noise in Oscillators: A Unifying Theory and
Numerical Methods for Characterization. IEEE
Trans. on Circuits and Systems - I, 47:655–674,
May 2000.

3. M.M. Gourary, S.G. Rusakov, S.L. Ulyanov, M.M.
Zharov, B.J. Mulvaney, and K.K. Gullapalli. New
Numerical Technique for Cyclostationary Noise
Analysis of Oscillators. Proc. of the 37th European
Microwave Conference, Munich, 2007, pages 1173–
1176.

4. A. Demir, D. Long, and J. Roychowdhury.
Computing Phase Noise Eigenfunctions Directly
from Steady-State Jacobian Matrices. Int. Conf.
Computer-Aided Design, 283–288, Nov. 2000.

5. Ken Kundert. Predicting the Phase Noise and Jit-
ter of PLL-Based Frequency Synthesizers.
www.designers-guide.org/Analysis/
PLLnoise+jitter.pdf

102



SCEE 2008, Espoo, Finland, Sept. 28 – Oct. 3, 2008 P 2.8

Quasiperiodic steady-state analysis of electronic circuits by a

spline basis

Hans Georg Brachtendorf1, Angelika Bunse-Gerstner2, Barbara Lang2, and Siegmar Lampe2

1 University of Applied Science of Upper Austria brachtd@fh-hagenberg.at,
2 University of Bremen, Germany Bunse-Gerstner@math.uni-bremen.de

Summary. Multitone Harmonic Balance (HB) is wid-
ely used for the simulation of the quasiperiodic steady-
state of RF circuits. HB is based on a Fourier expan-
sion of the waveforms. Unfortunately, trigonometric
polynomials often exhibit poor convergence proper-
ties when the signals are not quasi-sinusoidal, which
leads to a prohibitive run-time even for small circuits.
Moreover, the approximation of sharp transients leads
to the well-known Gibbs phenomenon, which cannot
be reduced by an increase of the number of Fourier
coefficients.

In this paper we present alternative approaches
based on cubic or exponential splines for a (quasi-) pe-
riodic steady state analysis. Furthermore, it is shown
below that the amount of coding afford is negligible
if an implementation of HB exists.

1 Summary

Electronic circuits lead to a system of generally
nonlinear differential-algebraic equations (DAEs)
of first order of dimension N

f(v(t), t) = i(v(t)) +
d

dt
q(v(t)) + b(t) = 0 (1)

v : R → RN is the vector of the unknown node
voltages and branch currents. q : RN → RN is
the vector of charges and magnetic fluxes, i :
RN → RN the vector of sums of currents enter-
ing each node and branch voltages. Furthermore
b(t) : R → RN is the vector of input sources.

Circuit designers are often interested in the
steady-state of the circuit, driven by a multi-tone
signal. For clarity, we restrict below to the 2-tone
case

b(t) =

∞∑

k1=−∞

∞∑

k2=−∞
Bs(k1, k2)·e(jk1ω1t)e(jk2ω2t) (2)

In [1–3] it has been shown that a reformu-
lation of the underlying ordinary DAE (1) into
an appropriate partial DAE system eases the nu-
merical treatment of the multitone problem. This
method has been widely accepted by different re-
search groups, i.e. [4–7].

Theorem:
Consider the system of ordinary differential-
algebraic equations (1) with quasi-periodic
stimulus (2) and the partial DAE system

f(v̂(t1, t2)) = i(v̂(t1, t2)) +
∂

∂t1
q(v̂(t1, t2))

+
∂

∂t2
q(v̂(t1, t2)) + b(t1, t2) = 0 (3)

where the quasiperiodic stimulus b(t1, t2) is
defined by

b(t1, t2) :=

∞∑

k1=−∞

∞∑

k2=−∞
B(k1, k2) · e(jk1ω1t1) e(jk2ω2t2)

with Fourier coefficients B(k1, k2).
Then

v(t) =

∞∑

k1=−∞

∞∑

k2=−∞
V (k1, k2) · e(jk1ω1+jk2ω2)t

is a steady-state solution of the ordinary differ-
ential-algebraic equation (1), if and only if

v̂(t1, t2) =

∞∑

k1=−∞

∞∑

k2=−∞
V̂ (k1, k2)·e(jk1ω1t1) e(jk2ω2t2)

(4)
is a steady-state solution of the partial differ-
ential-algebraic equation as well. The two so-
lutions are related by v(t) = v(t, t) for all
t ∈ R and the relation V (k1, k2) = V̂ (k1, k2)
holds.

The theorem states, that a solution of the un-
derlying ordinary DAE can be obtained along a
characteristic of the partial DAE.

Consider the two-tone signal v(t) depicted in
fig. 1. Due to Nyquist’s theorem, the time-step
for a numerical solution of the underlying par-
tial DAE should be at least twice the highest fre-
quency of the waveform. However, the simulation
interval on the other hand should be reciprocal to
the lowest frequency of interest. Hence, the run-
time depends highly on the ratios of the frequen-
cies involved. In practical applications, the enve-
lope is in the kHz or MHz range and the carrier
frequency is often several GHz or higher. Simple
transient simulation is therefore prohibitive.

Alternatively, consider the corresponding mul-
titone signal v̂(t1, t2) shown in fig. 2 with peri-
odic boundary conditions along the t1, t2 axes.
The orginal signal v(t) is regained along the spe-
cial characteristic t1 = t2 = t, i.e. v(t) = v̂(t, t).
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Fig. 1. Quasiperiodic signal example.
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Fig. 2. Multitone signal example.

Please note the different scalings of the axes. The
stiffness of the underlying ordinary DAE is casted
into these different time-scales. This allows for
a discretization with different grid-spacings and
therefore a more appropriate discretization. The
partial DAE formulation circumvents therefore
the limitations of Nyquist’s theorem.

Another way to consider the method is in the
frequency domain as shown in fig. 3. The wave-
form v(t) has a broad but very sparse spectrum
which is clustered along integer multiples of the
carrier f0. On the other hand, a reordering leads
to the artifical two-dimensional spectrum illus-
trated in fig. 4, which is now a compact repre-
sentation of the signal.

The spectrum of the waveform v̂(t1, t2) is
clustered and can therefore be compactly repre-
sented using a 2-dimensional Fourier transform.

The Fourier expansion used by the Harmonic
Balance method (HB) of the unknown waveforms
(4) is not appropriate for waveforms with sharp
edges, because the approximation leads to the
well-known Gibb’s phenomenom. An approxima-
tion of the waveforms by a cubic or exponen-
tial spline basis is often better suited due to the
finite support of the basis functions. We show
that the coding of the spline approximation into
an HB simulator is simple. Moreover, designers
are mainly interested in Fourier coefficients and

jY (f)j

f2f1 3f1 f0 � f1 f0 f0 + f1 3f02f0 � f1 2f0 + f12f0f1
Fig. 3. Signal spectrum of v(t).

fx
fy

Fig. 4. Artifical spectrum of v̂(t1, t2).

not in the coefficients of the spline basis. We de-
rive further a simple map from the spline to the
Fourier basis.
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Summary. The Devil’s Staircase of an Injection-
Locked Frequency Divider (ILFD) is simulated in a
novel and efficient manner in this contribution. In par-
ticular, the method of Multi-Phase Conditions-Based
Envelope Following (MPCENV) is utilised. The lock-
ing range of the ILFD is then determined from the
Devil’s Staircase. The proposed method is applied to
an LC oscillator based ILFD and the results are val-
idated by comparison with experimental results.

1 Introduction

In general, Injection-Locked Frequency Dividers
(ILFD) are used in the negative feedback of a fre-
quency synthesizer as a prescaler to divide the
frequency by a fixed number. In comparison with
the traditional static [1] frequency dividers, the
ILFDs consume less power but at the expense of a
narrow locking range. Hence, the accurate deter-
mination of the locking range is important in the
design of ILFDs. The Devil’s Staircase [2] was in-
troduced as an experimental method to measure
the locking range. However, simulation would be
a cheaper and preferable means of determining
the locking range.

Since the ILFD is an oscillator with an in-
jected signal, it can take thousands of cycles to
lock the oscillator. Hence, traditional transient
analysis takes far too long to be of use. However,
the envelope-following methods provide an effec-
tive alternative. Here, we use the Multi-Phase
Conditions-Based Envelope Following [3] (MP-
CENV) method to determine the locking range
in an efficient manner.

2 Determination of the Locking
Range

2.1 MPCENV Approach

The basis for envelope following methods is as
follows:

The circuit solution is assumed to be com-
posed of fast oscillations whose amplitude and

frequency varies much more slowly than the oscil-
lations themselves. Let the period of the fast os-
cillation be T . In the case of oscillators, this will
vary slowly. Let Tenv be the envelope timestep
over which the response of the system can be ex-
trapolated.

x(t+Tenv+T)

t=t t0 t1

x0

Xstart

Fig. 1. Backward-Euler-based envelope-following
method

As can seen in Fig. 1, let x0 be the state at
t0 = t+ Tenv. Now x(t+ Tenv + T ) is determined
from x0 using an accurate simulation of one pe-
riod T . Using the Implicit Euler Method for sta-
bility purposes, the envelope following process is
described by

x(t+ Tenv + T ) − x0

T
=
x0 −Xstart

Tenv
. (1)

Since Tenv and T are also unknowns two fur-
ther equations are required. They are shown as
bellow:

x0l = c (2)

x(t+ Tenv + T )l = c (3)

where l denotes the lth state variable and c is a
constant. In our implementation, c is obtained by
a short traditional transient simulation.

2.2 Devil’s Staircase

The Devil’ Staircase [2] is a plot of finj/f0 against
finj. Figure 2 shows the experimental results for

105



1 1.5 2 2.5 3

x 10
6

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

f
inj

f in
j/f

o

Staircase with Amplitude of V
inj

 = 1 v

Fig. 2. The staircase obtained from experiment.

the ILFD. For simulation purposes, the injected
frequency, finj is varied and f0 is determined from
the MPCENV as:

f0 =
1

T
. (4)

3 Case Study and Numerical
Results

The LC oscillator-based ILFD is selected as an
example. The schematic is shown as bellow.

R

M1 M2

C

L

M3 M4

M6

CINJVINJ

M5

IBIAS RS

VDD

Fig. 3. Circuit schematic

The governing equations are:

C
dVC
dt

= IL − (A+ daVinj)VC +
A+ daVinj

V 2
DD

V 3
C ,

(5)

L
dIL
dt

= −ILR− VC , (6)

where A and da are the coefficients obtained from
the negative resistance [4].

The result obtained from the proposed method
is shown in Fig. 4. Both the simulation and ex-
perimental results concur that the ILFD is locked
when finj/f0 is an even number [4] i.e., 2 and 4
as shown in Fig. 2 and 4. Table 1 shows the lock-
ing ranges captured from the staircases. The error

between the simulation and experimental results
is less than 5%.
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Fig. 4. The staircase obtained from simulation.

finj/f0=2 finj/f0=4

Vinj S (MHz) E (MHz) S (MHz) E (MHz)

1V 0.1 0.099 0.18 0.165

1.5V 0.14 0.146 0.235 0.241
Table 1. Locking range captured from staircases,
where S and E represent Simulation and Exper-
iment

4 Conclusions

A technique based on the Multi-Phase Conditions-
Based Envelope Following (MPCENV) algorithm
has been proposed for the determination of the
locking range of ILFDs. The simulation technique
is advantageous for design and analytical work as
it is far less costly than experimental determi-
nation. Results for an LC-oscillator based ILFD
confirm its efficacy.
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Summary. Nowadays most of the high-resolution
analog components have a fully balanced structure,
i.e. they have differential input and output signals.
This improves the tolerance against common mode
interference and doubles the dynamic range, but also
brings some new problems. The circuit now needs
impedance match and stability analysis of both the
differential and common mode operation, and also
mode conversions from common mode to differential
and vice versa may be of importance.

In circuit simulations the use of differential excita-
tion is not a problem, but measuring instruments lag
behind (at least if you do not buy new equipment): of-
ten the devices are characterised by driving the circuit
from one port at a time with single-ended signals, and
the differential or common mode behaviour is solved
mathematically. Hence it is important to know when
you can rely on single-ended measurements, and when
these will give a different result compared to real bal-
anced drive.

Circuit theory includes a lot of tricks used to
study balanced circuits. For RF circuits, the formal-
ism was presented by Bockelman and Eisenstadt [1].
They assumed that the balanced circuit(let us assume
it is a fully differential amplifier, though the technique
can handle any N-port with a mixture of single-ended
and balanced signals) is measured by single-ended
measurements as a linear 4-port, and presented the
linear matrix transforms needed to calculate differ-
ential and common mode drives. This technique is
called mixed-mode presentation, and it converts a 4-
port s-parameter matrix to four 2-port matrices, one
describing the truly differential operation, one com-
mon mode behaviour, and two remaining ones the
mode conversions between these two. The latter are
important for example when studying the rejection of
even order distortion or other common mode interfer-
ence.

Bockelman presented his formulation to s param-
eters, but the idea can naturally be extended to
any linear parameters (see [2]), and normal design
methods can be used - for example, one can pick
the common-mode only presentation, and calculate
the stability circles for the common mode match-
ing impedances. The above needs only some matrix
algebra, but due to simulator support it is usually
avoided by simulating the device so that the de-
vice to be simulated is embedded between two ideal
baluns (balanced-to-unbalanced transformers) and it
is driven successively by common mode and differen-
tial signals. In more expensive simulations, however,

it would be helpful to have a sufficient signal pro-
cessing functions that would enable the designer to
drive the circuit with a single test signal containing
both modes, and based on this simulation, track their
mode changes inside the circuit.

The previous analysis assumes superposition to be
valid and obviously does not operate in non-linear cir-
cuits. As the single-ended driving technique is largely
used, however, it is valuable to know what exactly
happens to the nonlinear distortion, when we drive
the circuit with single-ended and balanced signals.
For this analysis, we need a tool capable for plotting
different distortion mechanisms separately.

Heiskanen et al. [3] have written a standard AC
Volterra analysis software so that it stores all the dif-
ferent contributions of distortion in vector form - dis-
tortion from each nonlinear device and mixing mech-
anism can be plotted separately, and their phase re-
lation is immediately visualised. The tool is written
so that it calculates the nonlinear spectrum by a con-
volution of lower-order spectra, and this is performed
so that mixing from different harmonic bands is cal-
culated and stored separately. This makes it possible
to track how much third-order distortion is actually
generated by down or up-conversion from DC or 2nd
harmonic bands. This feature is employed in the fol-
lowing analysis.

The purpose of this paper is the following: a fully
balanced amplifier is driven both with a balanced and
a single-ended test signal, and the differences in the
generated distortion are recognised and explained. To
illustrate it, the term-wise Volterra analysis software
described in [3] is used.

The mechanism to be illustrated is the following.
It is well known that a common-mode signal easily
generates even-order distortion. This can be seen e.g.
in 1, that models a bipolar differential pair, where I0 is
the bias current and Ro is the ouput impedance of the
current source. In balanced mode v1 = −v2 and the
bias current remains constant. However, with single-
ended drive the common mode variation also modu-
lates the bias current, causing additional even-order
distortion, that is normally not seen in the tanh() re-
sponse. The generated 2nd-order distortion will then
be coupled back to the input via the DC feedback
of the amplifier, and mix to the fundamental band,
generating 3rd-order distortion. Hence, with single-
ended drive a portion of the compression/expansion
behaviour is caused by even-order distortion, that
normalli is very small in a device that is driven with
balanced input signal.
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i(t) = (I0 +
v1 + v2
Ro

) · tanh(
v1 − v2
Vt

) (1)

The contribution of this paper is to illustrate the
above phenomenon using the Volterra analysis soft-
ware [3]. It can plot all the 2nd and 3rd-order dis-
tortion components in a vector form, with magnitude
and phase shown. This helps in understanding which
phenomena are compressing, which expansive, and it
also capable of illustrating the numerous cancelling
effects inside a balanced circuit.
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Summary. Often, hardware description languages
like Verilog-A or VHDL-AMS are used to build be-
havioral analog models and hence speed up the sim-
ulations of systems that contain a lot of DSP, long
data sequences, fandew few analog parts. However,
these models still rely on standard numerical tran-
sient analysis, that is slow in applications, that for
some reason require much smaller time step than the
sample duration.

This paper studies several situations, that are
computationally expensive, and shows some ways to
speed up the long transient simulations. Especially in
the following applications, we need to simulate long
sequences of data to catch some statistical properties
of the signal, while very high oversampling is needed
to model the non-ideal effects to be studied:

• Settling errors of the switched-capacitor (SC) in-
tegrators in A/D converters

• Small timing errors and slew rate errors (i.e.,
glitches) in the output of transmitter D/A con-
verters

• Behaviour of modulated, linearly assisted switch-
mode power supplies

The basic analysis techniques suited for the above
applications have reported before, for example in [1]
, [2] and [3]. In this paper, the two of these techniques
will be slightly expanded, verified more thoroughly,
and applied for a more complex system.

Vset

VPA

RFin RFout

+VDD

Fig. 1. Structure of an envelope tracking (ET) RF
power amplifier.

Envelope tracking (see Fig. 1) is a popular tech-
nique to enhance the power efficiency of an RF trans-
mitter. Here the supply voltage of the RF power am-
plifier is modulated by combination of a switch-mode

DC/DC downconverter, and an assisting linear am-
plifier. The input signal VSET is sampled, but the lin-
ear settling within the sample period, high slew-rates
of the signals controlling the switches, as well as the
asychronous control of the DC/DC converter force us
to use a time step much smaller than the sampling
period. This results in long simulation times. In [1]
the simulation speed was enhanced by modeling the
linear settling within one sample period by a linear
state model of the switcher/amplifir combination

sX = A ·X +B · U

Y = C ·X +D · U. (1)

This traditional state model has the following gen-
eral solution

x(t) = φ(t) · x(0) +

Z t

0

φ(t− τ )Bu(τ )dτ (2)

where x(0) is the initial state vector and

φ(t) = expm(At)

= I +At+
A2t2

2!
+ · · · (3)

Assuming that the input signals U are stepwise
constant (output of a D/A converter, for example),
(2) can be simplified into form

x(t) = φ(t) · x(0) +A−1 · (φ(t) − I) ·B · U. (4)

This is readily solvable at any time point with nor-
mal matrix operations, without iteration or interme-
diate time points. Hence, this approach can be used
to analyse the linear settling of filters, switchers and
other piecewise linear circuits without oversampling,
but at the sample rate of the piece-wise constant input
signal. One practical problem related to this approach
is the formulation of the state matrix presentation.

Sometimes the response of the switched systems
is not linear, and this is typically the case in SC am-
plifiers and integrators. Now the linear solution ( 4)
can not be used. Several nonlinear behavioural models
have been proposed, but they typically are simplified,
for example excluding the effects of output related
nonlinearities. However, the nonlinearity is determin-
istic, and can be pre-characterised for a given set of
input signals. Such an approach is used in [3] to make
a realistic but fast model of the first integrator in a
sigma-delta ADC.
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∆t

x0

∆t = x0/SR

x0

x0 x0

Fig. 2. Skew and slew rate errors in the output of a
D/A converter

Yet another very expensive phenomenon to model
is the small timing skew in a segmented D/A structure
(illustrated in Fig. 2): here a portion of the output
gets delayed by some picoseconds, resulting spurious
spectral responses. Even more difficult to model is a
finite slew rate in the output, because one needs a
very high oversampling ratio to catch the shape of
the slew-rate phenomenon. In [2] standard Fourier
analysis was used to show that correct spectral re-
sponse is actually achieved by using a lumped error
model, where the area of the error is simply integrated
and summed up to the correct value. Below are the
lumped models of a timing skew with amplitude x0

and duration of ∆t, and slew-rate error with ampli-
tude x0 and duration of ∆t.

eskew = x0 ·∆t

eSR =
x0 ·∆t

2
(5)

In this paper, the above analysis ideas will be
studied a bit further by building up a simulation of
following test cases:

• Comparison of lumped skew and slew rate error
model and a precise linear settling result.

• System simulation of transmitter consisting of two
time-interleaved D/A converters and a linear re-
construction filter.

• Finally, a technique for compressing a standard
MNA matrix to a state matrix presentation is
sought.

The first case is an extension of [2] where a sim-
ple numerical overampling was used as a reference
for checking the validity of the lumped error models.
Here, the lumped model will be compared against the
solution given by the linear, time-varying state mod-
els. The test setup consists of a D/A converter with
time skew errors, and a reconstruction filter, and the
results of a lumped model and a linear solution cal-
culated piecewise over all small time-skewed periods
are compared.

The second case (see Fig. 3) is a previously pre-
sented D/A conversion system [4], that achieves lin-
ear phase image filtering by extending the hold dura-
tion of the samples: when the length of the hold time

equals the sample period, the notch of the sample-
and-hold sinf/f frequency response is at the sam-
ple frequency. By extending the hold time (unfortu-
nately, this requires the use of two parallel and time-
interleaved D/A converters that can overlap their out-
puts) the notch can be brought down to filter the first
image band. This operation has been verified in prac-
tice, but its simulation is quite lengthy, too, and here
it serves as a test bench for really comparing the state
model and lumped model presentation.

Last, ways to easily create the state model from
netlist or a standard MNA matrix presentation are
studied.

As a conclusion, this paper experiments methods
to speed-up long time-domain system simulations by
employing linear state modeling and lumped model-
ing of time skew errors. The experimented methods
will be verified by Matlab simulations.

DAC1

+

+

DAC2

yo(t)

ye(t)

go(t)

ge(t)

DIV2
clk

data

(a)

Fig. 3. Structure of a time-interleaved D/A converter
pair.
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Summary. Behavioral modeling of circuit nonlin-
earities in a discrete-time simulator is essential espe-
cially in case of large mixed-signal systems. A delta-
sigma (DS) converter is a good example of such sys-
tem, because it is inherently a nonlinear and it needs
long time-domain simulations to ensure the stability.

There are many publications, e.g [1–3], on how
to model not only the settling error but most domi-
nant non-idealities in a single SIMULINK behavioral
model. This work concentrated only on the settling
error part and provided a very simple, amplifier topol-
ogy independent methodology. The behavioral model
is based on characterization simulations using a com-
prehensive set of initial input and output transients.
The resulting settling error table will be integrated
into a SIMULINK-model using a lookup-table (LUT)
block. The error model can be either one- or two-
dimensional according to the capacitor network.

In the characterization of an amplifier, the settling
error data can be originated from any simulator, and
the amplifier detail level can be just as comprehensive
as needed. In this work, we will show an example
which used transient simulation data from a nonlinear
state-space MATLAB-model of a two-pole amplifier.
This amplifier is used in a switched-capacitor (SC)
integrator.

Once the amplifier model is constructed, a de-
signer may re-characterize and simulate the integra-
tor quickly within a parameter sweep. Moreover, this
approach avoids constructing complex output related
analytical equations which are typically modeled as
group of conditional function blocks in SIMULINK.

The behavioral SIMULINK-simulations of DS A/D-
converter were made by sweeping the parameters
that affect the slew-rate and phase margin of a SC-
integrator. This type of behavioral simulation enables
the designer to establish performance boundaries that
makes less conservative parameter dimensioning pos-
sible.

The lookup-table approach is not tied to any spe-
cific SC-circuit model. In this work, we use a popu-
lar SC-integrator model of a parasitic insensitive SC-
integrator as a case study. The initial voltage at the
input of the amplifier is recognized by studying pas-
sive charge transfer in the capacitive network around
the amplifier. All capacitors are initially charged to
some voltage. When the capacitors are reconnected,
the total charge is passively re-distributed, resulting
in initial voltages vi0 and vo0 at the input and output
of the operational amplifier. It is quite straightfor-
ward to construct charge-sharing equations for both
phases of an SC-integrator.

Two switching capacitance networks of course re-
sults on two settling transients. Therefore, the settling
error modeling is based on the error table acquired
from two separate characterizations. This table is ei-
ther one- or two-dimensional depending on the ca-
pacitor network topology. In our case study, the sam-
pling phase φ1 requires a two-dimensional error model
as the charge transfer phase φ2 only requires a one-
dimensional settling error model. This means that in
phase φ1, all integrator input signals and one out-
put signals contribute to the initial input and output
voltages.

The amplifier settling error is an error table ob-
tained from settling simulations. These simulations
can be performed by a simulation platform of users
choice. This can be Spice, Verilog-A, VHDL-AMS,
MATLAB, etc. The amplifier connected to a capaci-
tance network is first exited with full range of input
signals. Then, the simulated settling errors for both
integrator phases and for each initial condition pairs
are tabulated. Here we used MATLAB to create a
realistic nonlinear state-space model of the amplifier.
The settling error-table is obtained by simulating the
state-space model defined by a group of differential
equations and some nonlinear behavior.

In a single characterization shown in Fig. 1, we
have a set of amplifier output voltage settling simula-
tions for a hundred different initial input and output
voltages. The settling errors are then compared to
ideal results and the settling error is stored. In our
case study, he settling error ǫ1 from phase φ1, is de-
pendent on vi0 and vo0. For φ2, the error ǫ2 is only
dependent on vo0.

The error tables are now used in SIMULINKs one-
and two-dimensional lookup tables called ”Lookup
Table” and ”Lookup Table (2-D)” [4]. In the sam-
pling phase (phase φ1) the LUT is two-dimensional
and produces settlig error ǫ1(n). In the charge trans-
fer phase, the LUT is one-dimensional and produces
settling error ǫ2(n).

The objective for the behavioral model was to ob-
serve delta-sigma A/D-converters performance as a
function of slew-rate and closed-loop phase margin of
an integrator. The model of a second order DS A/D-
converter is presented in Fig. 2. It is a one-bit DS
converter with oversampling ratio of 32. Sampling fre-
quency is 10MHz and the integrator open-loop band-
width is 65MHz. The LUT-block first calculates the
initial voltages according to input and output sig-
nals using the charge sharing equations. After this,
the lookup-tables are used to determine the settling
errors ǫ1(n) and ǫ2(n). In our case study, the error
ǫ2(n) is summed to the output of the integrator and
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Fig. 1. a) Settling curves and b) the settling errors.

the sampling phase error ǫ1(n) is a two-dimensional
error-model summed to the integrator input. The lat-
ter was found dominant settling error model through-
out the parameter sweep.

Fig. 2. SIMULINK-model of a second order DS A/D
converter.

A full sweep contained 1024 characterizations and
simulations. For each iteration, SNDR and SFDR per-
formances were calculated. The object was to find
performance boundaries as a function of slew-rate and
phase margin. The result shown in Fig. 3 shows the 6
dB deterioration boundary of SFDR and 3 dB bound-
ary of SNDR.

Initially, the DS converter had one-bit quantizer,
and the boundary is shown in black graph in Fig. 3 a
and b. The gray graph is the boundary for a three-bit
DS-converter. The three-bit converter had the same
converter topology with seven quantizer levels and
coefficients optimized for three-bit quantizer. Concen-
trating only on the performance boundaries, the dif-
ference between these two converters can be seen in
two areas:

1. With small slew-rates the three-bit converters
SNDR and SFDR performance deteriorates less
easily. This is explained by the fact that the
three-bit feedback signal has significantly smaller

step-size, making the amplifier less susceptible to
slew-rate.

2. In case of low phase margin and large slew-rate,
the SNDR boundary of one-bit system is at lower
phase margins simply due to some 25 dB lower
maximum SNDR performance.

Fig. 3. Performance boundaries: a) 6 dB SFDR and
b) 3 dB SNDR performance deterioration.
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Summary. This paper describes the current avail-
able methods for the transient sensitivity analysis of
electronic circuits and demonstrates how, by their
adaptation through the inclusion of model order re-
duction techniques, the computational time needed
to obtain satisfactory sensitivity values can be vastly
reduced. The discussion is limited to linear problems.

1 Circuit Analysis

1.1 Circuit Equations

Equation (1) shows the Differential-Algebraic Equa-
tion that describes the behaviour of a standard
electrical circuit that, on solving, will give the val-
ues of all the circuit states,

d

dt
[q(x(t,p),p)] + j(x(t,p),p) = s(t,p) (1)

Here x(t,p) ∈ RN is the state vector which
represents the node voltages and the currents
through the voltage defined elements. The vector
function j ∈ RN describes the current behaviour
and q ∈ RN the charge and flux behaviour, all
source values can be found in s(t,p) ∈ RN

The vector p ∈ RP represents the parameters
of a component, such as the width and length of
a resistor, on which a state x(t,p) could depend
upon.

Equation (1) can be rewritten as system (2),
in which C = ∂q/∂x and G = ∂j/∂x,

Cẋ(t,p) + Gx(t,p) = s(t,p) (2)

For the linear case that we are considering the
coefficient matrices C & G are constant in time,
they themselves are also dependent on the pa-
rameters p ∈ RP . For electrical circuits, C is a
singular matrix.

1.2 Circuit Observation Functions

In addition to observing each individual circuit
state the observation of the total performance of
a circuit or a subcircuit can be done. For example,
in an amplifier you may want to observe its total

gain; or perhaps take a closer look at the energy
used by of one of its resistors.

Equation (3) shows the form of the energy ob-
servation function. Relevant node or state values
are already available for selection from the anal-
ysis in section 1.1,

GF(x(p),p) =

∫ T

0

F(x(t,p),p) · dt (3)

2 Sensitivity Types

2.1 State Sensitivity

Each state in (1) may have a dependence on one
of the parameters in p, this means it is sensitive
to any parameter changes. Equation (4) shows an
expression for these state sensitivities,

x̂(t,p) ≡ ∂x(t,p)

∂p
∈ RN×P (4)

2.2 Observation Funtion Sensitivity

The function sensitivities are found in a similar
way, they are the differentials of the observation
function with respect to the parameters p, (5)
shows this sensitivity and also reveals the pres-
ence of the state sensitivitiy x̂,

dGF

dp
=

∫ T

0

(
∂F

∂x
· x̂ +

∂F

∂p

)
· dt (5)

3 Sensitivity Analysis

Generally it is the calculation of the sensitivity
of the observation function that is most useful, if
possible with the avoidence of the calculation of
the state sensitivities. In the following, in addi-
tion to N and P , F is the number of observation
functions.
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3.1 Direct Forward Method

In this approach, after an inital forward state so-
lution by a Newton-Raphson procedure involv-
ing the coefficient matrix Y = 1

∆tC + G , each
state sensitivity value is explicitly calculated by
recursion [1, 2]. To complete the calculation of
the observation function sensitivities these state
sensitivities are substituted into the integrand in
(5), the total computational cost [3, SCEE, 2006]
of one time integrand step is O(min(F, P )N2 +
FPN) operations.

3.2 Adjoint Transient Sensitivity Method

In [3] we give a full description of an approach
based on (backward) adjoint integration [4], we
were able to re-express the observation function
integrand in terms of a function λ⋆(t) ∈ RF×N .

After an initial transient analysis, and suit-
ably chosen boundary conditions a second equa-
tion (6), the Backward Adjoint Equation, yields
unique values of λ(t),

C⋆ dλ

dt
− G⋆λ = −(

∂F

∂x
)⋆. (6)

The integrand of (5) has been reduced to an
impressive O(PN +FP ). When solving (6), each
time integration requires W + O(FN2) opera-
tions.

The remaining burden is the W = O(Nα) (
1 ≤ α ≤ 3 ) work needed for the LU-decompositions
when integrating backward in time.

3.3 Backward Reduced Adjoint Method

We have noticed that (6) has the same form as the
original circuit system (2), which suggests that
both the forward and backward steps of section
3.2 could share important basic characteristics.
We have carried out a more thorough analysis
since our initial findings in [3], and these will be
described in this presentation.

Proper Orthogonal Decomposition

The Proper Orthogonal Decomposition (POD) is
a method that is popular for forming a descrip-
tion and obtaining the basis U of a system by
collecting its output behaviour X ∈ Rn,m,

X = UΣVT (7)

1

N
XXT =

1

N
UΣVTVΣUT =

1

N
UΣ2UT (8)

Backward Reduction Step

The important step here is that we are able to
reuse the effort in the forward analysis to con-
struct projection matrices that can gives a re-
duced W = O(Nα

k ) (mentioned in section 3.2)
where k is the number of dominant eigenvalues
required for a satisfactory approximation.

This immediately gives rise to an attractive
BRAM method, we will give a more vigourous
explanation of the BRAM method in our paper.

Other Considerations

We will pay extra attention to the following points.

• We have noticed that if we replace a compo-
nent with an ever increasing equivalent series
of components and then interpolate the states
an eigenvalue stretch phenomenon is observed.

• The use of the projection matrix P, itself de-
pendant (and sensitive) on circuit parameters,
reveals an extra term in the state sensitiv-
ity expression when projecting back in to the
original space, as shown in (9). Here x̃ is the
approximated state.

∂x

∂p
(t,p) ≈ ∂P(p)

∂p
· x̃(t,p) + P(p) · ∂x̃

∂p
(t,p)(9)
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Summary. We suggest a simple and efficient method
based on the Gerschgorin eigenvalue inclusion theo-
rem to compute a Reduced Order Model (ROM) to
lower greatly the order of a state space system. This
method is especially efficient in multi time scaled sys-
tems but it also works in other cases under some as-
sumptions.

1 Introduction

The computational cost of the simulation of to-
day’s technological equipment can be very high.
Hence the model order reduction methods have
very wide application areas especially in sub-
micron electronic device and microelectronic me-
chanical system (MEMS) modeling and simula-
tion [1]. In general, a single input single output
(SISO) system can be defined with the state equa-
tions in the standard form as below.

ẋ = Ax + bu

y = cTx + du (1)

where A ∈ Rnxn, b, c ∈ Rn and d is a scalar.
Here, the dimension of the state space n is very
large and the model order reduction techniques
are employed to build an mth order system where
m ≪ n. The reduced system can be given as be-
low,

ẋ = Âx + b̂u

y = ĉTx + du (2)

where Â ∈ Rmxm, b̂, ĉ ∈ Rm and d is a scalar [2].
Using the dominant eigenmodes is one of the best
ways to build a reduced state space but it is
not computationally feasible due to huge cost to
compute all eigenmodes of the system at hand.
Therefore, computing only the dominant poles of
a transfer matrix can also be an effective way
for computing the reduced system matrices [3].
In this study we suggest a new method based on
the eigenvalue inclusion theorems such as that of
Gerschgorin’s. Gerschgorin discs are very useful
and there are computationally efficient methods
to determine the area of possible eigenvalue loca-
tions of a given matrix.

First a possible eigenvalue location and the
number of eigenvalues are determined using one of
these theorems. Then, the random complex num-
bers laid in Gerschgorin discs can be used instead
of the original eigenvalues of A. These random
eigenvalue estimates can be used to build a pro-
jection matrix to reduce the order of the system
at hand with a reasonable frequency domain er-
ror. The approximate eigenvectors of the matrix
A form the transformation matrix.

Gerschgorin discs are also used in conjunction
with Singular Perturbation Approximation for re-
ducing a system order [4]. This method requires
that the system matrix A lend itself to partition-
ing so that it can be partitioned into two subsys-
tems called fast and slow subsystems. They can
be separated by their proximity to the origin of
eigenvalues. To identify and separate these sub-
systems Gerschgorin theorem can be applied.

2 Method and Algorithm

Singular perturbation analysis based methods give
very rapid and accurate results for small and
multi-time scaled systems. But if system size
gets larger, computational cost of the matrix in-
verses becomes infeasible. Therefore, more effi-
cient strategies have to be developed. A given
system’s characteristic is determined by its eigen-
value. If we are interested in a reduced order
model of a stytem at hand it is natural to select a
group of dominant eigenvalues and construct the
reduced model using those eigenvalues. On the
other hand, computing a set of dominant eigenval-
ues of a matrix itself is a computationaly expen-
sive work. Thus, we choose to find approximation
to the dominant eingevalues. In order to have a
good approximation to the eigenvalues of interest
we use the Gerchgorin disks since all eigenvalues
lie within the union of those disks. After select-
ing a group of approximate eigenvalues randomly
within the union of the disks the transform ma-
trices have to be computed to round all system
triple into a reduced order.

If an approximate eigenvalue set is estimated
with the Gerschgorin or Brauer theorem then the

115



approximate eigenvectors associated with these
approximate eigenvalues can also be estimated.
With this estimated set of eigenvectors we can
build a transformation matrix to convert whole
system to a reduced order system.

The last part of the work is estimating the
eigenvectors corresponding to approximate eigen-
values. These eigenvectors have to be orthonor-
malized after estimation. The orthonormalized
eigenvectors form a transformation matrix that
is used to reduce the system order.

Ar = V TAV

br = V Tb

cTr = cTV (3)

3 Numerical Examples

A fifth order random system is selected to make
a comparison between suggested method and sin-
gular perturbation approximation. Using the Ger-
schgorin theorem, one can says that there are
3 separate eigenvalues very close to the origin.
Then (A,b, c) triple have to be reorganized due
to eigenvalues and the associated rows. Then non-
intersecting sets of Gerschgorin circles has to be
employed to divide matrices in blocks. In this case
we have three non-intersecting sets but we only
consider to smallest set. Therefore the other two
sets can be written as one set. We can separate
system triple (A,B,C) into blocks to apply singu-
lar perturbation approximation.

The original and the reduced systems fre-
quency responses are given in Fig. 1 and 2.
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Fig. 1. Frequency plots of the original and reduced
systems with singular perturbation approximation.

4 Conclusions and Future Work

In this study, dominant poles of the linear state
space system are estimated using the Gerschgorin
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Fig. 2. Bode diagrams of reduced and full system
with suggested new method.

theorem. This estimation is then used for pro-
ducing the associated approximate eigenvectors.
Then orthonormalized set of these approximate
eigenvectors are used as a projection matrix to
reduce the system order. The method gives very
accurate results especially for multi-time systems
-meaning that when the eigenvalues of matrix A
grouped in separate Gerschgorin discs. In these
type of systems singular perturbation approxi-
mations also can be very successful. However, if
whole eigenvalues of system lied in same location
of the complex plane and Gerschgorin discs are
nested, singular perturbation approximation does
not work. The suggested method works well for
both cases, but for the second case one has to run
the algorithm several times for a satisfactory re-
sult. Therefore, more sophisticated eigenvalue in-
clusion theorems have to be employed for the sec-
ond case. Future work is focused on using Brauer
theorem and Gleyse method in algorithm to pro-
duce more accurate results.

References

1. Meijs, N.P. , Smedes, T., Accurate Interconnect
Modeling: Towards Multi-million Transistor Chips
As Microwave Circuits. Int. Conf. On CAD, Proc.
of ICCAD’96 p. 244-251, 1996.

2. Tan, S. X. D, He, L., Advanced Model Order Re-
duction Techniques in VLSI Design, Cambridge
University Press, Cambridge, 2007.

3. Rommes, J.: Methods for Eigenvalue Problems
with Applications in Model Order Reduction,
Ph.D. Thesis, Univ. of Utrecht, 2007.

4. Ansary, A., De Abreu-Garca, J.A.: A Simple Al-
gorithm for Time Scale Separation, Proceedings
of the 15th International Conference on Indus-
trial Electronics, Control, and Instrumentation
(IECON’89), Vol. 2, p. 445, Philadelphia, PA,
November 6-10, 1989.

116



SCEE 2008, Espoo, Finland, Sept. 28 – Oct. 3, 2008 P 2.15

Hierarchical Model-Order Reduction Flow

Mikko Honkala1, Pekka Miettinen1, Janne Roos1, and Carsten Neff2

1 Helsinki University of Technology, Department of Radio Science and Engineering, P.O.Box 3000, FI-02015
TKK, Finland {mikko,pekka,janne}@ct.tkk.fi

2 NEC Laboratories Europe, IT Research Division, NEC Europe Ltd., Rathausallee 10, D-53757 St.
Augustin, Germany neff@ccrl-nece.de

Summary. In this abstract, a Hierarchical Model-
Order Reduction (HMOR) flow is proposed, where
the linear parts of a circuit are hierarchically divided
into independently reducable subcircuits. The impact
of the hierarchical structure and circuit partitioning
to three MOR methods are discussed, and some sim-
ulation results are presented.

1 Introduction

In this abstract the Hierarchical Model-Order Re-
duction (HMOR) of very large linear blocks of
nonlinear circuits is considered. The HMOR hier-
archically divides the circuit into subcircuits that
can be independently reduced and then put to-
gether. The benefits of the HMOR are:

1. Very large circuits can be simulated in limited
computer resources.

2. Circuit partitioning makes possible to apply
parallel processing in a natural way.

3. The computational cost can be minimized by
analyzing the repetitive structures only once.

4. The most suitable MOR method can be cho-
sen for each subcircuit independently.

In the litterature, HMOR is considered previ-
ously, e.g., in Ref. [1].

2 Hierarchical MOR flow

Here, a hierarchical netlist-in–netlist-out MOR
flow is presented. The flow utilizes hMETIS [2]
partitioning algorithms for circuit partitioning
and uses the MOR methods in a hierarchical man-
ner. The MOR methods considered are PRIMA
[3], (modified) Liao–Dai [4], and TICER [5].

The HMOR flow proposed is presented briefly
in the following.

1. Netlist parsing: extract the graph presenta-
tions of all the RLC circuits from the ‘messy’
(hierarchical) nonlinear SPICE netlist.

2. Circuit partitioning:
a) separate disconnected parts.

b) divide each RLC graph (using hMETIS)
into appropriate subcircuit graphs and
map the graphs back into circuit netlists.

3. Matrix construction: build, for each subcir-
cuit, G, C, and B, the conductance, capac-
itance, and selector matrix of the MNA for-
mulation, respectively.

4. Model-order reduction: use an appropriate MOR
method for each subcircuit: PRIMA for RLC
blocks, and Liao–Dai or TICER for RC blocks.

5. Macromodel realization: synthesize each re-
duced subcircuit using resistors, capacitors,
and, if needed, Voltage-Controlled Current
Sources (VCCSes).

6. Netlist reconstruction: include each macro-
model in the proper position in the final
netlist to achieve the original hierarchical struc-
ture.

3 Hierarchy and circuit partitioning

Consider a netlist consisting of linear and nonlin-
ear components defined in hierarchical subcircuits
(see Fig. 1). The netlist has, in addition to the
main-level circuit (treated as a subcircuit equal
to other subcircuits in the following), three dif-
ferent types of subcircuits. Each subcircuit may
have nonlinear components (MOSFETs, diodes,
etc.) and/or linear RLC components.

The subcircuit may have several disconnected
RLC parts, and the same subcircuit can be placed
several times in different levels of hierarchy.

S u b c i r c u i t  1

S u b c i r c u i t  2

S u b c i r c u i t  5

D i s c o n n e c t e d
p a r t  1

M a i n  c i r c u i t

D i s c o n n e c t e d
p a r t  2

S u b c i r c u i t  3

S u b c i r c u i t  4 S u b c i r c u i t  4

Fig. 1. The hierarchical structure of a circuit.
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If the netlist is processed hierarchically, each
subcircuit needs to be analysed only once, com-
pared to a typical approach, where the whole
netlist is first flattened with all the hierarchical
structures written out for each reference. For ex-
ample, Subcircuit 4 in Fig. 1 needs to be analyzed
only once.

The subcircuit may contain disconnected RLC
parts (e.g., see Subcircuit 5 in Fig. 1). If they are
not separated into different subcircuits, numerical
problems may arise. Even if no problems would
occur, the disconnection is, in any case, a natural
location for further partitioning.

Some MOR methods are based on partition-
ing, like Liao–Dai that employs low-order macro-
models. For methods for which the partitioning
is not an essential part of the algorithm (e.g.,
PRIMA) it is not clear whether further partition-
ing improves the performance. However, the par-
titioning is useful for large subcircuits in order to
be able to reduce them at all with limited com-
puter resources.

The goal of the circuit partitioning regarding
MOR is to obtain such subcircuits that have a
large number of internal nodes compared to ex-
ternal port nodes. Partitionings fulfilling this cri-
terion are best suitable for MOR, since the be-
haviour of internal nodes are not interest and they
may be reduced.

4 MOR methods

The three methods in the HMOR flow are chosen
for their different approaches to MOR.

The well-known RLC MOR method PRIMA
[3] employs congruence transformations to project
a large system of equations onto a smaller sub-
space, so that passivity is preserved during re-
duction.

The Liao–Dai method [4] divides the circuit
into smaller subcircuits, computes the first two
moments of y-parameters of each subcircuit, and
realizes the y-parameters by matching moments
of RC macromodels.

TICER [5] is a nodal-elimination-based RC
MOR method.

5 Simulation example

The HMOR flow has been implemented using C
and MATLAB.

The Liao–Dai algorithm is tested with a large
RC netlist. The results with several partitions are
presented in Table 1, where Np, n, R, C, Etr, Ttr,
and ttr are the average partition size, number of

nodes, number of resistances, number of capaci-
tances, error of transient analysis, CPU time of
transient analysis, and normalized CPU time of
transient analysis, respectively.

Table 1. Liao–Dai results for RC circuit with several
partitions.

Np n R C Etr/% Ttr/s ttr
orig. 1537 10432 197 - 4.04 1.00

106 556 8515 573 0.009 5.77 1.43
53 237 3261 255 0.009 1.35 0.33
26 81 543 95 0.008 0.37 0.09
13 34 137 54 0.008 0.27 0.07
7 27 109 47 0.008 0.26 0.06
2 17 62 35 0.008 0.24 0.06
1 15 44 29 0.010 0.24 0.06

As can be seen from Table 1, the partition-
ing plays the key role in controlling the size and
accuracy of the reduced circuit.

6 Conclusions

The hierarchical MOR flow was presented. It was
shown how to reduce very large circuits using hi-
erarchical circuit division. Without division the
circuit may be so large that it is impossible to
manage the computational cost.

In the planned full paper, the MOR methods
will be presented in detail and their suitability on
HMOR will be discussed. More simulation results
will be presented.
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Summary. This abstract proposes a netlist-in–netlist-
out-type Model-Order Reduction (MOR) method suit-
able for the reduction of very large RL circuit blocks.
The method relies on partitioning the circuit into sub-
circuits that can be approximated efficiently with low-
order macromodels. The efficiency of the method is
demonstrated with realistic simulations.

1 Introduction

Although the study of linear MOR with inter-
connect circuits has been centered mainly on RC
and RLC circuits, some pure RL MOR algorithms
have also been presented, e.g., in Refs. [1] and [2].
The demand for RL MOR arises in certain situa-
tions, such as when modeling a conductor’s skin
effect with lumped elements or when operating
at high frequencies, where the capacitances play
a minor part.

Furthermore, one important motivation for
the RL MOR presented in this abstract is the
possibility to use it (linked with circuit partition-
ing) on a single RL block appearing inside a much
larger RLC circuit. In this case, the RL MOR
method is used as one of the many specialized
methods in a complete MOR tool.

The basic idea behind the proposed RL MOR
method is to partition the circuit into smaller sub-
circuits, which may then be approximated with
relatively simple low-order macromodels, and fi-
nally, combined back together. The concept of
low-order macromodels via partitioning was first
presented in Ref. [3] for RC circuits. This was
further studied and refined in Ref. [4] with sup-
port for RLC circuits by using also PRIMA [5]
for the partitioned subcircuits. However, simula-
tions with the original PRIMA algorithm resulted
often with numerical stability issues.

In this abstract, a stable RL MOR method
for the special case of RL circuits is proposed, in-
spired by the original RC MOR method in Ref.
[3]. The proposed RL-in–RL-out MOR method
may be conceptually divided into three steps:
circuit partitioning (Sect. 2), calculation of y-
parameter moments (Sect. 3), and macromodel
synthesis (Sect. 4).

2 Circuit partitioning

Since the RL MOR method is based on approx-
imating interconnects between port nodes with
low-order macromodels, it is necessary to perform
a partition on the large RL(C) circuit prior to
macromodel synthesis. The quality of the subcir-
cuits is essential; if the subcircuits are too com-
plex, the low-order macromodel used later is not
accurate enough to model the partition, while if
the subcircuit is too simple, the magnitude of the
reduction is small and the MOR is of little use.

METIS is an algorithm package for parti-
tioning large irregular graphs, partitioning large
meshes, and computing fill-reducing orderings of
sparse matrices. The use of METIS and hMETIS
algorithms especially in circuit partitioning was
studied in Ref. [4], where it was noted that they
both produced excellent partitionings of equal
size. In this abstract, we consider the hMETIS
algorithm as a partitioning method in the com-
plete MOR flow [4].

3 Calculation of y-parameter
moments

Once the RL(C) circuit is partitioned into RL
subcircuits, the y-parameters are needed to ob-
tain the corresponding macromodel. The Laplace-
domain circuit equations for an RL circuit can be
expressed as

{
(G + 1

sΓ)x(s) = Bu(s)

i(s) = LTx(s),
(1)

where x denotes the nodal voltages and port cur-
rents, u denotes the port voltages, and i denotes
the port currents. Here, B = L is a selector ma-
trix consisting of ones, minus ones, and zeroes,

G =

[
G11 Mu

−MT
u 0

]
Γ =

[
Γ11 0
0 0

]
. (2)

Matrices G11 and Γ11 contain the conductance
and inductance element stamps, and Mu con-
sist of the stamps for the port-voltage sources.
Solving now for the port currents and defining
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A ≡ −G−1Γ and R ≡ −G−1B results in the
following y-parameter matrix:

Y(s) = LT(I− 1

s
A)−1R, (3)

Finally, the term (I − 1
sA)−1 can be expanded

into a Neumann series to obtain

Y(s) = M0 + M1
1

s
+ M2

1

s2
+ · · · . (4)

The block moments of Y can be calculated us-
ing the relation Mi = LTAiR. Note that the
dimension (N -by-N) of the block moments Mi

is the same as the number (N) of ports in the
(sub)circuit.

4 Macromodel synthesis

For an N -port, the admittance between the ith
port and ground is given by the sum of the ith row
(or column) of its Y-matrix, Y(s). The admit-
tance connecting port-i and port-j is −yij . Thus,
the circuit synthesis problem amounts to synthe-
sizing admittances between pairs of ports and be-
tween a port and ground with lumped R and L
elements. Once M0 and M1 have been calculated,
each element of Y(s) can be approximated as

yij ≈ mij
0 +mij

1 s. (5)

Using a direct synthetization, the first two mo-
ments are realized with parallel R and L elements.
For off-diagonal elements yij(i 6= j),

Rij = − 1

mij
0

and Lij = − 1

mij
1

. (6)

For diagonal elements yii,

Rii =
1

mi0
0

and Lii =
1

mi0
1

. (7)

5 Simulation results

The RL MOR algorithm was verified and sim-
ulated with several interconnect RL circuits, of
which two representative cases are shown in Ta-
ble 1. Here, n, R, L, cp, Etr and Ttr mean the
number of nodes, resistances, inductances, ele-
ment reduction ratio, relative transient analysis
error, and transient analysis CPU time, respec-
tively. From the table it can be seen that the al-
gorithm achieves excellent reduction of CPU time
with only a minimal error. Figure 1 shows the
comparison of transient simulations with the orig-
inal and reduced circuit c2. In the planned full
paper, the RL MOR method is presented in more
detail, and more types of different RL circuits are
simulated, along with a comparison to other MOR
methods.

Table 1. Simulation results

circuit n R L cp/% Etr/% Ttr/s

orig. c1 2000 2000 2000 - - 3.25
reduc. c1 63 34 41 97.6 0.198 0.10

orig. c2 10000 10000 10000 - - 123
reduc.c2 154 99 102 99.0 0.354 0.16

Fig. 1. Transient simulation of original and reduced
circuit c2 (the curves are nearly indistinguishable).

6 Conclusions

In this abstract, a new RL MOR method capable
of efficient reduction of very large RL circuits was
proposed. Using partitioning to generate smaller
subcircuits, a method of calculating the block mo-
ments of the y-parameters was described and a
macromodel realization for the first two moments
derived. Finally, simulation results showing excel-
lent reduction were presented.
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Summary. Refined models for MOS-devices and in-
creasing complexity of circuit designs create the need
for Model Order Reduction (MOR) techniques that
are capable of treating nonlinear problems. In time-
domain simulation the Trajectory PieceWise Linear
(TPWL) approach is promising as it is designed to
use MOR methodologies for linear problems as the
core of the reduction process. We compare different
linear approaches with respect to their performance
when used as kernels for TPWL.

1 Introduction

The tendency to analyze and design systems of
ever increasing complexity is becoming more and
more a dominating factor in progress of chip de-
sign. Along with this tendency, the complexity
of the mathematical models increases both in
structure and dimension. Complex models are
more difficult to analyze, and due to this it is
also more difficult to develop control algorithms.
Therefore Model Order Reduction is of utmost
importance. For linear systems, quite a num-
ber of approaches are well-established and have
proved to be very useful. However, accurate mod-
els for MOS-devices introduce highly nonlinear
equations. And, as the packing density in circuit
design is growing, very large nonlinear systems
arise. Hence, there is a growing request for re-
duced order modeling of nonlinear problems. In
transient analysis the Trajectory PieceWise Lin-
ear approach [5] is a promising technique as it
makes use of linear MOR methods. A brief intro-
duction to TPWL is given below.

Analysing the TPWL approach, we are inter-
ested in how different linear MOR techniques per-
form when used as a linear kernel, how robust the
reduced model are and how they behave when
combined to more complex systems.

2 MOR for linear problems

A continuous time-invariant (lumped) multi-input
multi-output linear dynamical system is of the
form:

{
C dx(t)

dt = −Gx(t) +Bu(t)
y(t) = Lx(t) +Du(t), x(0) = x0,

(1)

where x(t) ∈ Rn is the inner state; u(t) ∈ Rm

is the input, y(t) ∈ Rp is the output. The di-
mension n of the state vector is called the order
of the system. C, G, B, L and D are the state
space matrices. The dimension n of the system
is of the order of elements contained in the cir-
cuit. As VLSI systems exhibit a large density of
elements, n≫ max(m, p) is usually very large.

Basically, MOR techniques aim to derive a
system:

{
C̃ dx̃(t)

dt = −G̃x̃(t) + B̃u(t), x̃(t) ∈ Rq

y(t) = L̃x̃(t) + D̃u(t), x̃(0) = x̃0
(2)

of order q with q ≪ n that can then replace the
original high-order system (1) in a sense, that the
input-output behaviour, described by the transfer
function in the frequency domain, of both systems
is similar.

The reduction can be carried out by means
of different techniques. Aiming at a combination
with TPWL we concentrate on projection based
approaches, namely SPRIM [2], PRIMA [3], and
PMTBR [4]. The first two rely on Krylov sub-
space methods, which provide numerically robust
algorithms for generating approximations to the
transfer function of the full system (1) that match
a certain number of its moments. Owing to their
robustness and low computational cost, Krylov
subspace algorithms proved suitable for reduction
of large-scale systems, and gained considerable
popularity, especially in electrical engineering.

PRIMA combines the moment matching ap-
proach with projection to arrive at a reduced sys-
tem of type (2). Its main features is that it pro-
duces provably passive order reduced models.

SPRIM which can preserve reciprocity or the
block structure of the circuit matrices, inherent
to RLC circuits is also studied. SPRIM gener-
ates provably passive and reciprocal macromod-
els of multiport RLC circuits. The SPRIM models
match twice as many moments as the correspond-
ing PRIMA models obtained with same amount
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of computational work, also SPRIM is less restric-
tive to C & G in system (1), see [1].

PMTBR is a projection MOR technique that
exploits the direct relation between the multi-
point rational projection framework and the Trun-
cated Balanced Realization (TBR). This approach
can take advantage of some a priori knowledge of
the system properties, and it is based in a statis-
tical interpretation of the system Gramians.

Example 1. [6] We consider the RLC ladder net-
work shown in Fig. 1. The MNA modeling leeds
to odd n. We take n = 401 and arrange R1 = 1

2 ,
R2 = 1

5 and all inductors and capacitors have unit
value.

L(n−1)/2 L1

C1C2C(n+1)/2 R1

R2
y

u

Fig. 1. RLC Circuit of order n.

The original transfer function is reduced by
three linear techniques (PRIMA, SPRIM and
PMTBR) from order 401 to order 37. Figure 2
presents the most dominant error parts for these
methods.
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Fig. 2. Corresponding error plot.

3 MOR for nonlinear systems –
TPWL

An electrical circuit that contains nonlinear ele-
ments, like MOS-transistors, can be described by
a nonlinear differential-algebraic equation (DAE)
of the form

d

dt
[q(x(t))] + (x(t)) +Bu(t) = 0 (3)

with q,  : Rn → Rn, u : R → Rm, B ∈ Rn×m.
Again, one is interested in replacing (3) by a sys-
tem of much smaller dimension. At present, how-
ever, only linear MOR techniques are well-enough
developed.

TPWL [5, 7], the trajectory piecewise linear
approach, allows MOR techniques developed for
the linear problem (1) to be applied to nonlinear
system (3). This is done by linearizing (3) sev-
eral times along a trajectory, reducing the linear
local ersatz systems and recomposing these mod-
els again. The latter step is done by means of a
weighted sum, i.e. a linear combination of all the
submodels available. To represent the nonlinear
characteristics by a series of linear models, typical
input signals u(t) are applied, giving typical tra-
jectories which are then used in the described pro-
cedure. Hence, TPWL leads to an order-reduced
model that is trained to replace the full nonlinear
systems for a certain class of input signals.

We compare the behaviour of TPWL, when
PRIMA, SPRIM and PMTBR are used as reduc-
tion kernel. Furthermore, we study the sensitivity
of the reduced models w.r.t. different inputs. We
apply the TPWL to a chain of nonlinear invert-
ers. Observations made lead to considerations on
improvements of the weighting, i.e. the process of
recombining the local reduced linear models.

Acknowledgement. The work presented is supported
by the Marie Curie RTN and ToK projects COMSON
and O-MOORE-NICE!, respectively.
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Summary. The paper addresses the dynamical prop-
erties of large-scale perturbed nonlinear systems of
the Hopfield type with feedback. In particular, it fo-
cuses on the hyperstability of the equilibria of the sys-
tem. It proceeds to examine the effect of the empir-
ical balanced truncation model reduction technique
on the hyperstability properties. The results are il-
lustrated using a numerical test case.

1. Introduction/Motivation

Neural networks have attracted the attention of
the scientific community for several decades [2,7]
and of these, one of the most important nonlinear
neural networks is the Hopfield model [5,6] which
was introduced by J. J. Hopfield in the 1980s. It
has been extensively studied (see, e.g., [8] and the
references therein) and has found many impor-
tant applications in diverse areas such as pattern
recognition, associative memory and combinato-
rial optimisation.

The study of the stability of the equilibrium
points is an important area which has been the fo-
cus of study over the past number of years. One of
the reasons for its importance is that if an equi-
librium of a Hopfield neural network is globally
asymptotically stable, then the domain of attrac-
tion of this point is the entire state space [8].

A special subclass of the Hopfield neural net-
works are Hopfield networks models with feed-
back. In this case, an additional functional de-
pendence is imposed between the inputs and the
corresponding outputs. This is related to the pas-
sivity property of the considered system [9].

In most of the applications involving neural
networks, the model equations form a large-scale
system (see e.g. [8] and the references therein).
For example, there are approximately 1012 neu-
rons in the human brain [2]. As a rule, this leads
to costly and inefficient computations. Therefore,
model reduction is of paramount importance. The
reduced model must mirror the properties of the
original system if it is to be of practical utility.

In the present article, the effect of model re-
duction on the hyper/stability properties of the

nonlinear Hopfield model with feedback is is stud-
ied.

2. Perturbed Hopfield model with feedback

Consider the following system of non-linear ODE’s
(known as Hopfield models [5, 6]) in the form:

ẋi = −bixi +

N∑

j=1

AijGj(xj) + Ui(t), (1)

where i = 1, . . . , n, bi’s are constants, Aij form a
constant matrix and the external inputs Ui(t) are
functions of the time variable t. The functions Gj
are, in general, nonlinear with respect to the state
variables xj , j = 1, . . . N (here N is the number
of the neurons in the network). The second term
in (1) gives the interconnection between the neu-
rons.

The corresponding perturbed version of the
Hopfield model (1) takes the form

ẋi = −b̃ixi +

N∑

j=1

ÃijG̃j(xj) + Ui(t), (2)

where b̃i = bi + ∆bi, Ãij = Aij + ∆Aij (note,
that ∆Aij does not need to be a symmetric) and

G̃j(uj) = Gj(uj) + ∆Gj(uj), 1 ≤ i ≤ n. Here
∆bi, ∆Aij and ∆Gj(uj) are considered as (small)
perturbations of the system (1).

Model order reduction (Empirical Balance trun-
cation) is applied to the model equations (1), and
the paper studies the qualitative behaviour of the
solutions of the reduced perturbed model. Spe-
cial attention is paid to the Popov hyper-stability
properties.

The feedback in the Hopfield model (1) is in-
troduced by defining a function F relating the in-
puts Ui(t) with the corresponding outputs yi(t):
Ui = F (yi) (see section 3 below).

123



3. Model Reduction

The Hopfield model corresponds to a nonlinear
system of the generic form:

ẋ(t) = f(t,x(t)) + B(t)u(t) (3)

y(t) = h(t,x(t))

where f : IRn → IRn and h : IRn → IRq are non-
linear functions, the vector u(t) ∈ IRn is the input
to the system (3), while the vector y(t) ∈ IRq is
regarded as an output. For the model equations
(1), we identify

f(t,x(t)) = −bixi +

n∑

j=1

AijGj(xj)

and the feedback is given by a nonlinear func-
tion F (y) relating the output y(t) of the system
(3) and its input u(t): u(t) = −F (y). The block-
scheme of such a model is depicted on fig. 1.

Fig. 1. A block-scheme of a nonlinear systems (3)
with feedback

The reduced model (via empirical balanced
truncation) that corresponds to (3) has the form:

ż(t) = ΠT f(t, T−1Π∗z(t)) +ΠTB(t)u(t)

y(t) = h(t, T−1Π∗z(t)) (4)

where T is the transformation matrix which casts
into a diagonal form both the empirical controlla-
bility and observability gramians, associated with
the nonlinear system (3), and Π is a Galerkin
projection [3].

4. Hyperstability of Neural Netwotks with
Feedback

The hyperstability property of dynamical systems
is a generalisation of Lyapunov stability. It gives
the most general conditions to be imposed on the
system in (3) in order to ensure that the solutions
are bounded.

For a completely controllable and completely
observable linear time-varying system, the series
of conditions that guarantee hyperstability are:
the Kalman-Yakubovich equation and the Popov
integral inequality [9].

For general nonlinear systems in the form
of (3) (as opposed to the linear time-varying
system), this paper will provide nonlinear ana-
logues of the Kalman-Yakubovich equation and
the Popov inequality through the corresponding
nonlinear controllability and nonlinear observ-
ability gramians [3].

5. Model Reduction and Hyperstability of
Neural Networks

Since most of the nonlinear neural networks with
feedback that are of interest are large-scale sys-
tems, it is important to determine whether model
order reduction for such systems will affect its hy-
perstability. In this paper, it is shown that empir-
ical balanced truncation preserves hyperstability.

Finally, these results are illustrated by a numeri-
cal example.
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Summary. We discuss time-domain discontinuous
Galerkin methods for the high-order accurate and ge-
ometrically flexible modeling of electromagnetic prob-
lems, touching also on extensions to frequency do-
main formulations. Using such techniques, we further
explore efficient probabilistic ways of dealing with un-
certainty and uncertainty quantification in electro-
magnetics applications. Whereas the discussion often
draws on scattering applications, the techniques are
applicable to general problems in CEM.

1 Introduction

As successful at the classic finite-difference time-
domain method has been for solving EM prob-
lems, its limitations are emerging as a bottleneck
in emerging applications. This is particularly the
case for problems characterized by being electri-
cally large scale, for problems where interactions
with complex geometries and/or materials are of
importance or for problems with a high dynamic
range in which case high accuracy is required.

To address these shortcomings, several alter-
natives have emerged during the last decade, most
notably finite-element time-domain methods and
hybrid finite-elememt, finite-difference methods.
While these offer geometric flexibility and even
high-order accuracy, they also result in implicit
computational methods for time-dependent meth-
ods. Yet another alternative is finite-volume meth-
ods which has the geometric flexibility and ex-
plicit nature but suffers from difficulties when
high-order accuracy is requested.

2 DG Methods for EM Problems

By combining the benefits of finite-element and
finite-volume methods, one recovers what has be-
come known as discontinuous Galerkin methods

(DG) [6] which has gained increasing interest dur-
ing the last decade as a suitable general model-
ing tool for EM problems, primarily in the time-
domain [3,4] but also for frequency domain prob-
lems [5].

We consider the time-domain Maxwell’s equa-
tions as a conservation law

Q
∂q

∂t
+ ∇ · F(q) = 0, (1)

where q is the state vector given by q = (E,H)
T

and the components of the tensor F are

Fi(q) =

(
−ei × H
ei × E

)
, (2)

where ei denotes the Cartesian unit vectors and
we have the material matrix Q. We assume that
the computational domain, Ω, is tessellated by
triangles in two spatial dimensions and tetrahe-
drons in three spatial dimensions. Given an ele-
ment D of the tessellation, the represent the local
solution qN restricted to D is given as

qN (x, t) =

N∑

i=1

q̃i(t)Li(x), (3)

where q̃i reflects nodal values, defined on the el-
ement. The function Li(x) signifies an pth order
Lagrange polynomial. The discrete solution, qN ,
of Maxwell’s equations is required to satisfy

∫

D

(
Q
∂qN
∂t

+ ∇ ·F(qN ) − SN

)
Li(x)dx(4)

=

∮

∂D

n̂ · [F(qN ) − F∗]Li(x)dx.

In (4), F∗ denotes a numerical flux, whose ex-
pression can be found in [4], and n̂ is an outward
pointing unit vector defined at the boundary ∂D
of the element D. Note that this is an entirely
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local formulation, and relaxing the continuity of
the elements decouples the elements, resulting in
a block-diagonal global mass matrix which can be
trivially inverted in preprocessing. The local na-
ture of the scheme allows for the use of an explicit
Runge-Kutta method for the time discretization.

As an application example, computed using
this approach, we show in Fig. 1 the scattered
field on a missile-like structure with a 1GHz inci-
dent field.

Fig. 1. 1Gz scattered field on missile computed using
a DG time-domain method.

3 Accounting for Uncertainty in
EM using DG

While computational methods have become in-
creasingly accurate, their reliance on exact data
(e.g. the geometry of the objects, the material
parameters, the sources terms, etc.) is becoming
a bottleneck in the modeling of complex prob-
lems. A standard way to deal with this lack
of knowledge or uncertainty, is to assume that
some of the parameters are random and compute
macroscopic quantities (e.g. means and variances)
through Monte-Carlo sampling with the advan-
tage of its simplicity. However, the rate of con-
vergence of Monte-Carlo is quite slow since it is
proportional to

√
M, where M is the number of

samples. Therefore, designing more efficient nu-
merical methods for the solution of stochastic par-
tial differential equations with random inputs or
random coefficients is meeting growing interest.

As an illustration of the versatility of the DG
approach, we shall discuss how ideas of probabilis-
tic modeling through Wiener Chaos expansions
can be combined to enable the accurate and effi-
cient modeling of large scale EM problems with
uncertainty [1, 2]. In Fig. 2 we illustrate this by

showing the bistatic radar cross section (RCS)
for a ka = π PEC sphere with a uniformly dis-
tributed 10% uncertain radius, clearly showing
the sensitivity of the radar signature. These re-
sults are obtained at a fraction of the cost asso-
ciated with a brute-force Monte Carlo approach.
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Fig. 2. Radar cross section and sensitivity for ka = π
sphere of uncertain radius.
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Summary. In this paper we explore the viability of
using nodal discontinuous Galerkin methods as imple-
mented in the software library Nudg++ [4] to com-
pute the space charge field of an electron or positron
bunch. We benchmark this method by comparing re-
sults from this scheme with solutions obtained from
other sources.

1 Introduction

Being known from the early 70’s [6] discontinu-
ous Galerkin finite element methods (DG-FEM)
have only recently become popular as a method
for the numerical solution of partial differential
equations arising in computational fluid dynam-
ics or computational electromagnetism.

Though being primarily developed with hy-
perbolic partial differential equations in mind,
with some small modifications DG-FEM can also
be used to solve elliptic PDEs.

The objective of this paper is to apply DG-
FEM to the calculation of space charge fields
of particle bunches. The efficient computation of
these fields is one of the primary focuses of beam
dynamics simulations as needed for the design of
future accelerator facilities like the XFEL [1] or
the ILC [2].

2 Using DG-FEM for the Solution
of Elliptic PDEs

Our aim is the estimation of the solution u(x) of
Poisson’s equation in the domain Ω ⊆ R3:

−∆u(x) = f(x), ∀x ∈ Ω. (1)

We use Dirichlet boundary conditions on ∂ΩD
and Neumann boundary conditions on ∂ΩN :

u(x) = gD(x), ∀x ∈ ∂ΩD, (2)

∂u(x)

∂n(x)
= gN(x), ∀x ∈ ∂ΩN . (3)

In the context of space charge calculations u(x)
denotes the potential and f(x) the source term
f(x) = ρ(x)/ε0 with the charge density ρ(x) and
the vacuum permittivity ε0.

Applying DG-FEM to Poisson’s Equation

When looking at the operator resulting from the
discretisation of Poisson’s equation (1) using DG-
FEM with a central flux we find that it has a non-
trivial kernel. This problem can be mitigated by
using an altered flux that penalizes discontinuities
at element boundaries as described in [3].

To numerically approximate the solution of
Poisson’s equation (1) we use the special class of
nodal discontinuous Galerkin methods provided
by the C++ library Nudg++ [4].

3 Numerical Investigations

We assess the viability of this approach to com-
pute the space charge field of charged particles by
computing the electric field of different test con-
figurations. Further we compare these solutions
with results derived from analytic considerations
and from computations with other methods [5].
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Summary. We derive and analyze new boundary el-
ement (BE) based finite element discretizations of
potential-type, Helmholtz and Maxwell equations on
arbitrary polygonal and polyhedral meshes. The start-
ing point of this discretization technique is the sym-
metric BE Domain Decomposition Method (DDM),
where the subdomains are the finite elements. This
can be interpreted as a local Trefftz method that
uses PDE-harmonic basis functions. This discretiza-
tion technique leads to large-scale sparse linear sys-
tems of algebraic equations which can efficiently be
solved by Algebraic Multigrid preconditioned conju-
gate gradient methods in the case of the potential
equation and by Krylov subspace iterative methods
in general.

1 Introduction

We introduce new finite element methods based
on the symmetric boundary element domain de-
composition method presented in [3], which can
be applied with general polygonal or polyhedral
meshes. Each element of the mesh may be any
polygon or polyhedron, as we treat the elements
as subdomains. There are many important prac-
tical applications where one wants to discretize
PDEs on such kinds of meshes without further de-
composition of the polyhedra. Boundary integral
operators are utilized to obtain a method which
solves for traces of the solution on the element
surfaces, from which the solution may be obtained
via a representation formula. Simple, low-order
boundary element spaces are used to approximate
traces on the element surfaces, yielding a finite
element method with PDE-harmonic basis func-
tions.

Since boundary integral operators are used
only locally, piecewise constant coefficients are
admissible, and the coupling of boundary element
functions is local. Consequently, sparse linear sys-
tems are obtained, which can be solved by Krylov
iterative methods. In the case of the potential
equation, the resulting system is symmetric and
positive definite, and algebraic multigrid is a very
effective preconditioner in the conjugate gradient
solver.

2 The Potential Equation

Let Ω ⊂ Rd be a bounded domain with a polyg-
onal (d = 2) or polyhedral (d = 3) Lipschitz
boundary Γ = ∂Ω. As a model problem, we con-
sider the potential equation

−div(a(x)∇u(x)) = f(x) for x ∈ Ω (1)

with the Dirichlet boundary condition u = g on
Γ . We assume that the coefficient a is piecewise
constant, f ∈ L2(Ω), and g ∈ H1/2(Γ ). Fur-
ther, we suppose that there is a non–overlapping
decomposition of our domain Ω into eh shape-
regular polygonal elements Ωi such that Ω =
∪eh
i=1Ωi, Ωi ∩ Ωj = ∅ for i 6= j, Γi = ∂Ωi,

Γ ij = Γ i ∩ Γ j and a(x) = ai > 0 for x ∈ Ωi,
i = 1, . . . , eh. Under the assumptions made above,
there obviously exists a unique weak solution
u ∈ H1(Ω) of the BVP (1).

Using the local Dirichlet-to-Neumann map

ai∂u/∂νi = aiSiu|Γi
−Nif on Γi, (2)

we observe that the variational formulation of (1)
is equivalent to the associated variational formu-
lation on the skeleton ΓS = ∪eh

i=1Γi (see, e.g., [4]):
find u ∈ H1/2(ΓS) with u = g on Γ such that

eh∑

i=1

∫

Γi

ai(Siui) vidsx =

eh∑

i=1

∫

Γi

(Nif)vidsx (3)

for all v ∈ H
1/2
0 (ΓS), where ui and vi denote

the traces of u and v on Γi, respectively. The
Steklov–Poincaré operator Si and the Newton po-
tential operator Ni have different representations
(see again [4]). Here we are using the symmetric
representation

Si = Di + (0.5I +K ′
i)V

−1
i (0.5I +Ki) (4)

of the local Steklov–Poincaré operator Si via the
local single layer potential integral operator Vi,
the local double layer potential operator Ki, its
adjoint K ′

i, and the local hypersingular boundary
integral operatorDi, see, e.g., [5] for the definition
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and properties of these boundary integral opera-
tors. The operator Ni = V −1

i Ñi,0 is defined by
the Newton potential operator

(Ñi,0f)(x) =

∫

Ωi

U∗(x − y)f(y)dy, x ∈ Γi, (5)

where U∗(x) = 1/(4π|x|) denotes the fundamen-
tal solution of the Laplace operator −∆ for d = 3.

For simplicity we use continuous piecewise lin-
ear boundary element functions for approximat-
ing the potential u on the skeleton ΓS and piece-
wise constant boundary element functions for ap-
proximating the normal derivatives ti = ∂u/∂νi
on the boundary Γi of the polygonal element Ωi.
This yields the element stiffness matrices Si,h =

aiDi,h+ai
(
0.5 I⊤i,h+K⊤

i,h

)(
Vi,h

)−1(
0.5 Ii,h+Ki,h

)

and the element vectors fi,h = I⊤i,h
(
Vi,h

)−1
fNi,h,

where the matrices Vi,h, Ki,h, Di,h and Ii,h arise
from the BE Galerkin approximation to the local
boundary integral operators Vi, Ki, Di, and to
the identity operator Ii living on Γi, respectively.
Ii,h is nothing but the mass matrix. The vector
fNi,h is defined by the Newton potential identity

(fNi,h, ti,h) =

∫

Γi

∫

Ωi

U∗(x−y)f(y)dy th,i(x)dsx (6)

for all vectors ti,h corresponding to the piecewise
constant functions th,i on Γi. Now, we obtain the
BE-based FE system

Shuh = fh (7)

by assembling the stiffness matrix Sh and the load
vector fh from the element stiffness matrices Si,h
and the element load vectors fi,h, respectively,
and by incorporating the Dirichlet boundary con-
dition as usual.

The solution of (7) provides an approximation
to the Dirichlet trace of the solution to (1) on the
boundary ∂Ωi of all elements Ωi, i = 1, . . . , eh.
Applying the Dirichlet-to-Neumann map locally
(i.e. element-wise), we may obtain an approxi-
mate solution ũhto u in each element Ωi via the
representation formula (see, e.g., [4] or [5]).

Following [3] we immediately obtain the dis-
cretization error estimate O(h3/2) in the mesh-
dependent norm ‖v‖2

h :=
∑eh

i=1 ‖v|Γi‖2
H1/2(Γi)

for

a sufficiently (piecewise) smooth solution u, where
uh is the continuous piecewise linear function on
the skeleton ΓS,h corresponding to the Dirichlet
nodal values and to the nodal values from the so-
lution vector uh of (7). This yields the usual O(h)
estimate of the discretization error u− ũh in the
H1(Ω)-norm.

We refer the reader to [2] for more detailed
description and for the results of our numerical
experiments.

3 Generalization to the Helmholtz
and Maxwell Eqautions

Consider the interior Dirichlet boundary value
problem for the Helmholtz equation

−∆u(x) − κ2u(x) = f for x ∈ Ω, (8)

with u = g on Γ . We assume that the wavenum-
ber κ > 0 is constant, or piecewise constant and
not an interior eigenvalue, and g ∈ H1/2(Γ ).

The BE-based FE method for the Helmholtz
equation is formally identical to the method pre-
sented in the previous section for the potential
equation (with a = 1). One only needs to use
different operators Di, Ki, and Vi based on the
fundamental solution U∗(x) = eiκ|x|/(4π|x|) for
the Helmholtz operator, see, e.g., [5].

We also study a similar method for the time-
harmonic Maxwell equation

curl curl u− κ2u = 0 in Ω, (9)

with the Dirichlet boundary condition γtu :=
u×n = g on Γ , where n is the outward unit nor-
mal vector. The BE-based FE method for (9) in-
volves quite technical trace spaces and boundary
integral operators. For details and results, see [1].
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Summary. We explain the reduced basis (RB) method
applied to electromagnetic field computations with
the finite element method. Rigorous numerical sim-
ulations for practical applications often become very
time consuming. The RB method allows to split up
the solution process off an e.g. geometrically param-
eterized problem into an expensive offline and a fast
online part. For an actual simulation only the fast on-
line part is evoked. We apply the RB method to the
simulation of a parameterized phase shift mask.

1 Introduction

The finite element method (FEM) has been suc-
cessfully applied to a large number of nano-optical
problem classes [2, 5]. The computation time of
a single FEM simulation however can become
very long especially for 3D problems. Design, op-
timization and inverse problems usually involve a
large number of such simulations having an un-
derlying layout with a few varying geometrical
parameters. The RB method can be applied to
this setup [4]. In the offline step the underlying
model is solved rigorously several times for differ-
ent values of the geometrical parameters. These
solutions built the reduced basis. The full param-
eterized problem is projected onto the RB which
results in a significant reduction of the problem
size. In the online step the reduced problem is
solved.

2 Reduced Basis Method

For electromagnetic field computations Maxwell’s
equations have to be solved:

∇× µ−1∇× E − ω2ǫpE = 0. (1)

Since we consider geometrically parameterized
problems the material distribution described by
the permittivity ǫp is parameter dependent which
is denoted by the subscript p. Discretizing (1)
with the finite element method leads to a linear
system of equations [3] with parameter dependent
coefficients and solution:

Apup = f. (2)

In practice the number of unknowns (dimension
of up) can be up to several millions. Now sup-
pose that up stays on a low dimensional sub
manifold of the complete solution space if we
vary the parameters p. Then it is reasonable to
solve (2) only on this subspace, i.e. the full sys-
tem is projected onto a reduced basis U . Usu-
ally the reduced basis is built by a number of so
called snapshot solutions, which are rigorous so-
lutions of (2) for different parameter values pi:
U = [up1 , up2 , . . . , upN ] . The reduced basis is
computed in the offline step. The projected sys-
tem reads:

[
UHApU

]
λp = UHf (3)

which is a system of dimension N (∝ 100) much
smaller then the original problem. After solving
(3) in the online step the reduced basis solution
is obtained by ûp = Uλp.

2.1 Affine Parameter Dependence

The expensive steps performing a reduced basis
computation for an actual parameter set p̂ is ac-
cording to (3) the assembling of Ap̂ and the pro-
jection step onto the RB U . These steps can also
be performed offline if the matrix Ap has an affine
parameter dependence defined by:

Ap =
M∑

i=1

gi(p)A
(i) (4)

⇒
[
UHApU

]
=

M∑

i=1

gi(p)
[
UHA(i)U

]
.

The matrices
[
UHA(i)U

]
can be assembled and

projected offline. For finite elements on a rectan-
gular grid such an affine parameter dependence is
given [6]. For unstructured triangular grids how-
ever the matrix entries of Ap are rational expres-
sions in the parameters with different roots in
the denominator leading to a non-affine param-
eter dependence. This non-affine dependence is
due to the term gp = 1

detJp
JTp Jp assembling the

local finite element matrices. Jp is the Jacobian
of the transformation of a reference triangle onto
a parameter dependent physical triangle of the
computational domain [3].
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2.2 Empirical Interpolation

Empirical interpolation [1] is a method to decom-
pose a matrix with non-affine parameter depen-
dence into a form according to (4):

Ap ≈
L∑

j=1

αj(p)Ã
j . (5)

The basic idea is to assemble a few snapshot ma-
trices Ãj for certain parameters pj and to deter-
mine the coefficients αj(p̂) by a fit of the non-
affine function gp̂ with functions gpj :∣∣∣∣gp̂ − αj(p̂)gpj

∣∣∣∣ !
= min .

Increasing the number of interpolation matrices,
i.e. L should allow a more accurate approximation
of Ap (5) and therewith a more accurate reduced
basis solution.

3 Example

As an example we compute transmission of light
through a phase shift mask [6]. The parameter-
ized geometry is shown in Fig. 1. To quantify the

Fig. 1. Parameterized phase shift mask for reduced
basis computations.

quality of the reduced basis solution for a certain
parameter set p̂ = {d1, d2, d3} we compare it to
the exact finite element solution for this param-
eter set. Figure 2 shows the convergence of the
reduced basis solution for increasing dimension of
the reduced basis and different number of param-
eter sets L for empirical interpolation. The error
is computed in the L2 norm. For comparison the
reduced basis solution without empirical interpo-
lation is shown. We observe that the reduced ba-
sis solution converges exponentially towards the
exact finite element solution. For fixed L the con-
vergence is as fast as without empirical interpola-
tion but stops at a specific level. However taking a
more accurate empirical interpolation dimension
L this level can be lowered.
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Fig. 2. Convergence of reduced basis solution for in-
creasing dimension of reduced basis and different di-
mension of empirical interpolation ansatz L.

4 Conclusions

We have shown that the reduced basis method is
very well suited for electromagnetic field compu-
tations with a parameterized geometry. Exponen-
tial convergence was observed for transmission of
light through a phase shift mask. For finite ele-
ments on an unstructured grid a non-affine pa-
rameter dependence of the system matrix is ob-
tained. However with empirical interpolation the
assembling of the reduced basis system can be
performed offline.
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Summary. This paper describes how the Surface In-
tegrated Field Equations method (SIFE) can be im-
plemented to solve 3D Electromagnetic (EM) prob-
lems on substrates in which high contrast materials
occur. It gives an account of the promising results
that are obtained with it when compared to tradi-
tional approaches. Advantages of the method are the
highly improved flexibility and accuracy for a given
discretization level, at the cost of higher computa-
tional complexity.

Key words: Integrated Field Equations, time
domain, high contrasts, computational method

1 Method Outline

In our previous work, we have used the Surface
Integrated Equations method for solving 2D elec-
tromagnetic problems [2], in which domains are
present that exhibit highly contrasting material
properties (electric and/or magnetic) with each
other. In this paper, we develop the method fur-
ther to solve 3D electromagnetic problems.

In strongly heterogeneous media such as mod-
ern chips, the constitutive parameters can jump
by large amounts upon crossing the material in-
terfaces. On a global scale, the EM field compo-
nents are not differentiable and Maxwell’s equa-
tions in differential form cannot be used, one has
to resort to the original integral form of the EM
field relations as the basis for the computational
method.

Let D be the domain of interest with bound-
ary ∂D, S be any (sufficiently smooth and small)
surface (S ∈ D) with boundary ∂S in D, T be a
time interval with boundary points ∂T . For any S
and T , Maxwell’s equations in surface integrated
form are (using Einstein’s summation convention
for repeated indices, which is consistently used
throughout this paper):
Z

t∈T

dt

I

x∈∂S

Hk(x, t)dlk =

Z

x∈S

Dq(x, t)dsq

˛

˛

˛

˛

t∈∂T

,

Z

t∈T

dt

I

x∈∂S

Ek(x, t)dlk = −

Z

x∈S

Bq(x, t)dsq

˛

˛

˛

˛

t∈∂T

,

where dlk = τkdl, dsq = νqds, νq is the unit vec-
tor normal to the bounded surface area S. This

vector is oriented toward the side of advance of a
right-hand screw as it is turned around ∂S in the
direction of the unit vector τk.

The constitutive relations are:

Dk(x, t) =

Z ∞

t′=0

ηk,r(x, t
′)Er(x, t− t′)dt′ + P ext

k (x, t),

Bj(x, t) =

Z ∞

t′=0

ζj,p(x, t
′)Hp(x, t− t′)dt′ +Mext

j (x, t).

where P ext
k is the (field-independent) external

electric polarization(C/m2); Mext
j is the (field-

independent) external magnetization(T); Assum-
ing instantaneously reacting isotropic media, the
constitutive relations take the form:

ηk,r(x, t) = ǫ(x)δ(t) + σ(x)δk,rH(t)

ζk,r(x, t) = µ(x)δ(t) + κ(x)δk,rH(t)

where κ is the linear magnetic hysteresis (H/m.s),
δ(t) the Dirac delta distribution in time t, H(t)
the Heaviside unit step funciton and δk,r the sym-
metrical unit tensor of rank 2 (Kronecker tensor).

To satisfy the partial continuity conditions on
material interfaces, we construct a so called ’con-
sistent linear discretization schema’ that meets
the continuity requirements across interfaces ex-
actly, using a 3D tetrahedra mesh combined with
a consistent linear interpolation [1] of electric and
magnetic field strengths.

Furthermore, we use in this paper simple bound-
ary conditions to truncate the computational do-
main (our goal being to show the validity of the
method, we are developing a package with general
boundary conditions).

2 Discretization schema

The electric and magnetic field strengths are in-
terpolated with linear nodal expansion functions
in homogeneous subdomains, where the EM field
is totally continuous. At material interfaces, how-
ever, the field strengths are interpolated with
edge based linear expansion functions. We refer
to [2] for details on this novel kind of approxi-
mation that allows for partial discontinuities at
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interfaces, in particular the discontinuity of nor-
mal components. We use, in addition, a regular
time stepping schema with time step choosen in
accordance with the space discretization, and the
trapezium rule to approximate the time integrals.

After properly assembling the local matrices
we obtain an overdetermined system of equations
that we solve numerically using the Bicg-stab
method. We have studied the source of overde-
termination, which can be reduced to numerical
transformations of local quantities and can hence
be controlled adequately (this issue is beyond the
scope of the present paper - here we suffice with
computing a least squares solution directly using
a pre-conditioner). The pre-conditioner that we
use incorporates incomplete Cholesky factoriza-
tion on the system matrix, which may introduce
a lot of fill-ins in the incomplete Cholesky factor.
Reordering of the system matrix significantly re-
duces the fill-ins. For time domain problems, the
solution of the previous time instant is used for
the initial guess of the current time instant.

3 Numerical experiments

We present a number of numerical experiments
for the 3D case that show the superior perfor-
mance of the method. In particular:

• We verify the accuracy and convergence of
spacial discretization schema through 3D mag-
netostatic problems with extreme high con-
trast in permeability, for which an analytic
solution is known. As indicated in Fig. 1, the
SIFE method based on hybrid linear finite ele-
ment delivers accurate solutions while the con-
ventional Galerkin method does not.

• We verify the accuracy and stability of the
method in the time domain by comparing
our method with the conventional Galerkin
method on computing 3D EM fields in in-
homogeneous media in the time domain for
which analytic solution are available. As in-
dicated in Fig. 2 and Fig. 3, the time do-
main convergence rate of the SIFE method
is higher than Galerkin’s method without in-
creasing compuational cost.

• We are working on a software package that
shall demonstrate the practical usage of our
method in VLSI circuit simluation by simlu-
ating EM wave propagation through the sub-
strate and the interconnect in the time do-
main.

4 Conclusions

The SIFE method holds considerable promise to
solve three dimensional time domain electromag-
netic problems, in which high contrasts between
different types of materials exist and irregular
structures are present. It handles irregular struc-
tures and partial discontinuities in a systemati-
cally correct and elegant fashion. Its accuracy and
stability has now been demonstrated and veri-
fied with numerical experiments. With these basic
properties being established, we are now working
on improvements of the computational properties
of the method in terms of numerical complexity
and versatility.
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Summary. This work presents a novel finite volume
time domain method on Cartesian grids. In compar-
ison to the finite difference time-domain scheme of
Yee the method offers a better accuracy while still
maintaining a compact stencil. Additionally, mimetic
discrete vectoranalytical operators for the method are
constructed.

1 Introduction

In the majority of finite volume time-domain
(FVTD) methods the electric degrees of freedom
(DOF) and the magnetic DOF are co-located
on the same spatial position [2]. Unfortunately,
compared to the classical finite difference time-
domain (FDTD) scheme of Yee [4] this co-location
reduces the accuracy of the FVTD method. Hence,
one approach to increase the accuracy of the
FVTD method, motivated by the Yee scheme, is
to stagger the DOFs. However, the staggering can
be performed in three different ways: First, stag-
gering the electric and magnetic fields, only. Sec-
ond, staggering the vectorial components of the
DOFs, only. Third, combining both approaches
and staggering the electric and magnetic DOFs
and each of their vectorial components. The last
approach corresponds to the staggering applied in
the Yee scheme.

In this work the authors restrict their investi-
gation to the second strategy, and only consider
the specific staggering, shown in figure 1.

2 Construction of the FVTD
method

Starting point for constructing the FVTD method,
neglecting electric currents for the sake of brevity,
is the volume integral formulation of Maxwell’s
equations [1] over a domain Ω:

∀V ⊆ Ω,
d

dt

∫

V

µHdV = −
∫

∂V

dA × E, (1)

∀V ⊆ Ω,
d

dt

∫

V

ǫEdV =

∫

∂V

dA× H (2)

x
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z

Ex

Hx

Ey

Hy

E
z

Hz

Fig. 1. Staggering of the field DOFs. The DOFs are
defined, according to the vectorial component they
represent, on three different dual volumes (shaded)
with respect to the primary grid cell (gray).
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Fig. 2. The time evolution of the integral of Ex over
its control volumes (shaded cell) solely depends on the
fluxes trough the y and z faces, respectively. Figure
a) shows the flux through the y face (red) which is
uniquely defined by the values of Hz on its control
volumes (solid cells). Figure b) shows the flux through
the z face (red) of the same cell which is uniquely
defined by the values of Hy on its control volumes
(solid cells).

with the electric field, E, and the magnetic field,
H. Different materials in Ω are characterized by
their permeability, µ, and permitivity, ǫ, respec-
tively. The domain Ω is discretized by restricting
the arbitrary volumes V in equation (1) and (2) to
a finite set of specific control volumes {Vx}, {Vy}
and {Vz} for each vectorial component respec-
tively. For a primary Cartesian grid, {xi, yj, zk}
with i = 1 . . . I, j = 1 . . . J , k = 1 . . .K, the vol-
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umes are defined by

[Vx]ijk = [xi, xi+1] [yj , yj+1] [z̃k, z̃k+1] , (3)

[Vy]ijk = [x̃i, x̃i+1] [yj , yj+1] [zk, zk+1] , (4)

[Vz ]ijk = [xi, xi+1] [ỹj , ỹj+1] [zk, zk+1] , (5)

x̃i =
(xi + xi−1)

2
, . . . . (6)

The field DOF are defined by the volume av-
erages of the electric and magnetic field compo-
nents eα and hα. From equation (2) the update
equation for Ex is calculated as

d

dt

∫

Vx

Ex dV =

∫

∂Vx

dAyHz −
∫

∂Vx

dAzHy. (7)

Assuming that the field components are constant
inside their control volumes, respectively, it is
possible to calculate the fluxes directly. This is
illustrated in figure 2 for the component Ex. In
the same manner the equations for the other
components of the electric and magnetic fields
are derived. Assigning constant, effective mate-
rial parameters ǫ and µ to each control volume a
semi discrete approximation of the equations (1)
and (2) is obtained.

3 Properties of the FVTD method

It is possible to define, in analogy to the FIT
method [3], discrete vector analytical operators
div, grad, rot which mimics the algebraic proper-
ties of their continuous counterparts.

The dispersion relation of the FVTD method
on a Cartesian grid with grid spacing ∆ and time
step ∆t is

sin(
∆tω

2
) = σ2(KYee − δK),

KYee =

(
sin2(

βx
2

) + sin2(
βy
2

) + sin2(
βz
2

)

)
,

δK =
1

2

∑

γ 6=δ
sin2(

βγ
2

) sin2(
βδ
2

),

σ = c∆t/∆(Courant number),

with γ, δ ∈ {x, y, z}. A more detailed analysis re-
veals that the dispersion properties of the FVTD
are in average superior to that of the Yee scheme.
This is illustrated in figure 3 which shows the
relative error in the phase velocity for five grid
points per wavelength at the stability limit of
both methods, respectively. The maximal stable
time step of the FVTD method is roughly 1.7
times higher than that of the Yee scheme on a
homogeneous mesh. Both schemes offer a magic
time step at their stability limit. For the Yee
scheme waves along the space diagonals and for
the FVTD method waves along the axes are prop-
agated exactly.
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Fig. 3. Relative error in the phase velocity of the Yee
scheme and the FVTD method for five grid points per
wavelength at their stability limit, respectively.
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Summary. Wavelet theory is a relatively recent area
of scientific research, with a very successful applica-
tion in a broad range of problems such as image and
signal processing, mathematical modeling, electro-
magnetic scattering and many more. The key wavelet
property contributing to this success is the capability
of a simultaneous time and frequency representation
of a signal. The potential exploitation of this prop-
erty for a next-generation, wavelet-based simulation
of analog circuits is discussed in this paper.

1 Circuit simulation

Analog circuit simulation is the standard indus-
try approach to verify an integrated circuit (IC)
operation at the transistor level before commit-
ting a designed circuit to the expensive manu-
facturing process. A starting point for an ana-
log circuit simulator (e. g. SPICE and its deriva-
tives) is usually a text file (netlist) that describes
the circuit elements (resistors, capacitors, tran-
sistors, etc.) and their connections. This input is
then parsed and translated to a data format re-
flecting the underlying mathematical model of the
system. This is done by applying the basic phys-
ical laws (such as energy and charge conserva-
tion laws) onto network topology and taking into
account characteristic equations for the network
elements. The most used “translation” approach
is the modified nodal analysis (MNA). This au-
tomatic modeling approach aims to preserve the
topological structure of the network instad of de-
scribing a system with a minimal set of unknowns.
The resulting mathematical model is in form of
an initial-value problem of differential-algebraic
equations (DAEs). For example, network equa-
tions in charge/flux oriented MNA formulation
have a following semi-implicit nonlinear form:

A
dq(x)

dt
+ f(x) = s(t). (1)

The incidence matrixA has entries {0, 1,−1} and
is in general singular. x is the vector of node po-
tentials and specific branch voltages and q is the
vector of charges and fluxes. f comprises static
contributions, while s contains the contributions
of independent sources. t is the time.

The underlying DAE system (1) is then solved
using Newton’s method, implicit integration meth-

ods and sparse matrix techniques. In general, (1)
is a stiff system (i. e. contains characteristic con-
stants of several orders of magnitude) and suffers
from poor smoothness properties of modern tran-
sistor model equations. Furthermore, if more gen-
eral models for network elements are utilized, or
refined models are used to include second order
and parasitic effects, an ill-conditioned problem
may arise and very special care must be taken to
avoid divergence during the numerical solution of
such a system.

Modern industrial circuit simulators are fac-
ing two serious challenges today: the simulation
of very large circuits with millions of transistors
(e. g. memory chips) on the one hand, and sim-
ulation of RF circuits comprising multitone os-
cillatory circuits with widely-separated tones and
high amount of digital content, on the other hand.

The sheer size of the simulation of large cir-
cuits containing millions of transistors yields sim-
ulations that are impractical (they can last weeks,
even longer than a month) or infeasible due to ex-
treme memory and computational requirements.

On the other hand, when simulating RF cir-
cuits or circuits that contain RF portions stan-
dard analog circuit simulators are both inefficient,
due to the presence of multitone signals with
widely separated tones, and inadequate since lin-
earization around DC operating point done by a
standard circuit simulator causes loss of informa-
tion on non-linear effects. Therefore, a special-
ized RF simulator based on either the frequency-
domain Harmonic Balance or the time-domain
Shooting algorithm [1] is employed for the sim-
ulation of RF circuits. Both methods make an
a-priori assumption that the signals present in a
circuit are (quasi) periodic and have a narrow-
band spectrum (i. e. contain only a small num-
ber of frequencies). With the first assumption, an
RF simulator gains efficiency of simulations but
loses generality (i. e. ability to simulate non-RF
circuits). Furthermore, the second assumption is
being considerably violated lately, since modern
RF designs feature an ever-increasing number of
frequencies present in their spectrum (due to a
sharp increase in digital content), as well as in-
clude intrinsically broadband circuit parts (e. g.
high-ratio dividers).
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Currently, the RF front-end is usually de-
signed by employing a frequency domain RF sim-
ulator, while the rest of the circuit is designed in
the time domain employing the standard circuit
simulation techniques. Due to this separation dur-
ing the design process, these RF/non-RF circuits
are usually not realized on the same die in order
to keep spurious couplings between them as small
as possible, since they cannot be easily character-
ized in a common simulation environment. How-
ever, with the trend towards ever-decreasing chip
size, integration of RF and non-RF part on a same
die is eminent and new simulation tools that can
support these designs are urgently needed.

2 Wavelets in circuits simulation

Wavelet-based algorithms are already in produc-
tive use in a broad range of scientific computa-
tion applications, such as image and signal pro-
cessing (signal and image compression, nonlinear
filtering, etc.), numerical analysis (solving oper-
ator equations, boundary value problems, large
matrix equations, etc.), the compression of the
FBI fingerprints data, to name just few. Factors
contributing to this success are the intrinsic prop-
erty of the localized support of a wavelet basis,
the numerically efficient Multi-Resolution Analy-
sis (MRA) framework and the addaptive approx-
imation approach, which leads to a uniform error
distribution over approximation interval.

The name wavelet or ondelette was coined in
the early 1980’s by French researchers [2] meaning
the small wave. Smallness refers to the fact that
a wavelet is a locally supported function (i. e. of
limited duration) and wave refers to the condition
that it has to be an oscillatory function (i. e. has
an average zero value).

In circuit simulation wavelets may be used
as basis functions to represent electrical signals.
The wavelet basis is formed via translations and
dilatations from a single wavelet function Ψ(x),
called mother wavelet, and noted as:

Ψs,τ (x) =
1√
s
Ψ

(
x− τ

s

)
, (2)

where (s, τ) ∈ IR+ × IR. All wavelets from a
specific basis are shifted (parameter τ) and di-
lated/compressed (by factor s) versions of this
mother wavelet. The translation parameter τ is
responsible for the localization in time of a cor-
responding wavelet. The scaling parameter s, or
the scale, is related to the frequency in that it is
the frequency inverse. Therefore, the high scale
corresponds to low frequencies or a global view of
the signal and low scales correspond to high fre-
quencies or a detailed view of the signal. Finally,

the factor 1/
√
s is used for energy normalization

across different scales. From the definition it is
clear that a wavelet basis intrinsically supports
a simultaneous time-frequency representation of
signal.

The ongoing investigation into use of wavelets
[3–7] has shown that their intrinsic properties
make wavelets the natural candidate for a success-
ful successor of time-marching (transient anal-
ysis) and/or frequency domain (Harmonic Bal-
ance analyses) paradigms used in circuit simula-
tion today. However, although valuable as a proof-
of-concept, current wavelet approaches to circuit
simulation are essentially academic in scope, with
algorithms tested only on small and simple sam-
ple circuits.

In conclusion, a substantial effort is neces-
sary to drive further advances in wavelet-based
simulation techniques to the point when wavelet
analysis is mature enough to be driven into pro-
ductive use within industrial simulators. However
the expected benefit that a wavelet-based simula-
tion engine could bring both in quantitative terms
(reduction in computation time and memory re-
quirements) as well as qualitative terms (analyz-
ing signals with resolutions adapted to a problem
at hand) is well worth allocating effort in a bid
to develop the next-generation circuit simulators,
capable of answering industrial challenges of to-
morrow.
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tischendorf@math.uni-koeln.de

Summary. Commercial packages for a transient cir-
cuit simulation are often based on the modified nodal
analysis which allows an automatic setup of model
equations and needs a nearly minimal number of vari-
ables. However, it may lead to DAEs with higher in-
dex. Here, we present a hybrid analysis for nonlinear
time varying circuits leading to DAEs with at most
index 1. This hybrid analysis is based on the network
topology only. Consequently, an automatic setup of
the hybrid equations from netlists is possible.

1 Introduction

When modelling electrical circuits for a transient
simulation, one has to regard Kirchhoff’s laws for
the network and the constitutive laws for the dif-
ferent types of network elements. They are orig-
inally based on the branch voltages u und the
branch currents i existing in the network. They
form the basis for all modelling approaches as for
instance the popular modified nodal analysis.

Concerning the huge number of variables in-
volved (all branch voltages and branch currents)
one is interested in a reduced system reflecting the
complete circuit behaviour that can be generated
automatically. Whereas the modified nodal anal-
ysis focusses on a description depending mainly
on nodal potentials, our hybrid analysis approach
here bases on certain branch voltages and branch
currents obtained from a construction of normal
trees, i.e. from trees containing all independent
voltage sources, no independent current source,
a maximal number of capacitive branches and a
minimal number of inductive branches.

Such normal trees have already been used in
[1] for state approaches for linear RLC networks.
The results have been extended in [4] for linear
circuits containing ideal transformers, nullors, in-
dependent and controlled sources, resistors, in-
ductors, and capacitors, and, under a topological
restriction, gyrators. Furthermore, it formed the
basis for developing a hybrid approach for RLC

networks providing a DAE system with minimal
index [3].

Here, we follow the hybrid approach in [3]
but use projection techniques (cf. [2]) in order
to prove the index results for general nonlinear
time-varying circuit systems.

2 Hybrid Analysis

Here, we consider nonlinear time-varying circuits
composed of resistors, inductors, capacitors, volt-
age and current sources. For simplicity, we restrict
to independent sources only. The case of depen-
dent sources is under current research but seems
no to form a limit of the approach when certain
topological criteria are satisfied.

Let Γ = (W,E) be the network graph with
vertex set W and edge set E. An edge in Γ cor-
responds to a branch that contains one element
in the circuit. We denote the set of edges corre-
sponding to independent voltage sources and in-
dependent current sources by Ev and Ej , respec-
tively. We split Ēvj := E \ (Ev ∪Ej) into Ey and
Ez, i.e., Ey ∪ Ez = Ēvj and Ey ∩ Ez = ∅. A par-
tition (Ey , Ez) is called an admissible partition, if
Ey includes all the capacitances, and Ez includes
all the inductances.

We call a spanning tree T of Γ a reference
tree if T contains all edges in Ev, no edges in
Ej , and as many edges in Ey as possible. Note
that a reference tree T may contain some edges
in Ez . The cotree of T is denoted by T = E \ T .
A reference tree is called normal if it contains as
many edges corresponding to capacitors and as
few edges corresponding to inductors as possible.

We denote the vector of currents through all
branches of the circuit by i, and the vector of volt-
ages across all branches by u. Let V , J , C, and L
denote the sets of independent voltage sources, in-
dependent current sources, capacitors, and induc-
tors, respectively. Moreover, G and R denote the
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sets of conductors and resistors in Ey and Ez , re-
spectively. Given an admissible partition (Ey , Ez)
and a normal reference tree T , we split i and u
into

i = (iV , i
τ
C , i

τ
G, i

λ
C , i

λ
G, i

τ
R, i

τ
L, i

λ
R, i

λ
L, iJ)

and

u = (uV ,u
τ
C ,u

τ
G,u

λ
C ,u

λ
G,u

τ
R,u

τ
L,u

λ
R,u

λ
L,uJ)

where the subscripts correspond to elements and
the superscripts τ and λ designate the tree T and
the cotree T .

The physical characteristics of elements deter-
mine constitutive equations. Conductors included
in Ey are modelled by constitutive equations of
the form

iτG = gτ (uτG,u
λ
G) and iλG = gλ(uτG,u

λ
G). (1)

Resistors included in Ez are modelled by

uτR = rτ (iτR, i
λ
R) and uλR = rλ(iτR, i

λ
R). (2)

All capacitors are given by

iτC =
d

dt
qτ (uτC ,u

λ
C) and iλC =

d

dt
qλ(uτC ,u

λ
C).

(3)
All inductors are given by

uτL =
d

dt
φτ (iτL, i

λ
L) and uλL =

d

dt
φλ(iτL, i

λ
L).

(4)
Independent voltage and current sources simply
read as

uV = vs(t) and iJ = js(t). (5)

Kirchhoff’s current law may be written as

Qi = 0

where Q denotes the fundamental cutset matrix




iV i
τ
C i

τ
G i

λ
C i

λ
G i

τ
R i

τ
L i

λ
R i

λ
L iJ

I 0 0 AV C AV G 0 0 AV R AV L AV J

0 I 0 ACC ACG 0 0 ACR ACL ACJ

0 0 I 0 AGG 0 0 AGR AGL AGJ

0 0 0 0 0 I 0 ARR ARL ARJ

0 0 0 0 0 0 I 0 ALL ALJ



,

Kirchhoff’s voltage law provides

Bu = 0

with B being the fundamental loop matrix




uV u
τ
C u

τ
G u

λ
C u

λ
G u

τ
R u

τ
L u

λ
R u

λ
L uJ

-A⊤
V C -A⊤

CC 0 I 0 0 0 0 0 0

-A⊤
V G -A⊤

CG -A⊤
GG 0 I 0 0 0 0 0

-A⊤
V R -A⊤

CR -A⊤
GR 0 0 -A⊤

RR 0 I 0 0

-A⊤
V L -A⊤

CL -A⊤
GL 0 0 -A⊤

RL -A⊤
LL 0 I 0

-A⊤
V J -A⊤

CJ -A⊤
GJ 0 0 -A⊤

RJ -A⊤
LJ 0 0 I



.

3 Hybrid Equations

Performing the hybrid analysis presented in [3],
we obtain the hybrid equation system

−A⊤
CRu

τ
C −A⊤

GRu
τ
G −A⊤

RRr
τ + rλ = A⊤

V Rvs(t)

−A⊤
CLu

τ
C −A⊤

GLu
τ
G −A⊤

RLr
τ

−A⊤
LLφ̇

τ + φ̇λ = A⊤
V Lvs(t)

ACGg
λ +ACRi

λ
R +ACLi

λ
L

+ q̇τ +ACC q̇
λ = −ACJjs(t)

gτ +AGGg
λ +AGRi

λ
R +AGLi

λ
L = −AGJjs(t)

with

qτ = qτ (uτC , A
⊤
V Cvs(t) +A⊤

CCu
τ
C),

qλ = qλ(uτC , A
⊤
V Cvs(t) +A⊤

CCu
τ
C),

gτ = gτ (uτG, A
⊤
V Gvs(t) +A⊤

CGu
τ
C +A⊤

GGu
τ
G),

gλ = gλ(uτG, A
⊤
V Gvs(t) +A⊤

CGu
τ
C +A⊤

GGu
τ
G),

rτ = rτ (−ARRiλR −ARLi
λ
L −ARJjs(t), i

λ
R),

rλ = rλ(−ARRiλR −ARLi
λ
L −ARJjs(t), i

λ
R),

φτ = φτ (−ALLiλL −ALJjs(t), i
λ
L),

φλ = φλ(−ALLiλL −ALJjs(t), i
λ
L).

This hybrid equation system depends on the branch
voltages uτC of capacitances of the tree, the branch
voltages uτG of conductances of the tree, the branch
currents iλR of the resistances of the cotree and
the branch currents iλL of the inductances of the
cotree only.

Theorem 1. The hybrid equation system has at
most index 1.

The proof bases on the tractability index con-
cept using a projector based analysis.

Higher index variables as known from the
modified nodal analysis do not appear in the hy-
brid system. If one is interested in e.g. a current
through a loop of voltages and capacitances, one
can calculate it easily after the numerical integra-
tion of the hybrid system. This way, the usually
larger error in the higher index variables does not
influence the integration process.
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Summary. Poor convergence properties of harmonic
balance algorithm for ring oscillators are explained by
the existence of multiple solutions of the algebraic sys-
tem corresponding with each physical oscillation. The
approach to improve the convergence is proposed.

1 Introduction

Difficulties in Harmonic Balance (HB) simula-
tion of ring oscillators (RO) with large number
of stages were reported in [1]. We performed an
investigation of the problem on the base of HB
simulations of CMOS RO with the continuation
algorithm with frequency adjusting [2,3]. The in-
vestigation results are presented in this paper.

The continuation algorithm with frequency
adjusting is the homotopy algorithm specially de-
signed to prevent the convergence of Newton iter-
ations to DC point. It is based on the incorporat-
ing of an artificial voltage source (probe) into the
circuit. The probe magnitude corresponding to
the oscillation voltage is obtained by varying the
magnitude from zero (DC solution) until probe
current is null. The probe frequency is varying in
such a way that the phase of probe current is zero.
The initial value of the frequency ω0 is defined by
AC oscillation conditions at unstable DC point

ℑm(Z(ω0)) = 0 ℜe(Z(ω0)) < 0 (1)

where Z(ω)is the input impedance.
The convergence difficulties in the simulation

of CMOS RO are illustrated with the following
examples. The continuation curves (probe current
vs probe voltage) have simple form for 3- and 5-
stage oscillators (see Fig. 1).

But for 7-stage RO the simulation exposes a
complex continuation process (Fig. 2) and fails
after some thousand steps. A similar effect is ob-
served in RO with larger number of stages.

Fig. 1. Continuation curve. 5-stage RO

(a)

(b)

Fig. 2. Continuation curve. (a) 7-stage RO (b) frag-
ment

The analysis of (1) for 7-stage RO shows that
there exists an additional frequency value satisfy-
ing conditions (1). The simulation with this ini-
tial frequency is successfully performed providing
the simple continuation curve. However, simula-
tion results essentially differ from the transient
simulation; the frequency (2.33GHz) is almost
four times higher than in transient simulation
(570.4MHz) and the sinusoidal output waveform
evidently differs from the pulsed one obtained by
transient simulation. Thus the simulation deter-
mines another RO solution. Note that no addi-
tional solutions for 3 and 5 stage oscillators exist.

One can suppose the existence of two solu-
tions to be the source of poor convergence due
to the appearance of additional attractive points
for continuation trajectories. However this cannot
explain the successful convergence to the second
solution in spite of the existence of the first so-
lution. More detailed analysis of the problem is
considered below.

2 Explanation

The existence of additional (unstable) solutions
in RO is well-known [4]. It can be understood by
considering n-stage RO containing ideal inverters
with equal delay time τ . In this case the keeping
of self-oscillations requires the output signal of
the chain to be delayed from the input signal by
integer number of periods: nτ = T/2+mT . Thus
the frequency of mth solution is unambiguously
defined by the frequency of the first solution

f (n)
m = (2m− 1)f

(n)
1 m = 1, 2, 3, . . . (2)

In real RO the number of possible periodic os-
cillations cannot be infinite because at high fre-
quency the inverter amplifying property decrease,
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and generation conditions (1) cannot be met. The
poor HB convergence cannot be explained by ad-
ditional solutions only. The explanation can be
obtained if one will take into account the effect of
multiple numerical representations of the periodic
solution. The effect can be described as follows.

Each T-periodic function can be also consid-
ered as the function with period kT and frequency
f/k, where k is an integer. HB method for os-
cillators reduces the steady-state problem to the
solving of nonlinear algebraic system with respect
to the vector containing unknown oscillation fre-
quency and harmonics of circuit variables:

X = [f,A1, A2, . . . , Ai, . . .] (3)

Here Ai is the vector of ith harmonics of circuit
variables. But if the vector (3) defines the periodic
state of the oscillator then this state can be also
defined by vectors

X
′

=
[
f
2 , 0, A1, 0, A2, . . . , 0, Ai, . . .

]

X” =
[
f
3 , 0, 0, A1, 0, 0A2, . . . , 0, 0, Ai, . . .

] (4)

We shall refer vectors (4) as the images of the
basic solution vector (3).

Thus for each steady-state behavior of the os-
cillator there exists infinite set of images repre-
senting parasitic solutions of HB system. It is
natural to assume that the effect of the image de-
pends on the deviation of its frequency from the
frequency of the solution to be found. In the case
of the single steady state solution its own images
have no effect on the convergence because their
frequencies are essentially less than the basic fre-
quency. But if there exists a number of solutions
then their images can complicate the continua-
tion process when the frequency of the sought-for
solution is close to the frequency of any image of
other solution.

Presented considerations explain the pointed
above behavior of the continuation process for 7-
stage RO. The second solution is easily simulated
because its frequency 2.33GHz is much higher
than the frequencies of images of the first solu-
tion. But the continuation process for the first
solution with frequency 570MHz is deteriorated
due to the 4th image of the second solution with
frequency 2.33 GHz/4 = 582.5 MHz.

Note that in ideal RO the frequency of any
additional solution is a multiple of the basic fre-
quency (2). Taking into account that real RO ap-
proaches the ideal one on the increase of the num-
ber of stages we can explain poor HB convergence
of RO with large number of stages.

The presented explanation was also confirmed
by simulations of another types of RO. Particu-
larly the method proposed in [1] for the simula-
tion of RO with identical stages was analyzed.

The results of numerical experiments are in good
agreement with the proposed theory.

3 Convergence Improvement

From the presented analysis we conclude that to
improve the convergence we need to decrease the
effect of foreign images on the desired solution.

One can pointed out that under truncated set
of harmonics an image is not an exact solution
of HB system, and we expect that this effect will
decay with the reducing of the number of consid-
ering harmonics. The most decay (or full elimina-
tion) of the effect can be awaited when the num-
ber of harmonics is less than image index, because
first l − 1 harmonics of lth image are zeroes.

This assumption was supported by the simu-
lations with small number of harmonics. The ex-
periments showed that HB simulation with only
one harmonic provides the evaluated oscillation
frequency to be close to its true value. No conver-
gence difficulties were observed in experiments,
and continuation trajectories have simple form
similar with Fig. 1. Obtained results allowed to
propose the following modification of continua-
tion method for RO.

1. The continuation algorithm is performed for
the state vector containing only one harmonic.

2. The obtained truncated solution is considered
as the initial guess of Newton iterations.

3. Newton iterations for HB autonomous system
are performed with required number of har-
monics.

The implementation of the algorithm into HB
simulator allowed to evaluate RO with considered
CMOS inverter up to 15 stages. Besides compu-
tational efforts were essentially reduced.
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Summary. Mathematical modelling of electric cir-
cuits yields systems of differential algebraic equations.
Often some technical parameters exhibit uncertain-
ties. We arrange a stochastic model by considering
these parameters as random variables. The resulting
stochastic processes provide global information on the
parameter sensitivity. We apply the generalised poly-
nomial chaos to construct efficient numerical methods
for solving the model. According numerical simula-
tions are presented.

1 Stochastic Modelling

We consider an initial value problem of a system
of differential algebraic equations (DAEs)

A(p)ẋ(t) = f(t,x(t),p), x(t0) = x0 (1)

with unknown solution x : [t0, t1] → Rk and a
matrix A(p) ∈ Rk×k. In the DAE (1), the para-
meters p ∈ Rl are included and thus the solution
becomes parameter dependent: x(t) = x(t;p).
Partial derivatives with respect to p yield local
information on the sensitivity of the solution.

Assuming some uncertainties, we replace the
parameters by random variables p = p(ω) on
a probability space (Ω,A, P ). Thereby, a rela-
tively large range of the variables can be chosen
to achieve global information on the dependence.
Consequently, the solution of the system (1) be-
comes a stochastic process X : [t0, t1] ×Ω → Rk.
The according stochastic system reads

A(p(ω))Ẋ(t, ω) = f(t,X(t, ω),p(ω)),

X(t0, ω) = x0.
(2)

Crucial data like expected values and variances of
the process have to be determined efficiently by
numerical methods.

This stochastic approach can be used for an
arbitrary DAE system. We focus on DAEs result-
ing from mathematical models of electric circuits.
In particular, oscillators are considered, where
analysing the stability of periodic solutions rep-
resents an important task.

2 Application of Polynomial Chaos

The data of the stochastic model from Sect. 1
can be computed by Monte-Carlo simulation or
its more sophisticated variants. However, a huge
number of simulations based on (2) often has to
be performed to achieve sufficiently accurate re-
sults. Alternatively, the approach of the gener-
alised polynomial chaos yields efficient numerical
methods for stationary problems, see [2].

We apply the generalised polynomial chaos to
the transient problem (2). Assuming finite second
moments with respect to a specific Sobolev norm,
the stochastic process exhibits the representation

X(t, ω) =
∞∑

i=0

vi(t) Φi(p(ω)) (3)

with coefficient functions vi : [t0, t1] → Rk and
orthogonal basis polynomials Φi : Rl → R. The
orthogonality is based on the inner product fol-
lowing from the expected value denoted by 〈·〉,
i.e., 〈ΦiΦj〉 = 〈Φ2

i 〉δij .
To construct a numerical technique, the se-

ries (3) is truncated and inserted in the stochas-
tic system (2), which causes a residual. Using the
Galerkin approach, we obtain a larger system of
DAEs

m∑

i=0

〈Φl(p)Φi(p)A(p)〉v̇i(t)

=

〈
Φl(p) f

(
t,

m∑

i=0

vi(t)Φi(p),p

)〉 (4)

for l = 0, 1, . . . ,m, where the unknowns are the
time-dependent functions vi. In this system, the
expected values are evaluated component-wise.
We solve the system (4) with according initial
values by standard integrators. Boundary value
problems can be investigated in case of oscilla-
tors, which imply periodic solutions.

Given a numerical solution of (4), the ex-
pected value and the variance of the process are
approximated directly via

〈X(t, ·)〉 .
= v0(t),

Var(X(t, ·)) .
=

m∑

i=1

vi(t)
2〈Φi(p)2〉, (5)
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where the operations are done component-wise
again. Thus we have to solve the extended sys-
tem (4) only once.

For integrating the system (4), evaluations of
the expected values in the right-hand side are re-
quired at each used time point. Applying multidi-
mensional quadrature formulas demands a large
computational effort. In this case, the approach
of stochastic collocation becomes superior to the
above strategy, see [3]. Nevertheless, the nonlinear
function f may exhibit multiplicative structures,
which allow for an efficient method based on the
polynomial chaos.

The approach of the polynomial chaos can be
applied in many applications, see [1]. Random os-
cillators modelled by ordinary differential equa-
tions are considered in [4]. The use of the poly-
nomial chaos seems to be a relatively open task
in case of DAEs. For example, the index of the
extended system (4) with respect to the index of
the original system (1) has to be analysed.

3 Numerical Simulation

As test example, we apply the circuit of a Schmitt
trigger given in Fig. 1. This circuit transforms a
sinusoidal input signal to a digital output signal.
Mathematical modelling yields a nonlinear sys-
tem (1) of dimension k = 5. We substitute the ca-
pacitance included in the matrix A by a uniformly
distributed random variable in [10−9F, 10−7F].
Since a relatively large range is specified, a local
sensitivity analysis is not sufficient here.

0

u

uop

in

uout

Fig. 1. Schmitt trigger circuit.

We use the stochastic model from Sect. 1 and
the approach of the polynomial chaos from Sect. 2
with the expansion (3) based on Legendre polyno-
mials up to degree m = 3. Trapezoidal rule solves
an initial value problem of the system (4). We
determine data applying (5). Figure 2 illustrates
the resulting expected value of the output volt-
age and three samples for different capacitances.
The corresponding standard deviation is shown
in Fig. 3.
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Fig. 2. Expected value (solid line) and three samples
(dashed lines) of output voltage.
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Fig. 3. Standard deviation of output voltage.

We recognise that the variation of the capac-
itance does not influence the upper values of the
digital output signal but the lower values. The
standard deviation or variance, respectively, indi-
cate directly the subintervals, where the solution
is sensitive with respect to the parameter, and the
corresponding magnitudes.
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Summary. Transient noise analysis requires an effi-
cient numerical time integration by mean-square con-
vergent numerical methods. We develop a strategy
for controlling the step-size and the number of solu-
tion paths simultaneously in one approximation. The
strategy is based on the sampling error of the mean-
square approximation of the local discretisation error
and yields an approximate solution which consists of
a tree of solution paths that is extended, reduced or
kept fixed adaptively. An algorithm to generate these
trees is described.

1 Transient noise analysis in circuit
simulation

Transient noise analysis means time domain sim-
ulation of noisy electronic circuits. The current
technological progress in microelectronics is driven
by the desire to decrease feature sizes, increase
frequencies and the need for low supply volt-
ages. Integrated circuits become much more com-
plex, parasitic effects become predominant and
the signal-to-noise ratio decreases. To address the
signal-to-noise ratio the modelling and the simu-
lation can be improved by taking the inner elec-
trical noise into account.

We deal with the thermal noise of resistors
as well as the shot noise of semiconductors. We
consider mathematical models where the noise is
taken into account by means of sources of Gaus-
sian white noise that are added to the deter-
ministic network equations. This leads to sys-
tems of stochastic differential algebraic equations
(SDAEs) of the form

A
d

dt
q(x(t)) + f(x(t), t) +

m∑

r=1

gr(x(t), t)ξr(t) = 0 ,

where gr(x, t) denotes the vector of noise in-
tensities for the r-th noise source, and ξ is an
m-dimensional vector of independent Gaussian
white noise sources.

A crucial property of the arising SDAEs is the
large number of small noise sources that are in-
cluded. Fortunately, even in current chip designs,

the noise level is still smaller in magnitude com-
pared to the wanted signal, which can be used for
the construction of efficient numerical schemes.

The focus here is on numerical methods to
simulate solution paths, i.e., strong approxima-
tions of the solution of the arising large system of
index-1 SDAEs, since only such paths can reveal
the phase noise. The calculation of hundreds or
even a thousand solution paths are necessary for
getting sufficient numerical confidence about the
phase or the opening of eye-diagrams.

For this task we present adaptive linear multi-
step Maruyama schemes, together with a new
step-size and path selection control.

2 Adaptive numerical methods

We consider stochastic analogues of the variable
coefficient two-step backward differentiation for-
mula (BDF2) and the trapezoidal rule, where
only the increments of the driving Wiener pro-
cess are used to discretize the diffusion part. Both
the BDF2-Maruyama method and the stochastic
trapezoidal rule of Maruyama type have only an
asymptotic order of strong convergence of 1/2.

However, the noise intensities contain small
parameters and the error behaviour is much bet-
ter. In fact, the errors are dominated by the de-
terministic terms as long as the step-size is large
enough. Also the smallness of the noise allows spe-
cial estimates of the local error terms, which can
be used to control the step-size. We aim at an ef-
ficient estimate of the mean-square of local errors
by means of a number of simultaneously com-
puted solution paths. This leads to an adaptive
step-size sequence that is identical for all paths.

Depending on the available information we
will monitor different quantities to satisfy accu-
racy requirements, such that the designer of a cir-
cuit can choose whether he would like to control
the accuracy of the charges and fluxes or of the
nodal potentials and branch current throughout
the numerical integration.
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3 A solution path tree algorithm

In the analysis so far, the number of simultane-
ously computed sample paths has not been spec-
ified. It influences the sampling error in the ap-
proximation of the L2-norm in the error estimate.
Our aim in tuning the number of paths is to bal-
ance the local error and the sampling error.

The best number of paths Mℓ depends on the
time-point tℓ and is realized by approximate so-
lutions generated on a tree of paths that is ex-
tended, reduced or kept fixed adaptively. Figure
1 gives an impression, how a solution path tree
looks like. At each time-step the optimal expan-
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Fig. 1. A solution path tree: Variable time-points tℓ,
solution states xi

ℓ and path weights πi
ℓ.

sion or reduction problem is formulated by means
of combinatorial optimization models. The path
selection is modelled as a mass transportation
problem in terms of the L2-Wasserstein metric.
This solution path tree algorithm has been im-
plemented in practice. The results presented in
the next section show its performance.

4 Numerical results

We consider a model of an inverter circuit with a
MOSFET transistor, under the influence of ther-
mal noise (see Fig. 2). The thermal noise of the
resistor and of the MOSFET is modelled by addi-
tional white noise current sources that are shunt
in parallel to the original, noise-free elements. To
highlight the effect of the noise, we scaled the dif-
fusion coefficient by a factor of 1000.

We have applied the solution path tree al-
gorithm to this example. The upper graph in

Uop

Uin

R

C

12

3

Fig. 2. Thermal noise sources in a MOSFET inverter
circuit

Fig. 3 shows the computed solution path tree
together with the applied step-sizes. The lower
graph shows the simulation error (solid line), its
error bound (dashed line) and the used number
of paths (marked by×), vs. time. The results in-
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Fig. 3. Simulation results for the noisy inverter cir-
cuit: Solution path tree and step-sizes (top), sampling
error, its error bound and the number of paths (bot-
tom).

dicate that there exists a region where we have to
use very much paths. This is exactly the area in
which the MOSFET is active and the input signal
is inverted. Outside this region the algorithm pro-
poses approximately 70 simultaneously computed
solution paths.
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Summary. The paper focuses on the implementa-
tion and use of a new type of boundary conditions -
Electric and Magnetic Hooks - in the Finite Integra-
tion Technique applied for the simulation of passive
devices in full-wave electromagnetic field regime. This
type of boundary conditions offers a new and effective
possibility to carry out domain decomposition for the
modelling of very large scale problems, such as com-
plex on-chip passive devices.

1 Introduction

While next-generation integrated circuits designs
will always be challenged by an increased number
of trouble spots, surely the most important one
in this case is related to the nature of the electro-
magnetic coupling among the down-scaled indi-
vidual devices to be integrated on one chip. New
coupling mechanisms, including EM field cou-
pling, are becoming too strong to be neglected [1].

To address these problems, a European re-
search project entitled: Comprehensive High Ac-
curacy Modelling of Electromagnetic - Chameleon-
RF (www.chameleon-rf.org) was started within
FP6. The general objective of the Chameleon-
RF project is that of developing methodology and
prototype tools that take a layout description of
typical RF functional blocks that will operate at
RF frequencies up to 60GHz and transform them
into sufficiently accurate, reliable electrical simu-
lation models taking EM coupling and variability
into account.

2 Boundary conditions and hooks
definition

One of the main theoretical problems encoun-
tered in the modelling of RF components is the
difficulty to define a unique terminal voltage, in-
dependent of the integration path. The solution
found in our approach is to adopt appropriate
boundary conditions (EMCE) for the field prob-
lem associated to the analysed components, in or-
der to allow the consistency with the electrical
circuit which contains this component. The cor-
rect definition of the component terminals (used
for intentional interconnections) and connectors
(”hooks” which represent parasitic couplings) was
an important challenge of our research [2].

3 Domain Partitioning

The geometric complexity of nowadays designs
can be handled only by Domain Decomposition
(DD). Interface Relaxation (IR) is a frequently
encountered iterative form of DD solvers [3]. It
assumes a splitting of the domain into a set of
non-overlapping sub-domains and considers the
associated PDE problems defined on each one of
them. The novelty of this paper is that it anal-
yses the convergence properties of new interface
approximations, based on electric and magnetic
hooks, which were proposed the first time in [4]
to describe the parasitic EM interaction between
components in RF-ICs.

The hooks technique has practical importance
when their number is reduced to 1 . . . 10. With
such values, the sub-domains having different shapes
can be modeled independently in parallel. After-
wards the reduced size models (represented as
matrices - frequency dependent circuit functions,
state equations or reduced order Spice circuits)
are interconnected, aiming to obtain a model for
the global system. Unlike DD, which is basically
an iterative process, in the proposed approach of
Domain Partitioning (DP), due to the reduced
numbers of hooks, the interface iterations can be
removed and the resulted technique is a ”direct”,
not an iterative one, as DD is.

4 Numerical approach

This concept of EMCE (Electro-Magnetic Circuit
Element) was implemented on a prototype soft-
ware tool developed in the frame of the FP6/Cha-
meleon-RF project. The numerical method used
for the discretization of the EM field equation
is the Finite Integration Technique (FIT), whose
one of the first promoters was T. Weiland [5]. FIT
uses two orthogonal staggered grids, the electric
grid, and the magnetic grid on which electrical
and magnetic quantities are defined, respectively
(Fig.1). An electric terminal is defined on the elec-
tric grid, so it is placed exactly on the domain
boundary, whereas a magnetic terminal is defined
on the magnetic grid, so it is placed a bit under
the geometrical boundary.
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Fig. 1. Electric terminal on the electric grid (left);
Magnetic terminal on magnetic grid (right).

FIT is applied for the EMCE formulation,
in order to obtain the following discrete time-
domain model

C
dx

dt
+ Gx = Bu, y = Lx, (1)

where x is the state space vector, u is the vector
of input quantities and y is the vector of out-
put quantities. The input/output quantities are
solely related to the terminals. Each terminal in-
troduces one input and one output quantity. For
instance, if an electric terminal is voltage excited,
its voltage is a component of the input vector and
the current flowing through it (entering in the do-
main) is an output quantity. Similarly, if a mag-
netic terminal is excited in magnetic voltage, this
one will be an input quantity and the magnetic
flux entering in the domain through this terminal
will be an output quantity. Thus, the number of
inputs is always equal to the number of outputs.

5 Validation and numerical results

The method described above was validated on a
series of test structures: CHRF benchmarks [6]. In
the case of a coupled spiral coils the reference re-
sult was obtained by simulating the coupled coils
as a whole device. Two separate EMCE models
were extracted, each corresponding to a single
coil, but with hooks on the cutting interface.

Figure 2 shows the results obtained from the
simulation of the coupled coils without DD and
with DD decomposition in three cases: with all
possible electric and magnetic hooks (case in which
each electric and magnetic node on the common
surface represents a distinct terminal - the sur-
face is in this case transparent for the EM field),
only with electric hooks, and only with magnetic
hooks. The full simulation perfectly overlaps the
simulation with DD and with node-by-node in-
terconnection between the models thus validat-
ing the theory of hooks and its implementation
in the framework of the FIT numerical meth-
ods. The use of magnetic hooks is very important
to catch the output behaviour on the whole fre-
quency range, whereas the electric hook become
more important at higher frequencies, due to the

Fig. 2. Imaginary part of the admittance obtained
from full simulation, and simulation using DD.

capacitive effects that cannot be neglected any
more.

6 Conclusions

The paper illustrated how a new type of boundary
conditions (hooks) can be implemented in FIT
and used in EM coupling simulations to obtain in-
dependent models of sub-problems. The parasitic
and intentional coupling between either time do-
main or frequency domain models was modeled.

If only node-hooks are used, the interface con-
ditions are imposed node by node, and the cou-
pled numerical model is equivalent to the nu-
merical model obtained with FIT applied for the
whole domain, providing that the grid used is the
union of grids used for each sub-problem. Alter-
native solutions include iterative procedures as
in DD or a convenient reduction of the number
of hooks and thus number of terminals of sub-
models. In the latter case, the magnetic terminals
are surface-hooks, each hook including more than
one node of the discretization grid.
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Summary. The super node algorithm performs model
order reduction based on physical principals. Although
the algorithm provides us with compact models, its
stability has not thoroughly been studied yet. The
loss of stability is a serious problem because simu-
lations of the reduced network may encounter arti-
ficial behavior which render the simulations useless.
We prove that the algorithm delivers unstable models
and we will present a way to overcome this problem.

1 Introduction

FASTERIX is a layout simulation tool for EMC
(electromagnetic compatibility) modelling. It trans-
forms PCB properties into an equivalent RLC cir-
cuit model which is then reduced into a compact
one with approximately the same behavior. As a
reduction technique it uses the so called ’super
node algorithm’.

The approach of compact equivalent circuits
makes FASTERIX an excellent and fast program
for the frequency analysis of the electromagnetic
behavior for PCB’s. The reader is referred to [1],
[3], for more information about the methods in
FASTERIX. Although the super node algorithm
provides us with compact models, the problem of
carrying out simulations in the time domain still
exists. One can think of using another reduction
techniques instead of the super node algorithm,
which can preserve stability and passivity. The
advantage of the super node algorithm is that it is
inspired by physical insight into the models, and
produces reduced RLC circuits depending on the
maximum predefined frequency. This fact makes
the algorithm an attractive technique for EMC
modelling.

We briefly review the algorithm, and give a
sketch of the proof that it delivers unstable re-
duced models. Corresponding example is consid-
ered.

2 Derivation of the model used in
FASTERIX

FASTERIX translates electromagnetic properties
of a PCB into a circuit model which is described
by the system of Kirchhoff’s equations

(R + sL)I − PV = 0 (1)

PT I + sCV = J (2)

where R ∈ ℜε×ε is the resistance matrix,
L ∈ ℜε×ε is the inductance matrix, P ∈ ℜε×η
is an incidence matrix, C ∈ ℜη×η is the capac-
itance matrix, I ∈ Cǫ is the vector of currents
flowing in the branches, V ∈ Cη is a vector of
voltages at the nodes. Vector J ∈ Cǫ collects the
terminal currents flowing into the interconnection
system. Value s is a complex number with nega-
tive imaginary part: s = −jω. Matrices R, L, C
are symmetric and positive definite.

In order to obtain an equivalent network model,
the set of all nodes in the circuit described by
(1)-(2) is subdivided into two subsets N and N ′

where N denotes the subset of nodes which are
retained in the reduced circuit, and N ′ is for all
other nodes. Due to this, vectors V , J and matri-
ces P, C are partitioned into blocks, see [1], [4]
(chapter 8).

If we consider the voltage at the nodes (from
the subset N) as an input v(p), and currents flow-
ing into the system through the nodes as an out-
put i(p), we come to the following system:




(
R −PN ′

PT
N ′ 0

)

︸ ︷︷ ︸
G

+s

(
L 0
0 CN ′N ′

)

︸ ︷︷ ︸
C


x =

=

(
PN

−sCN ′N

)
v(p), (3)

i(p)(s) =
(
PT
N sCT

N ′N

)
x+ sCNNv

(p), (4)

where x =
(
I , VN ′

)T
. It should be noted that

in (3) the matrix G is positive real, and matrix
C is positive semi-definite. It is enough to prove
that the unreduced system is stable.

The currents i(p) obtained each time under
a unity voltage v(p) at a particular input ter-
minal, the others being grounded, constitute the
columns of the desired admittance matrix Y. The
following holds
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Yv = i. (5)

Matrix Y describes the reduced circuit at a
particular frequency ω.

3 Super Node Algorithm

The super node algorithm constructs an approxi-
mation of Y, which describes the reduced circuit
at any frequency 0 < ω < Ω as

Y ∼ (s)−2YR + (s)−1YL + YG + (s)YC . (6)

Each pair of nodes in the reduced circuit con-
tains a branch, Fig. 1. Resistance R, inductance
L, capacitance C, and resistance of conductance
G can be found from the admittance matrices
YR, YL, YG and YC in (6). Thus the reduced
circuit described by (6) can be used in a circuit
analysis program.

L            R

C

G

i                                  j

Fig. 1. High frequency branch between two nodes

Stability

For carrying out reliable simulations in the time
domain, first it should be checked that the system
is stable [2].

An illustration of possible stability violation is
given below. Figure 2 shows an example of simu-
lations in the time domain for lowpass filter model
generated by FASTERIX. This model is supposed
to be valid up to 10 GHz. The reason why the

Fig. 2. Simulation in the time domain

transient analysis fails is explained by the non-
stability of the reduced model.

To show that the algorithm does not preserve
stability, we suggest to follow all reduction steps
and check stability at the each step. At the first
step, the system (3)-(4) is subdivided into two
systems by introducing the following expansions
of I and VN ′ in powers of (ik0h)

VN ′ = V0 + V1(ik0h), (7)

I = I0 + I1(ik0h), (8)

where k0 is the free space wave number. Pairs
(I0, V0) and (I1, V1) are obtained from two sets of
equations which are found from (3)-(4) by gath-
ering appropriate terms with orders (ik0h)

0 and
(ik0h)

1. It can be checked that the two new sys-
tems are again stable.

At the second step, the state space vectors of
the systems from the previous step are expanded
through frequency independent quantities, see [1],
[4] (chapter 8), for details. In fact, (6) is a sum of
outputs of the two systems under the expansions.
Thus, it is important to investigate whether the
state space vectors of the systems have unstable
poles. The following representation of the state
space vector of the 1-st system has been obtained

x1 =
(
A1(sM1 + M2)

−1 + A2(sM3 + I)−1
)
A3×

×(G1 + sC1)
−1Bi1V

(p)
N . (9)

Taking into account the properties of the ma-
trices: C1 and M3 are positive semi-definite, I
and G1 are positive real and M1 is indefinite, in
general, we conclude that (9) does not correspond
to analytic function for all s with Re(s) > 0. Sim-
ilar result can be obtained for the state space vec-
tor of the second system. Thus, this fact proves
non-stability of the reduced model described by
(6). We will present changes in the algorithm, in
order to guarantee its stability.
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Summary. This abstract proposes a new approach
for the Model-Order Reduction (MOR) of RLC-circuit
blocks. Instead of Taylor-series-like local fitting using
implicit moment matching, a global approximation of
the matrix-valued s-domain transfer function is gen-
erated. Then, the Krylov-like subspace spanned by
the ‘moments’ of this approximation is used to set up
the projection matrices needed for MOR. The pro-
posed MOR approach preserves passivity, reciprocity,
and the properties of the global approximation.

1 Introduction

Typical Krylov subspace Model-Order Reduction
(MOR) methods [1–3] are based on implicit mo-
ment matching. This approach results in a Taylor-
series-like approximation, which is exact at the
expansion point (e.g., at the origin of the complex
plane), but which looses accuracy when moving
far away (e.g., towards high frequencies). There-
fore, one avenue to reduce (or, at least, to spread
more equally) the approximation error could be
to base the MOR on a global approximation.

This abstract proposes a new MOR approach
for RLC-circuit blocks: Global-Approximation-
Based Order Reduction (GABOR). GABOR pre-
serves passivity and reciprocity, and matches the
‘moments’ of the global approximation.

2 Preliminaries

PRIMA [1] operates with Y-parameters; SPRIM
[2] and ENOR [3], in turn, are formulated using
Z-parameters. Due to lack of space, but without
loss of generality, let us limit the discussion to
treatment of Z-parameters, only.

Let us consider an RC-only circuit with n
nodes and N port nodes, excited by N current
sources for obtaining the Z-parameter matrix.
Now, a PRIMA-like formulation results in

Z(s) = LT(G + sC)−1B

= LT(I + sG−1C)−1G−1B

, LT(I − sA)−1R

= LTR + LTARs+ LTA2Rs2 + . . .

, M0 + M1s+ M2s
2 + . . .

(1)

where G and C are n-by-n conductance and ca-
pacitance matrices, respectively, L = B is an n-
by-N selector matrix, and Mi = LTAiR are the
moments. In particular, Z(0) = M0 = LTG−1B.

For an RL-only circuit, with inductances treated
as in Ref. [3], we get the dual version of (1):

Z(s) = LT(G + 1
sΓ)−1B

= LT(I + 1
sG

−1Γ)−1G−1B

, LT(I − 1
sÂ)−1R

= LTR + LTÂR1
s + LTÂ

2
R 1
s2 + . . .

, M0 + M−1
1
s + M−2

1
s2 + . . .

(2)

Now, we have Z(∞) = M0 = LTG−1B.

3 Derivation of GABOR

Applying nodal formulation (that is, not MNA)
to an RLC circuit, we obtain [3]

Z(s) = LT
(
sC + G + 1

sΓ
)−1

B

= LT
(
sG−1C + I + 1

sG
−1Γ

)−1
G−1B

, LT
(
sD + I + 1

sE
)−1

R
(3)

When truncated to a finite number of mo-
ments, (1) and (2) are, still, accurate near s = 0
and s = ∞, respectively. The idea behind GA-
BOR is to (try to) combine the best properties of
(1) and (2) for an RLC circuit. In particular, the
term (. . . )−1 in (3) is approximated by “a combi-
nation of the moment series in (1) and (2)”:

Z(s) = LT
(
sD + I + 1

sE
)−1

R =

· · · + M−2
1
s2 + M−1

1
s + M0 + M1s+ M2s

2 + . . .
(4)

Let

Mi = LTNi, i = . . . ,−2,−1, 0, 1, 2, . . . (5)

Combining (4) and (5) and some algebra gives
(
sD + I + 1

sE
)

(
· · · + N−1

1
s + N0 + N1s+ . . .

)
= R

(6)

Equating the negative/zero/positive powers of s
results in the following matrix equation (trun-
cated to ±3 terms for convenience):
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0
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7
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7

7

7

7
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(7)

Equation (7) can be solved semi-analytically
with two sets of recursions (shown for ±3 terms):

↓ A3 =−D ↑ N3 =A3N2

↓ A2 =−(I + EA3)
−1D ↑ N2 =A2N1

↓ A1 =−(I + EA2)
−1D ↑ N1 =A1N0

→ →N0 =(. . . )−1R
↑ A−1=−(I + DA−2)

−1E ↓ N−1=A−1N0

↑ A−2=−(I + DA−3)
−1E ↓ N−2=A−2N−1

↑ A−3=−E ↓ N−3=A−3N−2

(8)

That is, starting from A−3 and A3, one recur-
sively obtains A−1 and A1 that are used to solve

N0 = (DA−1 + I + EA1)
−1R (9)

Then, starting from N0, one obtains all the Ni

terms, which, together with (5), give the negative
and positive ‘moments’ up to the desired order.

Note that with (3)–(5), (8), and (9), a global
approximation is created, since M0 = LTN0 (and
all the other ‘moments’, Mi) depend on the order
of reduction, (q−, q+).

The next step is to find the projection matri-
ces needed for MOR. To start, let us define the
following Krylov-like subspace:

Kr(Ai,N0, q−, q+) ≡ colspan{
A−q . . .A−1N0, . . . ,A−2A−1N0,A−1N0,

N0,A1N0,A2A1N0, . . . ,Aq . . .A1N0}
(10)

In GABOR, a PRIMA-like (but ‘bidirectional’)
block-Arnoldi method is used to obtain

X = [X−q, . . . ,X−1,X0,X1, . . . ,Xq] (11)

such that the orthonormalized blocks Xi span
Kr(Ai,N0, q−, q+). Finally, the desired reduced-
order matrices of GABOR are obtained by setting

G̃ = XTGX, C̃ = XTCX, Γ̃ = XTΓX,

B̃ = XTB, L̃ = XTL
(12)

It can be shown [3] that any reduced-order
model represented by (12) preserves the passiv-
ity and reciprocity of the original RLC circuit.
The planned full paper will contain a (rather long
but already derived) proof showing that GABOR
along with (12) matches the Z-parameter block
‘moments’ M−q, . . . ,M−1,M0,M1, . . . ,Mq of the
global approximation (4).

Here, it is fair to mention that GABOR has
some problematic features, too. First, in (8), all

the Ai terms (or the related LU factorizations)
must be precomputed into the memory space.
Second, the conductance matrix G in (3) be-
comes singular for real-life RLC interconnect cir-
cuits. Therefore, an ENOR-like frequency scal-
ing [3] must be applied. The planned full paper
will discuss the frequency scaling in more detail.

4 Simulation example

A dispersive transmission line was modeled with
50 LRCG sections, each having L = 1 nH, R =
1 mΩ, C = 1 pF, and G = 1 mS. This two-port
RLC circuit was reduced using a MATLAB/C im-
plementation of GABOR with (q−, q+) = (10, 10)
and σ = −(s − s0)/s0 [3], where s0 = 5 GHz (to
be explained in the full paper). Figure 1 shows
|Z21(f)| in the frequency range ]0, 5] GHz. The
original and reduced circuit resulted in 101-by-
101 and 20-by-20 circuit matrices, respectively.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
15

20

25

30

35

40

45

f/GHz

|Z
21

|

Fig. 1. Orig. (dashed) and reduced (solid) |Z21(f)|.

5 Conclusions

This abstract proposed a Global-Approximation-
Based Order Reduction (GABOR), which pre-
serves the passivity and reciprocity of the orig-
inal RLC circuit, and matches the ‘moments’ of
the underlaying global approximation. The cor-
rect operation of GABOR was verified with one
simulation example. The planned full paper will
discuss the advantages, limitations, and moment-
matching property of GABOR in more detail.
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Summary. We consider passivity-preserving model
reduction of circuit equations using the bounded real
balanced truncation method applied to the Moebius-
transformed system. This method is based on balanc-
ing the solutions of the projected Lur’e and Lyapunov
matrix equations. We also discuss their numerical so-
lution exploiting the underlying structure of circuit
equations.

1 Introduction

A modified nodal analysis (MNA) for linear RLC
circuits yields a linear system of differential-algebraic
equations (DAEs)

Eẋ(t) = Ax(t) +Bu(t),
y(t) = Cx(t),

(1)

where

E=



AC C A

T
C 0 0

0 L 0

0 0 0


, B=−




AI 0
0 0
0 I



=CT,

A=



−AR R −1

ATR −AL −AV
ATL 0 0

ATV 0 0


 .

(2)
Here AC , AL , AR , AV and AI are the incidence
matrices describing the circuit topology, and R ,
L and C are the symmetric, positive definite re-
sistance, inductance and capacitance matrices, re-
spectively. Linear RLC circuits are often used to
model interconnects, transmission lines and pin
packages in VLSI networks. The number n of
state variables is called the order of the MNA
system (1). It is related to the number of circuit
elements and usually very large. This makes the
analysis and numerical simulation of circuit equa-
tions unacceptably time consuming. Therefore,
model order reduction is of great importance.

A general idea of model reduction is to ap-
proximate the large-scale system (1) by a redu-
ced-order model

Ẽ ˙̃x(t) = Ã x̃(t) + B̃ u(t),

ỹ(t) = C̃ x̃(t),
(3)

where Ẽ, Ã ∈ Rℓ,ℓ, B̃ ∈ Rℓ,m, C̃ ∈ Rm,ℓ and
ℓ≪ n. It is required that the approximate system
(3) captures the input-output behavior of (1) to
a required accuracy and preserves passivity. This
property is important in circuit simulation. Gene-
rally speaking, passivity means that system does
not produce energy. System (1) is passive if and
only if its transfer functionG(s) = C(sE−A)−1B
is positive real, i.e., G is analytic in the open
right half-plane C+ and G(s) +GT (s̄) is positive
semidefinite for all s ∈ C+, see [1].

2 Passivity-preserving balanced
truncation

Balanced truncation model reduction is based on
the transformation of the dynamical system into
a balanced form whose controllability and ob-
servability Gramians are both equal to a diago-
nal matrix. Then a reduced-order model is deter-
mined by the truncation of the states correspond-
ing to small diagonal elements of the balanced
Gramians. Depending on system properties, dif-
ferent types of balancing may be introduced.

A passive reduced-order system can be com-
puted using the bounded real balanced truncation
method applied to a Moebius-transformed system

G(s) =
(
I −G(s)

)(
I +G(s)

)−1

= −2C(sE −A+BC)−1B + I.

Note that G(s) is positive real if and only if G(s)
is bounded real, i.e., G is analytic in C+ and the
matrix I −G(s)GT (s̄) is positive semidefinite for
all s ∈ C+, see [1]. In the bounded real balanced
truncation method for G, the bounded real Grami-
ans are defined as minimal solutions X and Y of
the projected Lur’e equations

EXÂT+ ÂXET+ 2PlBB
TPTl = −2KcK

T
c ,

EXCT − PlBM
T
0 = −KcJ

T
c ,

JcJ
T
c = I −M0M

T
0 , X = PrXP

T
r ,

and
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ETY Â+ ÂTY E + 2PTr C
TCPr = −2KT

o Ko,

−ETY B + PTr C
TM0 = −2KT

o Jo, (4)

JTo Jo = I −MT
0 M0, Y = PTl Y Pl,

where Â = A − BC, Pr and Pl are the spectral
projectors onto the right and left deflating sub-
spaces of the pencil λE − Â corresponding to the
finite eigenvalues and M0 = lims→∞ G(s). Fur-
ther, we define the improper controllability and
observability Gramians Ximp and Yimp of G as
unique symmetric, positive semidefinite solutions
of the projected discrete-time Lyapunov equations

ÂXimpÂ
T− EXimpE

T = 2QlBB
TQTl ,

Ximp = QrXimpQ
T
r ,

and

ÂTYimpÂ − ETYimpE = 2QTr C
TCQr,

Yimp = QTl YimpQl,
(5)

where Ql = I − Pl and Qr = I − Pr , see [4]. The
reduced-order model (3) can then be computed
by projecting

Ẽ = WTET, Ã = WTAT, B̃ = WTB, C̃ = CT,

where the projection matrices W,T ∈ Rn,ℓ deter-
mine the left and right subspaces corresponding
to the dominant bounded real characteristic va-
lues and non-zero improper Hankel singular va-
lues of G defined as the square roots of the posi-
tive eigenvalues of XETY E and XimpÂ

TYimpÂ,
respectively. One can show that the reduced-order
system is passive. Furthermore, if

‖I +G‖H∞(πℓf +1 + . . .+ πnf
) < 1,

where πj are the truncated characteristic values
of G, then we have the following error bound

‖G̃−G‖H∞ ≤ ‖G+ I‖2
H∞

(πℓf +1 + . . .+ πnf
).

Since the MNA matrices in (2) satisfy

ET = SES, AT = SAS, BT = S1CS,

where S = diag(I,−I,−I) and S1 = diag(I,−I)
are partitioned in accordance with A and C, re-
spectively, we find that

Pl = SPTr S, X = SY ST , Ximp = SYimpS
T .

Thus, for circuit equations, it is enough to solve
only one Lur’e equation and also one Lyapunov
equation. The solutions of the dual equations are
given for free.

If Do = I −MT
0 M0 is nonsingular, the pro-

jected Lur’e equation (4) can be rewritten as the
projected algebraic Riccati equation

ETY Ao +ATo Y E + 2ETY BD−1
o BTY E

+ 2PTr C
TD−1

c CPr = 0, Y = PTl Y Pl,

where Ao = A − BC − 2PlBD
−1
o MT

0 CPr and
Dc = I − M0M

T
0 . This equation can be solved

using Newton’s method [2]. In each step of this
method, the projected continuous-time Lyapunov
equation of the form

ETZF+FTZE+PTrQ
TQPr=0, Z=PTl ZPl

has to be solved for Z. For this propose, we
can use the generalized alternating direction im-
plicit method [5]. The projected discrete-time
Lyapunov equation (5) can be solved using the
generalized Smith method [5].

Note that the solution of the large projected
Riccati equation has often a low numerical rank.
Such a solution can be well approximated by
a matrix of low rank. Moreover, this low-rank ap-
proximation can be constructed in factored form
Y ≈ L̂L̂T with L̂ ∈ R

n,k that significantly reduces
the memory requirements when k ≪ n.

A major difficulty in the numerical solution
of the projected Lyapunov and Riccati equations
with large matrix coefficients is that the spectral
projectors Pl and Pr are required. Fortunately,
the matrix coefficients (2) in the MNA circuit
equations have some special block structure. We
can exploit this structure to construct the re-
quired projectors in explicit form using a matrix
chain approach from [3]. Furthermore, we give
an explicit formula for the matrix M0 and present
necessary and sufficient conditions for invertibili-
ty of Do = I − MT

0 M0 in terms of the circuit
topology.
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Summary. A new model reduction method for cir-
cuit simulation is presented, which preserves passivity
by interpolating dominant spectral zeros. These are
computed as poles of an associated Hamiltonian sys-
tem, using an iterative solver: the subspace acceler-
ated dominant pole algorithm (SADPA). Based on a
dominance criterion, SADPA finds relevant spectral
zeros and the associated invariant subspaces, which
are used to construct the passivity preserving projec-
tion. Our method reduces all passive circuits, includ-
ing those not suitable for reduction with PRIMA.

1 Introduction

Model reduction for circuit simulation has been
extensively studied (see [3] for a selection of re-
cent results). In transmission lines, interconnec-
tions are modeled as systems with millions of in-
ternal variables, that are impossible to simulate in
full dimension. A system of smaller dimension is
needed to approximate the behavior of the origi-
nal and replace it during simulation. RLC circuits
describing the interconnect are passive systems,
with positive real transfer functions [1], thus the
reduced models should also passive.

The framework involves approximation of an
original dynamical system described by a set of
differential algebraic equations in the form (1),

Eẋ(t)=Ax(t)+Bu(t), y(t)=Cx(t)+Du(t), (1)

where the entries of x(t) are the system’s inter-
nal variables, u(t) is the system input and y(t) is
the system output, with dimensions x(t) ∈ Rn,
u(t) ∈ Rm, y(t) ∈ Rp. Correspondingly, E ∈
Rn×n, A ∈ Rn×n, (A,E) is a regular pencil,
B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m. The dimen-
sion of Σ is n, usually very large. In circuit sim-
ulation, internal variables are chosen as the node
voltages and loop currents: x(t) = [v(t), i(t)]T ,
and the system original Σ(E,A,B,C,D) is sta-
ble and passive. We aim for a reduced order model
Σ̂(Ê, Â, B̂, Ĉ,D), which similarly to (1), satisfies:

Ê ˙̂x(t) = Âx̂(t) + B̂u(t), ŷ(t) = Ĉx̂(t) + Du(t),

where x̂ ∈ R
k, Ê ∈ Rk×k, Â ∈ Rk×k, B̂ ∈ Rk×m,

Ĉ ∈ R
p×k, D ∈ R

p×m. Σ̂ is obtained by project-
ing the internal variables of the original system
x onto a subspace ColSpan V ⊂ R

n×k, along

Null W∗ ⊂ R
k×n. The goal is to construct V

and W, such that Σ̂ is stable and passive. Addi-
tionally, V and W should be computed efficiently.
The reduced matrices are obtained as follows:

Ê = W∗EV, Â = W∗AV, B̂ = W∗B, Ĉ = CV.(2)

2 The method

We present the dominant spectral zero interpola-
tion method (dominant SZM), a passivity preserv-
ing model reduction method that extends beyond
the scope of existing methods such as PRIMA [5].
Imposing no constraints on the system matrices,
dominant SZM can reduce passive systems with
an underlying possibly indefinite E matrix, trans-
mission line models with controlled sources, or
circuits containing susceptance elements. The in-
gredient for passivity preservation are the spectral
zeros of Σ(E,A,B,C,D), defined as follows:

Definition 1. For system Σ with transfer func-
tion: H(s) := C(sE − A)−1B + D, the spectral
zeros are all s∈C such that H(s) + H∗(−s) = 0,
where H∗(−s)=B∗(−sE∗−A∗)−1C∗+D∗.

According to [2, 8], the spectral zero method
uses a rational Krylov approach to construct the
V and W which interpolate spectral zeros of Σ.
Spectral zeros are solved efficiently from an asso-
ciated Hamiltonian eigenvalue problem. In [2, 8],
the selection of spectral zeros was still an open
problem. We propose a solution as follows: we
extend the concept of dominance from poles [7]
to spectral zeros, and adapt the iterative solver
SADPA for the computation of dominant spec-
tral zeros. The corresponding invariant subspaces
are obtained as a by-product of SADPA, and are
used to construct the passivity preserving project-
ing matrices V and W. The procedure for passive
reduction with dominant SZM follows [4]:

1) Given Σ(E,A,B,C,D), construct the associ-
ated Hamiltonian system Σs described by (3),
whose poles are the spectral zeros of Σ.

As =

0

@

A 0 B

0 −A∗ −C∗

C B∗ D+D∗

1

A ,Es =

0

@

E 0 0

0 E∗ 0

0 0 0

1

A ,Bs =

0

@

B

−C∗

0

1

A Ds

Cs =−Ds

`

C B∗ 0
´

, Ds =(D+D
∗)−1 (3)
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2) Solve the Hamiltonian eigenvalue problem
(Λ,R,L) = eig(As,Es), i.e. AsR = EsRΛ,
L∗As=ΛL∗Es. Eigenvalues Λ=diag(s1, . . . , sn,
−s∗1, . . . ,−s∗n) are the spectral zeros of Σ, and
R=[r1, . . . , r2n], L=[l1, . . . , l2n].

3) Compute residues Rj associated with the sta-
ble1 spectral zeros sj , j = 1 . . . n as follows:
Rj=γjβj , γj=Chrj(l

∗
jEhrj)

−1, βj= l∗jBh.
4) Sort spectral zeros descendingly according to

dominance criterion
|Rj |

|Re(sj)| [7, Chapter 3],

and reorder right eigenvectors R accordingly.
5) Retain the right eigenspace R̂ = [r1, . . . , rk] ∈

C
2n×k, corresponding to the stable k most

dominant spectral zeros.
5 Construct passivity projection matrices V and

W from the rows of R̂: V = R̂[1:n,1:k], W =

R̂[n+1:2n,1:k], and reduce Σ according to (2).

As explained in [2,4,8], by projecting with (2), Σ̂
interpolates the k most dominant spectral zeros of
Σ, guaranteeing passivity and stability. For large-
scale applications, a full solution to the eigen-
value problem in step 2), followed by the dom-
inant sort 3)-4) is computationally unfeasible. In-
stead, the iterative solver SADPA [7, Chapter 3]
is applied with appropriate adaptations for spec-
tral zero computation [4], and the k most dom-
inant spectral zeros and associated 2n × k right
eigenspace R̂ are obtained automatically.

3 Preliminary results

We reduce an RLC transmission line model with
voltage controlled current sources [4]. The sys-
tem has an associated singular and indefinite ma-
trix E, thus Σ has poles at infinity. PRBT [6]
does not apply to E singular, and a deflation of
infinite poles is required to make E invertible.
For large systems this can be computationally
unfeasible, or must exploit a specific structure
of E and A. PRIMA [5] on the other hand re-
quires a definite E and an A matrix with special
block symmetries. To apply PRIMA, stamps in
E and A corresponding to the loop current vari-
ables should be negated, so that E becomes defi-
nite. This requires knowledge of how the simula-
tor generates states internally and makes reduc-
tion non-automatic and cumbersome in practice.
Dominant SZM is more general, avoiding both
the deflation step required by PRBT and the sign
change in PRIMA.

Fig. 1 shows the reduced models from domi-
nant SZM, modal approximation [7] and PRIMA.
Already for k = 2, dominant SZM gives a passive
reduced model which is indistinguishable from the
original, while the other methods are less accu-
rate. Table 1 summarizes approximation errors

1 s ∈ C is stable if Re(s) < 0.

and CPU times. SADPA computed two dominant
spectral zeros, enabling efficient reduction with
dominant SZM, when reduction with PRBT is
computationally unfeasible. Passivity is preserved
automatically even when E is indefinite.
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Fig. 1. Original and reduced models with dominant
SZM, modal approximation and PRIMA.

Table 1. Transmission line reduction n=1501 k=2

SADPA based Error Time(s) Iterations

Dominant SZM 1.89 · 10−4 0.8 14

MA 1.24 0.98 35

Other methods Error Time(s) Constraints

PRIMA 9.98 · 10−1 0.01
E definite

otherwise unstable

PRBT - -
E singular

deflation unfeasible
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Summary. In this work we address the well-posed-
ness of the steady-state and transient problems stem-
ming from the coupling of a network of lumped elec-
tric elements and a PDE model of heat diffusion in
the Chip substrate.

1 Introduction

Due to downscaling, power densities become more
important [5] and therefore thermal models to re-
solve the geometric layout, which fit seamless into
the circuit design are necessary. A method for
automatically deriving a thermal network model
from the layout of an IC and substrate material
properties was introduced in [1] and the numeri-
cal validation is in progress [2].

The novelty of this method compared to other
existing aproaches [3, 4] is that it does not work
by fitting the parameters of a given network
topology, but rather it consists of a parabolic
PDE which can be connected to a network of
lumped (electrical) device models to perform cou-
pled system-level electrothermal simulation with
a standard spice-like circuit simulator. The cou-
pling is performed by controlling the average tem-
perature of some substrate regions via a set of
(controlled) voltage sources and the total power
dissipated in some other regions via a set of (con-
trolled) current sources. As an initial step towards
the analysis of the coupled electro-thermal sys-
tem, in this work we consider the equations ob-
tained when the thermal element is controlled by
a set of independent sources with finite internal
resistance or conductance.

2 Statement of the problem

Let the domain Ω ⊂ Rd, with d = 1, 2, 3, model
the IC substrate and Ωk be the active region of
the k-th circuit element. We assume that Ω be
Lipschitz and that the family {Ωk, k = 1, . . . , n}
satisfies the requirements:

1.
◦
Ωk 6= ∅, Ω̄k ⊂ Ω ∀k = 1, . . . , n

2. Ω̄k ∩ Ω̄j = ∅ ∀j, k ∈ {1, . . . , n}, k 6= j.

We denote by u(x, t) the temperature at an in-
stant t at each point x in Ω, we let qk(t)/ |Ωk|
be the average temperature in the region Ωk at
time t and pk(t) the instantaneous Joule power
per unit length, area or volume (in case d = 1, 2
or 3, respectively) dissipated by element k. The
heat diffusion in the substrate is governed by the
heat equation

∂u

∂t
−∆u+ αu = f(p), in Ω × (0, T ) (1)

denoting by f(p) the function

f(x,p) =

n∑

k=1

pk1Ωk
(x),

where the vector function p is defined as

p(t) = (p1(t), . . . , pn(t)) ,

and the symbol 1Ωk
represents the indicator func-

tion of the set Ωk. Equation (1) is supplemented
with initial-boundary conditions

u(x, 0) = u0(x), in Ω, (2)

u+ β
∂u

∂n
= g(t), on ∂Ω × (0, T ), (3)

where g is the ambient temperature. Further-
more, the k-th average device temperature qk is
connected to u by the relation

∫

Ωk

u(x, t) dΩ = qk(t). (4)

Finally, to close the system, we need to state con-
stitutive relations for the vector of average tem-
peratures

q(t) = (q1(t), . . . , qn(t)) ,

and for the vector of instantaneous powers p in
terms of the electrical variables in the circuit. As
anticipated in the introduction, in the present
work we make the simplifying assumption that
the thermal network be controlled via indepen-
dent sources. Under such an assumption the con-
stitutive relations can be cast into the form
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akpk + bkqk = ck(t), k = 1, . . . , n (5)

where the ck are given functions and ak and bk
denote constant coefficients. Notice that ak = 0
for a given k indicates that the k-th region is at-
tached to a voltage source fixing the value of its
average temperature, while bk = 0 indicates that
the Joule power dissipated in the k-th region has
been assigned by attaching it to a current source.
Summarizing, the problem we intend to investi-
gate reads:

Given initial datum u0(x) and ambient temper-
ature g(t), find u(x, t), p(t) and q(t) such that
equations (1)–(5) are satisfied, where α, β, ak, bk
are known quantities and α, β ≥ 0.

The above problem is related to the following ker-
nel problem:
Given q and g, find u(x) and p such that:






−∆u+ αu = f(p), in Ω,

u+ β
∂u

∂n
= g, on ∂Ω,

∫

Ωk

u dΩ = qk k = 1, . . . , n.

(6)

We sketch below our approach to prove the well-
posedness of the kernel problem (6), such proof
will be used, in the complete version of this work,
as the basis for the analysis of the time-dependent
problem (1)–(5).

Sketch of the solution

Since the differential operator in (6) is linear, we
can represent the general solution, for any p, as

u = u∗ +

n∑

k=1

pkuk, (7)

with u∗(x) solution of the problem






−∆u∗ + αu∗ = 0, in Ω,

u∗ + β
∂u∗
∂n

= g, on ∂Ω,
(8)

and uk(x), k = 1, . . . , n, solution of the problem





−∆uk + αuk = 1Ωk
, in Ω,

u+ β
∂uk
∂n

= 0, on ∂Ω,
. (9)

Both problems (8) and (9) are uniquely solvable.
Then we can write the conditions for qk in (6)3
as a linear algebraic system with variables pk:

n∑

k=1

{∫

Ωj

uk dΩ

}
pk = qj −

∫

Ωj

u∗ dΩ, (10)

with j = 1, . . . , n. This system is uniquely solved
if and only if

the matrix

(∫

Ωj

uk dΩ

)
is nonsingular. (11)

By multiplying equation (9)1 by uj and inte-
grating on Ω, we find (β > 0)

∫

Ω

(∇uk · ∇uj + αukuj) dΩ

+

∫

∂Ω

1

β
ukuj dΩ =

∫

Ωk

uj dΩ, (12)

and we can write
(∫

Ωk

uj dΩ

)
=

(
〈uj , uk〉

)
, (13)

where 〈·, ·〉 is the scalar product defined by the
left-hand side of (12). By the Cauchy-Schwartz
inequality,

det

(
〈uj, uk〉

)
≥ 0, (14)

and the equality holds if and only if the func-
tions are linearly dependent. This occurrence is
excluded by condition 2 on the subdomains Ωk.
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Summary. Tensors are the natural mathematical
objects to describe physical quantities that evolve
over multiple independent variables. This abstract
considers the computation of empirical projection
spaces by decomposing the tensor that can be as-
sociated with the measurement data. We show how
these projection spaces can be used to derive reduced
order models. The procedure is applied to a two-
dimensional heat diffusion problem.

1 Introduction

Most model reduction techniques such as bal-
anced truncation, Krylov methods, and Proper
Orthogonal Decompositions (POD) [5] are pro-
jection based methods. In this abstract, we ex-
amine the POD method to reduce the complexity
of systems with both space and time as indepen-
dent variables. The POD method leads to sim-
plified models by applying a Galerkin projection
on both the signals and the equation residuals of
a dynamical model. The POD method is partic-
ularly popular in computational fluid dynamics
applications where it simplifies spatial-temporal
systems by inferring projection spaces from col-
lections of spatially distributed data. These pro-
jection spaces are computed via singular value de-
compositions of matrices that have the total mesh
size of the spatial geometry as its dimension. For
spatial geometries that are two, three or larger
dimensional, these computations become partic-
ularly cumbersome in combination with fine grid-
ded mesh-sizes. Moreover, this computation gen-
erally neglects structures such as symmetries or
Cartesian structures that may be present in the
spatial geometry.

In this abstract we propose a method to com-
pute data-dependent projection spaces that leaves
Cartesian structures in multidimensional arrays
of measured data intact. For this, we propose an
extension of the concept of SVD to tensors.

2 Model reduction by projections

Consider an arbitrary linear N -dimensional sys-
tem described by the Partial Differential Equa-

tion (PDE)

R

(
∂

∂x1
, . . . ,

∂

∂xN

)
w = 0 (1)

in which w : X ⊂ RN → R is the (unknown)
solution in N independent variables. Here, R ∈
R·×1[ξ1, . . . , ξN ] is a real matrix valued polyno-
mial in N indeterminates. Weak solutions of (1)
are generally defined with respect to a Hilbert
space H of functions on a subset X′ of X accord-
ing to

〈R
(

∂

∂x1
, . . . ,

∂

∂xN

)
w,ϕ〉 = 0 ∀ϕ ∈ H. (2)

Given a basis {ϕn} of H and a finite dimensional
subspace Hr = span{ϕ1, . . . , ϕr} of H, a reduced
order model is defined by the collection of solu-
tions wr ∈ Hr that satisfy (2) with H replaced by
Hr. This is usually called a Galerkin projection of
the original model [4].

3 Tensor decompositions

Suppose that the domain X of (1) has an Eu-
clidean structure X = X1 × . . . × XN . In this
section we propose a construction of the projec-
tion space Hr that is inferred from a measured
or simulated solution w of (1). More specifically,
suppose that, for n = 1, . . . , N , the domain Xn

is gridded into a finite set of Ln elements and let
Xn := RLn . Suppose that w is a Finite Element
(FE) solution of (1). Then w defines a multidi-
mensional array W ∈ RL1×...×LN with wℓ1...ℓN
being the (ℓ1, . . . , ℓN )th entry.

At a more abstract level W defines a tensor.
An order-N tensor T is a multilinear functional
T : X1 × · · · × XN → R operating on N vector
spaces X1, . . . , XN . Elements of T , tℓ1···ℓN , can
be defined with respect to bases for X1, . . . , XN

according to tℓ1···ℓN = T (eℓ11 , · · · , eℓNN ), where
{eℓnn , ℓn = 1, . . . , Ln} is a basis for Xn, n =
1, . . . , N .

A FE solutionw, or its associated multidimen-
sional array W , therefore defines the tensor
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W =

L1∑

ℓ1=1

. . .

LN∑

ℓN=1

wℓ1···ℓN e
ℓ1
1 ⊗ · · · ⊗ eℓNN (3)

where e1 ⊗ · · · ⊗ eN is shorthand for the rank-1
tensor E(x1, . . . , xN ) := ΠN

n=1e
⊤
n xn.

The tensor (3) associated with the FE solution
defines suitable projection spaces as follows. We
propose the construction of orthonormal bases
{mℓn

n , ℓn = 1, . . . , Ln} of Xn such that a coor-
dinate change of W with respect to these bases
achieves that the truncated tensor

WT :=

R1∑

ℓ1=1

. . .

RN∑

ℓN=1

ŵℓ1,...,ℓNm
ℓ1
1 ⊗ . . .⊗mℓN

N (4)

with Rn ≤ Ln, n = 1, . . . , N , will minimize the
error ‖W−WT ‖, in a suitable tensor norm, [2,3].
For order-2 tensors (matrices) this is achieved
by the SVD. For higher-order tensors, it is not
straightforward how to construct proper sets of
orthonormal bases with this property. Different
methods exist, including the Higher-Order Sin-
gular Value Decomposition [1] and the Tensor
SVD [3].

Note that projection spaces are not only de-
fined by the orthonormal bases. The truncation
levels, Rn ≤ Ln should also be chosen appropri-
ately. This choice involves making a trade-off be-
tween complexity and accuracy.

4 2D heat diffusion example

Consider the following model of a heat transfer
process on a rectangular plate of size Lx × Ly:

0=−ρcp
∂w
∂t +κx

∂2w
∂x2 +κy

∂2w
∂y2 . (5)

Here, w(x, y, t) denotes temperature on position
(x, y) and time t and the rectangular spatial ge-
ometry defines the Cartesian product X × Y :=
[0, Lx]× [0, Ly]. Let Hr = XR1 ×YR2 with XR1 ⊆
X = L2(X) and YR2 ⊆ Y = L2(Y) be finite di-
mensional subspaces spanned by R1 and R2 or-
thonormal bases functions {ϕℓ1} and {ψℓ2}, re-
spectively. Solutions of the reduced model are
then given by wr(x, y, t) =

∑
ij aij(t)ϕi(x)ψj(y)

with aij(t) = [A(t)]ij a solution of the matrix dif-
ferential equation

0 = −ρcpȦ+ κxFA+ κyAP. (6)

Here, F and P are defined as:

F=

2

6

6

4

〈ϕ1,ϕ̈1〉 ... 〈ϕ1,ϕ̈R1〉
...

...
〈ϕR1 ,ϕ̈1〉 ... 〈ϕR1 ,ϕ̈R1〉

3

7

7

5

P=

2

6

6

4

〈ψ1,ψ̈1〉 ... 〈ψ1,ψ̈R2〉
...

...
〈ψR2 ,ψ̈1〉 ... 〈ψR2 ,ψ̈R2〉

3

7

7

5

A FE solution of (5) is computed with grid
sizes (L1, L2, L3) = (50, 100, 500), see Fig. 1. Or-
thonormal bases were computed using the Tensor
SVD [3]. Basis functions are displayed in Fig. 2.
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Fig. 1. Time slice of the FE solution of (5).
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Fig. 2. First basis functions for X (left) and Y (right),
computed using tensorial SVD.

5 Conclusion

In this abstract we considered model reduction for
multidimensional systems using the POD method.
For the computation of empirical projection spaces
we proposed a method using tensor decomposi-
tions. The techniques proposed were applied to a
two-dimensional heat diffusion problem. In the fu-
ture, we plan to test the method on more complex
examples and aim to compare different tensorial
decompositions to assess accuracy, computational
effort and reliability.
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Summary. In IC failure analysis the detection of
currents is often used to indicate the presence of a
defective device. One method used for this analysis is
the Magnetic Force Microscopy (MFM). The manu-
factured tips used for MFM measurements frequently
show fabrication errors. Hence, in this work a the-
oretical model of the MFM was developed to verify
and improve the results of laboratory MFM measure-
ments. Furthermore, the influence of the thickness of
the magnetic tip coating as well as different kinds
of asymmetrical geometries are numerically investi-
gated.

1 Introduction

Due to technical advances in the development
of integrated circuits a reduction of the dimen-
sions of electronic devices and structures is feasi-
ble. Consequently, the IC failure analysis, which
makes use of occurring currents as a possible ev-
idence for defective devices, becomes more com-
plex. The magnetic field caused by these currents
can be detected by using special methods such as
the Magnetic Force Microscopy (MFM). In [1] it
is demonstrated that the MFM technique is appli-
cable for the detection of currents down to 1µA.
Furthermore, a comparison between laboratory
measurements and a theoretical consideration in
which the magnetic coated tip is approximated by
several magnetic moments is shown. The result-
ing values of both approaches in [1] are on a pi-
cometer scale but the amplitudes differ from each
other. As solely reason for these differences only
the orthogonally assumed tip magnetization in
the theoretical consideration is denoted; but some
further effects must be considered. In an ideal case
the tip is atomically sharp and features the ge-
ometry of a symmetric cone. In fact, a couple of
atoms are located at the tip apex and even dou-
ble tips might emerge depending on the manner
of preparation. In addition a further reason for
the differences is the technical unattainable geo-
metric symmetry of the tip. Hence, in this study
an improved model with more degrees of freedom
was developed by using the finite element method
(FEM). The main objectives are the verification

of the laboratory MFM measurement results and
the investigation of the influences and effects due
to variations of the tip geometry. For that pur-
pose different force calculation methods like the
Virtual Work Principle and the Maxwell Stress
Tensor are implemented and compared with each
other. It is a fact, both methods are often used to
obtain the total force of an object under investi-
gation, but the force distribution strongly differ
from each other [4,5]. For this reason the Virtual
Work Principle is implemented in our study in
such a manner as it show in [4, 5] to obtain local
forces with physical meaning.

2 Micromagnetic Model

In order to develop an applicable theoretical model
of the MFM it is necessary to describe the causes
for the magnetic fields. Therefore two different
sources must be considered, the current density
J and the material magnetization M. The funda-
mental expression for such problems is the well
known curl-curl equation

∇× 1

µ
(∇× A) = ∇× µ0

µ
M + J, (1)

whereas A is the magnetic vector potential, µ is
the material permeability and µ0 is the perme-
ability of free space. For the purpose of ensur-
ing the uniqueness of the magnetic vector poten-
tial and making the solution of the coupled sys-
tem numerically stable [2] the Coulomb gauge is
added. Applying the method of weighted residu-
als and using Gauss law and a vector identity,
the weak formulation can be obtained. As an
example for a three dimensional model used in
this work we consider a current carrying micro-
conductor which is scanned by a cantilever hold-
ing the magnetic coated tip underneath. This ar-
rangement is pictured in Fig. 1. In this approach
we assume a conically shaped tip with an angle of
30◦. This tip consists of a cobalt-chromium com-
pound, which is orthogonally magnetized with re-
spect to the sample surface. Analogous to [3] we
set the value for the magnetization in negative
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Fig. 1. Configuration of the 3D-model.

y-direction to M = 749kAm . Furthermore, we as-
sume a hard ferromagnetic material, so that the
permanent permeability of the conical magnetic
coating is approximately µr ≈ 1. The thickness
of this magnetic coating amounts to 60nm. The
micro-conductor features a width of 5µm, a thick-
ness of 2.5µm and carries a current of 1mA.

3 Results

The occurring forces during the scanning process
between tip and the micro-conductor are calcu-
lated in a span of 55µm. Therefore different for-
mulations are applied and compared. The first
one is the Virtual Work Principle, the second
one the surface integration over Maxwells Stress
Tensor. Furthermore, the Virtual Work Principle
is implemented in such a manner as it is show
in [4, 5] in order to obtain the force distribution
on the magnetic coating of the tip. Therefore we
solve (2) at the elements e corresponding to a
node k in a direction i

Fik = −
∑

ek

[ ∫

Ωek

(B− Br)
T

µ0
J−1 δJ

δsi
B |J| dΩek

−
∫

Ωek

(B − Br)
T

(B− Br)

2µ0

δ |J|
δsi

dΩek

]
(2)

where B is the magnetic flux density, Br is the
remanence flux density and J is the Jacobian ma-
trix. Finally we withdraw the intrinsic forces [4,5].
Concerning the total magnetic force, all three
methods are in excellent agreement with each
other. All the values are located in a pN -range.
The active force with respect to the tip axis and
a simulated MFM image is shown in Fig. 2.

In [1] the magnetically coated tip is approxi-
mated by using several magnetic moments and is
compared to laboratory measurement values. The
presented numerical results are perfectly concor-
dant with these considerations. In Fig. 3 the force
distribution of the magnetic coating at the point
3.5µm to the right of the current carrying micro-
conductor is shown.
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Fig. 2. Total force acting on the cantilever (left) and
a simulated MFM image (right).
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Fig. 3. Force distribution of the magnetic coated tip.

In this abstract only forces and simulations of a
totally symmetric tip are shown. In the full pa-
per the influences of tip asymmetry and different
thicknesses of the magnetically coated film will be
presented.
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Summary. EM scattering from PEC surfaces are
mostly calculated through the induced surface current
J. In this paper, we consider PEC surfaces homeomor-
phic to the sphere, apply Hodge decomposition theo-
rem to a slightly rewritten surface current, and show
how this enables us to replace the unknown current
with two scalar functions which serve as potentials for
the current.

Implications of this decomposition are pointed
out, and numerical results are demonstrated.

1 Introduction

There are numerous ways to address the prob-
lem of calculating the radar cross section of PEC
surfaces [1, 2]. One method is to solve the elec-
tric field integral equation, (EFIE), where a stan-
dard reference is [3]. In frequency domain, taking
the incoming field Ei to be a plane wave we have
Ei = E0e

−ik·r. By choosing an adapted ON basis,
the EFIE becomes [1, 3, 4],

∀r ∈ S : E0e
−ikzx̂ =̂ (1)

ikcµ0(I +
1

k2
∇∇·)

∫

S

g(r, r′)J(r′)dS′

where J is the surface current on S, g is the

Greens function g(r, r′) = eik|r−r
′|

4π|r−r′| , and where =̂

means tangential equality (on S). k, k, µ0, c, and
∇ have their usual meanings.

Since the electric field is a covariant vector
field (i.e. a one-form) rather than a contravariant
vector field the equality in (1) is, for each r ∈ S,
evaluated in T ∗

p S, the cotangent space at p. It is
therefore natural to use the theory of forms, and
in particular Hodge decomposition theorem when
addressing (1). For simplicity, we will assume that
the surface S is closed and homeomorphic to a
sphere.

2 Reformulation of EFIE

One first notes that the LHS of (1) is not an ex-
act one-form. However, by multiplying both sides
with eikz, the LHS is just the tangential part of
x̂, i.e., the one-form dx, which is exact, i.e., a

gradient of a scalar function. For this reason, we
introduce the following functions

h(r, r′) = g(r, r′)eik(z−z
′),K(r′) = eikz

′

J(r′) (2)

After multiplication with eikz, (1) becomes

e0∇x−∇
[∫

S

hẑ ·KdS′ +
i

k

∫

S

K·∇hdS′
]

=̂ (3)

ik

∫

S

hKdS′ − ẑ

[
ik

∫

S

hẑ ·KdS′ −
∫

S

K·∇ hdS′]

This formulation is still in vector calculus nota-
tion, and theoretical advantage is that the LHS
of (3) is now an exact one-form. Note, however,
that the fictive current K is a ’down sampled’
version of J, i.e., the oscillatory part e−ikz is fac-
tored out. In practice, this may therefore allow
for a much sparser sampling of the ’current’ K,
and therefore reduced numerics. Also, note that
complicated objects may require dense sampling
over areas of resonance.

To proceed we now use the Hodge decom-
position [5] applied to K. The Hodge decom-
position theorem asserts that, when S is com-
pact, any one-form K can be written uniquely as
K = dΦ+ β + δψ where Φ is a scalar, β is a har-
monic one-form and ψ is a two-form. Moreover,
d is the exterior derivative, the coderivative δ is
δ = − ∗ d∗, where ∗ is the Hodge star. However,
β ∈ Harm1(S) is zero since there are no nontriv-
ial harmonic one-forms on S. Thus, with Ψ = ∗ψ,
so that Ψ is a scalar function, we have that

K = dΦ+ δ ∗ Ψ ∼= ∇SΦ+ n̂×∇SΨ

on S, which means that K is expressed through
the two scalar potentials Φ and Ψ . Here, n̂ is a
unit normal to S and ∇S stands for the intrinsic
gradient operator on S. Equation (3) now reads

∇
[
e0x−

∫

S

(<d′z′,K > +
i

k
∆′
SΦ)h dS′

]
=̂ (4)

i

∫

S

(kK− ẑ [k <d′z′,K > +i∆′
SΦ])h dS′

where ∆S is the intrinsic laplace operator on S.
Depending on approach, equation (4) can be

addressed in several ways. In the next section, we
will consider a few of these.
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3 Calculational benefits

The factorization K(r′) = eikz
′

J(r′) may lead
to sparser sampling. Since the external applied
field is −E0x̂ e

−ikz we can expect that the in-
duced current J largely contains the oscillatory
part e−ikz. Therefore, in non-resonant areas, the
’current’ K resembles an envelope, which can be
sampled much sparser than J. For high frequen-
cies, this can reduce the numerical problem sub-
stantially.

Another way of using (4) is to note that the
left hand side is an exact one-form on S. Namely,
by a discretization of K = dΦ+ δ∗Ψ which gives
Φ and Ψ n degrees of freedom each, we must in
principle produce and solve a 2n × 2n system of
equations

(
X X
X X

)(
[Φ]n×1

[Ψ ]n×1

)
=

(
v1
v2

)
(5)

where [Φ]n×1, [Ψ ]n×1 are n× 1 vectors represent-
ing the fields Ψ and Φ, where v1, v2 also are n× 1
vectors and where X stands for various matrices
of order n × n. Instead of solving (5), it is obvi-
ously much cheaper to solve a system which takes
the form

(
X X
X X

)(
[Φ]n×1

[Ψ ]n×1

)
=

(
v1
0

)
(6)

since one can first solve the lower block row of
(6) and then substitute in the upper block row.
In principle, one 2n×2n inversion is replaced with
two n× n inversions. One can go from (5) to (6)
in several ways. Since the LHS of (4) is exact, one
can take the exterior derivative and coderivative
of (5) to get (6). One can also get (6) by testing
(4) against suitable test functions directly.

4 Numerical results

Although this approach has been reported ear-
lier, the full implementation using the scalar po-
tentials Φ and Ψ has not been demonstrated so
far. Considering the space available, we will only
exemplify the above approach in the most famil-
iar case, i.e., the sphere. Illuminating a sphere
of radius 1 m with a plane wave with λ =1 m,
propagating along the z axis and with the electric
field parallel to the x axis, the resulting potentials
and currents are illustrated in Fig. 1-3. In Fig. 1,
the scalar potential Φ is shown as an intensity
map over the surface. |Φ| is given by the bright-
ness, and the phase information is encoded in the
colour. The gradient ∇Φ is shown with real (blue)
and imaginary (red) parts. In Fig. 2, Ψ and the
co-gradient n̂ × ∇Ψ are displayed. In Fig. 3, the

x

z

Fig. 1. The potential Φ and its current.

x

z

Fig. 2. The potential Ψ and its (co-)current.

x

z

Fig. 3. The current K.

total current K, from which the physical current
J(r) = e−ikzK(r) is obtained, is drawn.

A more detailed analysis will follow, but pre-
liminary, the outcome of the calculations are in
good agreement with expected results.
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Summary. For a fast simulation of on-chip inter-
connect structures we consider preconditioned iter-
ative solution methods of large complex valued lin-
ear systems. The matrices are ill-conditioned and ef-
ficient preconditioners are indispensable to solve the
linear systems accurately. We analyze the dual thresh-
old ILUT preconditioner with BICGSTAB iterative
solver and show that this preconditioner provides a
very accurate solution for real life complicated prob-
lems in an efficient way.

1 Introduction

With the increasing complexity of on-chip inter-
connect structures more robust and fast simu-
lation methods are necessary to understand the
behavior of electromagnetic fields in such com-
plex structures. Field simulation approaches pro-
vide more insight and preserve important physi-
cal characteristics of electromagnetic fields at a
discrete level. The behavior of the electromag-
netic fields is governed by the Maxwell equations.
For many applications the potential formulation
of the Maxwell equations is used which has several
advantages. In particular, for on-chip intercon-
nect structures the potential formulation allows
separate modeling of fields on dielectric, semicon-
ductor and metallic regions.

After discretization of time harmonic Maxwell
equations we obtain a complex valued linear sys-
tem of equations

Ax = b. (1)

Rapid changes in material properties can affect
the numerical properties of the matrix A and may
result into slow convergence for iterative solvers.
To overcome these problems good preconditioners
are required to solve the linear system of equa-
tions accurately.

For ill-conditioned matrices the standard ILU
factorization requires a small drop tolerance to

achieve good accuracy. However, with a small
drop tolerance, the fill-in of the L and U matri-
ces is not predictable and for large difficult prob-
lems it becomes almost impossible to construct
the ILU factorization due to memory limitations.

To overcome the memory problems we use the
ILUT(p, τ) preconditioner [2], where p is a param-
eter which controls the number of fill-ins in the L
and U matrices, and τ is the drop tolerance. This
preconditioner nowadays is widely used and has
proved to be a very efficient and robust method
for many complicated problems.

2 Potential formulation of the
Maxwell equations

The potential formulation of the Maxwell equa-
tions in the frequency domain can be written
as [1]:

∇× 1

µ
∇×A− k(−jωA−∇V ) = Jdiff , (2a)

∇ · (ε(∇V + jωA)) = −ρ, in insulators (2b)

and semiconductors,

∇ · (k(∇V + jωA)) = 0 in metals, (2c)

where k = (σ + jωε). This formulation allows us
to deal with different materials separately.

For the unique solution of (2) a gauge condition
is necessary [3]. The following gauge condition is
considered:

1

µ0
∇ (∇ · A) + jωεξ∇V = 0 (3)

where 0 ≤ ξ ≤ 1. Equation (3) resembles to the
Coulomb gauge for ξ = 0 and to the Lorentz
gauge for ξ = 1.

We note that the vector potential A is a 1-form
and the potential V is a 0-form. For the discretiza-
tion of the vector potentials we apply the ’finite-
surface method’ [4], whose origin is found in the
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Stokes’ theorem. This discretization method pre-
serves important physical characteristics of the
electromagnetic fields at the discrete level and we
obtain physically relevant solutions.

3 Numerical experiments

For a solution of large ill-conditioned linear sys-
tems (1) we apply the dual threshold incomplete
ILUT preconditioner. The computational time re-
quired for the ILUT factorization can be sig-
nificantly reduced by proper reordering of the
matrix elements. We compare two common re-
ordering methods: the symmetric reverse Cuthill-
McKee reordering (SYMRCM) and the approxi-
mate minimum degree (AMD) reordering.

We present the numerical experiments on the in-
terconnect structure given in Fig. 1. The structure
dimension in micrometers is 4.4 × 5.5 × 4.24 and
it consist of 3 metallic layers. The contacts be-
tween semiconductor and the first metallic layer
is Tungsten and all the other metals and vias are
copper.

Fig. 1. Interconnect structure.

The frequency of interest is 500MHz and we gen-
erate a mesh which results into a system with
141513 unknowns. The convergence diagram of
the relative residual of the BICGSTAB method is
given in Fig. 2. In Fig. 3 eigenvalue distribution
of the 25 smallest eigenvalues using the Jacobi-
Davidson method are shown. It is clear that the
preconditioner shifts the smallest eigenvalues far
from the origin.

Acknowledgement. The first author was financed by
the European Commission through the Marie Curie
Actions of its Sixth Program under the project O-
MOORE-NICE, contract number MTKI-CT-2006 -
042477.
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Summary. A new algorithm to solve the least squares
problem in Vector Fitting (VF) method is proposed.
The algorithm is based on QR-decomposition that ex-
ploits the specific structure of the VF matrix. Numer-
ical experiments confirmed the essential reduction of
computational efforts. Besides a new solver provides
better accuracy and requires much less memory than
the standard Matlab sparse solver.

1 Introduction

The Vector Fitting (VF) method [1] approximates
experimental data of vector transfer functions
(TF) by rational functions defined by partial frac-
tions

fn(s) =
∑

m

rmn
spm

+ dn + shn (1)

VF is the iteration method. It iterates values
ofpoles by solving the least squares (LS) problem
with respect to the residues rmn, dn, hn, r̃m
(
∑

m

r̃m
sk − pm

+1

)
·fn(sk)=

∑

m

rmn
sk − pm

+dn+skhn

(2)
Here m = 1...Np is pole index, n = 1...NTF

is the index of TF component of the vector, sk
are frequencies of measured or simulated data
(fn(sk)), k = 1...Nf .

In the paper we consider the most frequent
case when for each frequency sk samples fn(sk)
are obtained for all TF (n). In this case the size
of (2) is Ns× (Np +NTF(Np +2)) where Ns is the
total number of samples.

After solving (2) new values of poles are ob-
tained as zeroes of σ-function

σ(s) =
∑

m

r̃m
sk − pm

+ 1 (3)

But the application of VF to large size prob-
lems meet difficulties due to essential growth of
computational efforts in solving (2) under the us-
age of the standard Matlab sparse solver. In this
paper we present special-purpose algorithm to re-
duce the efforts. Reducing is achieved by taking
into account specific structure of the linear sys-
tem (2).

2 Algorithm Description

The system (2) can be represented as follows

Ax = b, where x =
[
xF xS

]T
, (4)

xF is the vector of values rmn, dn, hn and xS is
the vector of residues of σ(r̃m).

The system (4) is the overdetermined linear
system, and its solution corresponds to the least
squares (LS) problem ‖Ax−b‖2 → min. The Mat-
lab solver obtains the solution by QR decomposi-
tion A = Q ·R with subsequent solving the upper
triangle system Rx = QT · b.

The effectiveness of the solver can be essen-
tially improved due to the structure of A in (4)

A =
[
AF AS

]
(5)

where Ns ×Nf (Np +2) matrix AF has the block-
diagonal form with NTF identical blocks

AF = diag(a, a, . . . , a) (6)

The size of a is Nf × (Np + 2). Due to such form
the QR decomposition AF = QF ·RF can be eas-
ily performed by QR decomposition of each block
a = q · r taking into account that

RF =diag(r, r, . . . , r) (7)

QF =diag(q, q, . . . , q). (8)

For convenience of the description we assume
that the matrix AS in (5) and rhs vector b also
have block form (each block contains Nf rows)

AS =
[
A

(1)
S A

(2)
S . . . A

(NTF)
S

]T

b =
[
b(1) b(2) . . . b(NTF)

]T , (9)

The following algorithm solves the problem (4).
Algorithm with simple orthogonalization

1. QR decomposition of block a

a = q · r
2. Orthogonalize matrix with respect to QF

H = QTF · AS(H(k) = qT · A(k)
S )

The result of orthogonalization is the matrix
BS

BS = AS −QF ·H(B
(k)
S = A

(k)
S − q ·H(k))
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3. QR decomposition of BS

BS = QS · RS

4. Solve upper triangle linear system

RS · xS = bS where bS = QTS · b

To perform VF iteration (3) it is sufficient to de-
termine only subvector xS, so after step 4 the al-
gorithm can be stopped.

The experiments showed poor numerical prop-
erties of the algorithm due to insufficient accuracy
of orthogonalization in step 2. In accurate arith-
metic the orthogonalization must provide zero
matrix QTF · QS = 0. But actually the values of
entries of the matrix noticeably differ from zero,
especially at higher orders. The reorthogonaliza-
tion allows to essentially decrease values of matrix
entries. In experiments with Np = 20 the maxi-
mum entry of the matrix product was reduced
from 0.35 to 6 · 10−17.

Thus, the algorithm was modified to include
there orthogonalization.
Algorithm with reorthogonalization

First 3 steps are the same as in the Algorithm
with simple orthogonalization.

4. Reorthogonalization.

H1 = QTF ·QS, BS1 = QS −QF ·H1

5. QR decomposition of BS1

BS1 = QS1 ·RS1

6. Compute new upper triangle matrix

RS2 = RS1 ·H1

7. Solve upper triangle linear system

RS2 · xS = QTS1 · b

3 Testing Results

Experiments were performed for two data sets:
1. The s-parameters of transmission line obtained
by EM simulation. LS systems in the tests corre-
spondwith initial poles. The systems are singular
at these points.
2. The artificially generated TF with known poles
and residues. LS systems in the test correspond
withoriginal poles, so the accurate solution must
provide zero residual norm. The systems are non-
singular.

The results are presented in Table 1, 2 for
Nf = 200 and different Np, NTF. The prefix at
the value of NTF indicates the data set: trans-
mission line (T) or generated (G). The results of

the Matlab sparse solver and the new solver are
presented in the form Matlab/new = ratio.

Table 1 presents the CPU time to perform one
solving. One can see that new solver allows to
reduce CPU time by the factor 50–100 for suffi-
ciently large sizes of LS system. For very small
sizes the Matlab solver provides less efforts than
the new one but it occurs only in cases with CPU
time less than 0.1sec.

Table 2 presents residual norms (LS values)
for both solvers. For the generated example norms
are given without factor 10−12 due to space short-
age. Note that LS algorithm minimizes the resid-
ual norm, so less value of the norm corresponds to
the more accurate solution of the problem. Thus
from Table 1 one can conclude that in all cases
new solver provides better accuracy. The advan-
tages of new solver increase with increasing the
size of the systems.

Table 1. CPU Time, sec

NTF Np = 10 Np = 20 Np = 40

T5 .01/.04 = 0.25 .37/.09 = 4.1 1/0.22 = 4.4

T10 0.6/0.09 = 6.8 1.6/0.17 = 9.2 4.8/0.4 = 12

T25 3.4/0.54 = 6.2 20/0.5 = 40 69/1.5 = 46

G6 0.1/0.05 = 2 0.3/0.1 = 3 0.7/0.33 = 2.1

G20 1.9/0.17 = 11.5 5.3/0.47 = 11 21/1 = 21

G30 5.2/0.3 = 17 20/0.95 = 21 96/1.4 = 68

Table 2. Residual norm (‖Ax− b‖)

NTF Np = 10 Np = 20 Np = 40

T5 2/1.5 = 1.4 3.5/3.2 = 1.1 6.9/6.8 = 1.0

T10 3.3/2.3 = 1.45 5.6/5.0 = 1.1 11/0.43 = 25

T25 6.5/5.5 = 1.2 1.3/1.2 = 1.1 26/1.2 = 21

G6 2.4/0.9 = 2.6 11/3.4 = 3.2 15/5.1 = 2.9

G20 6.8/2.1 = 3.2 60/8.0 = 7.5 88/11 = 8.0

G30 17/4.3 = 3.9 111/9 = 12.6 197/21 = 9.3

The comparisons for higher sizes of LS prob-
lem were not performed due to insufficient mem-
ory in the run of the Matlab sparse solver. A new
solver could be run for considerably higher sizes.
Thus a new solver essentially reduces memory re-
quirements.
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Summary. Continued device scaling into the nanome-
ter region has given rise to new effects that previ-
ously had negligible impact but now present greater
challenges to successful design of mixed-signal silicon.
This paper evaluates Domain Decomposition strate-
gies for compact simulation of on-chip coupled prob-
lems from a computational perspective using the re-
cently completed CHAMELEON-RF software proto-
type on several standard benchmark structures.

1 Introduction

Incessant miniaturization of the transistor ac-
cording to Moore’s Law has lead to generational
improvements in microprocessor technology [1].
However, continued scaling of devices into the
nanometer region has given rise to new effects
that had previously negligible impact but now
present challenges to continued scaling. This has
resulted in an increased complexity in engineer-
ing resources essential for a successful design. The
ITRS roadmap suggests extreme scaling of CMOS
technology until the 10 nm region and operating
frequencies of up to 60 GHz in future generation
devices [2]. At such close dimensions, fabrication
process variations, substrate noise and EM cou-
pling between circuit components make mixed-
signal RF silicon designs extremely challenging.

Because of this, the CHAMELEON-RF project
was conceived as a part of an initiative to address
these issues [3]. The project is a research plat-
form for the development of prototype tools and
methodologies for comprehensive high accuracy
modeling of on-chip electromagnetic effects using
the Domain Decomposition (DD) approach and
the concept of electromagnetic interconnectors
or ’hooks’. They are essentially boundary condi-
tions between ElectroMagnetic Circuit Elements
(EMCEs), in order to manage the unprecedented
complexity faced when designing next generation
highly integrated mixed-signal architectures and
System on Chip (SoC) applications.

The CHAMELEON-RF nano-EDA research
platform incorporates a novel dual Finite Integral
Technique (dFIT) EM field simulator with sys-
tematic All Level Model Order Reduction to keep

manageable the IC’s complexity [4]. The method
allows tractable multi-scale parameterized model
extraction of coupled structures with the possibil-
ity of sensitivity analysis [5]. This approach has
advantages over alternative approaches in full 3D
field simulators - such as FEM, BEM etc. - which,
although enable greater accuracy, are intractable
for most practical real world designs.

In this paper, we evaluate the DD strategy
for compact simulation of on-chip coupled prob-
lems from a computational perspective. By de-
composing an intractable simulation domain into
distinct domains connected by ’hooks’, computa-
tional savings can be obtained by simulating non
essential domains, such as the substrate or air lay-
ers, in just the MagnetoStatic (MS) regime, com-
pared with a Full Wave (FW) simulation. This
approach results in state space matrices with a
reduced number of Degrees Of Freedom (DoFs).

The remaining sections of this paper are or-
ganized as follows. Section 2 presents the key
points of the DD approach to manage the design
complexity with a user specified accuracy. Vali-
dation results from a benchmark test case using
the recently completed CHAMELEON-RF soft-
ware prototype are presented in Section 3. The
computational savings of the DD strategy is then
demonstrated. The paper is finally concluded in
Section 4.

2 Domain Decomposition Approach

Fig. 1. Air domain
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Fig. 2. SiO2 domain

Fig. 3. Substrate domain

3 Validation Results

Fig. 4. Parameter S11

Fig. 5. Parameter S21

Fig. 6. Parameter S12

Fig. 7. Parameter S22

4 Conclusions

Acknowledgement. The authors would like to grate-
fully acknowledge support and insightful discussion
with Prof. Daniel Ioan, Asc. Prof. Gabriela Ciup-
rina and the LMN Chameleon project team. The au-
thors would also like to acknowledge the financial
support offered by the European Commission under
the Marie Curie Fellowship programme (FP6/EST3,
FP6/ToK4nEDA).

References

1. E. Mollick, Establishing Moore’s Law, IEEE An-
nals of the History of Computing, vol. 28, pp. 62-
75, 2006.

2. ITRS Roadmap, in www.itrs.net.
3. J. Niehof, H. Janssen, and W. Schilders, Compre-

hensive High-Accuracy Modeling of ELectromag-
netic Effects in Complete Nanoscale RF blocks:
CHAMELEON RF, presented at IEEE Workshop
on Signal Propagation on Interconnects, 2006.

4. D. Ioan, G. Ciuprina, M. Radulescu, and E. See-
bacher, Compact modeling and fast simulation of
on-chip interconnect lines, IEEE Transactions on
Magnetics, vol. 42, pp. 547-550, 2006.

5. D. Ioan, G. Ciuprina, and M. Radulescu, Theorems
of parameter variations applied for the extraction
of compact models of on-chip passive structures,
presented at International Symposium on Signals,
Circuits and Systems, 2005.

178



SCEE 2008, Espoo, Finland, Sept. 28 – Oct. 3, 2008 P 3.8

A Novel Graphical Based Tool for Extraction of Magnetic

Reluctances between On-Chip Current Loops

Sebastian Gim, Alexander Vasenev, Diana Mihalache, Alexandra Ştefănescu, and Sebastian Kula
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Summary. Continued device scaling into the nanome-
ter region has given rise to new effects that previously
had negligible impact but now present greater chal-
lenges and unprecedented complexity to designing
successful mixed-signal silicon. This paper presents a
novel graphical tool for semi automatic extraction of
magnetic reluctances between on-chip current loops.
The novel graphical tool seamlessly integrates within
the workflow of the CHAMELEON-RF software pro-
totype developed.

1 Introduction

One of the major challenges in the nano electronic
design industry (EDA) is the management of de-
sign complexity. As integrated circuits are being
scaled into the nanometer scale, more and more
functionality can be integrated on-die . However,
this greater integration has also leaded to a num-
ber of design challenges, amongst them, the mu-
tual coupling between interconnects, sub-circuits
and functional blocks. All these need to be effec-
tively managed by the EDA software in an effi-
cient but intuitive manner to ensure a successful
design. A coherent framework and comprehensive
workflow model is needed.
There are several reasons to find an optimal pro-
cedure to support communication between the
various data formats within a framework’s work
flow model and automating the tasks. The two
most pressing reasons are reduction of human ef-
fort and elimination of user errors. Furthermore
for the effective use of simulation software it is
necessary to find a proper way for correct repre-
sentation and transformation of initial data from
schematic parameters and layout to simulation.
In this paper, we present a novel graphical tool
and a proposed workflow model for the extraction
of magnetic reluctances between on-chip current
loops that integrates seamlessly with the Chamy
electromagnetic simulator. Based on the princi-
ples identified previously, code for a novel graphi-
cal tool called Mag-Tris (Magnetic Tetris) was de-
veloped in LayoutEditorTM and MatlabTM . This
novel graphical tool that is specially designed for
Chamy software [1] is based on Matlab and can

effectively work with Matlab standard files (.mat)
and ASCII files as an import format.
A few rules should be observed to solve this task.
First, the solution should comply with require-
ments of Chamy. For example, it must support
any Manhattan geometry structure and other
principles, defined by the software. Secondly, it
must be based on Graphical User Interface (GUI).
A designer as the user can easily make modifica-
tion, see and examine changes. Finally, implemen-
tation should be done by using non-commercial
general public license.
The remaining sections of this paper are orga-
nized as follows. Section 2 describes the key fea-
tures of Mag-Tris and presents the proposed work-
flow model and seamless integration with Chamy
software. This approach is then applied to ex-
tracting the magnetic reluctances between fun-
damental current loops in a 24 GHz LNA. The
results from this extraction process are then pre-
sented in Section 3.

2 Workflow for Multi-scale
Compact Modeling

Fig. 1. Dataflow of Mag-Tris
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3 Calculation of Magnetic
Reluctances

The fluxes and magnetic voltages of the magnetic
terminals are related by means of the linear rela-
tions:

ϕ = Pvm (1)

where P is is the nodal magnetic permeance ma-
trix of magnetic terminals. The matrix P is a sym-
metric, diagonal dominant and positive defined
matrix with positive diagonal entries and negative
off-diagonal terms. By expressing voltage between
two terminals as potentials difference, the branch
reluctances in the complete polygonal topology
are obtained

ϕkj =
∑n
j,k=1 pjkvk =

∑n
j,k=1Gmjk(vj − vk)

Gmkj = −pkj > 0, Gmk0 =
∑n
i=1 pki > 0

Rmkj = 1/Gmkj , Rmk0 = 1/Gmk0
(2)

The test case consists on a 24GHz Car Radar
LNA (Fig. 2). According to the modeling proce-
dure described on short above, first a system of
independent fundamental loops has to be identi-
fied before computation of magnetic reluctances.
After that, in order to model the parasitic induced
voltages, a dual magnetic circuit needs to be cou-
pled to the original electrical circuit by means
of controlled sources. The demo Chameleon soft-

Fig. 2. Identified fundamental current loops in a 24
GHz LNA

ware prototype [1] was developed to extract the
self and mutual reluctances between the hooks of
Manhattan shapes (union of rectangles). The val-
ues are summarized in the tables below.
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Fundamental Loop Reluctance [1/H]
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Summary. In this paper we apply multiobjective
optimization to antenna design. The optimization al-
gorithm is a novel respond surface method based on
approximation with radial basis functions. This algo-
rithm is combined with CAD and mesh generation
software, electromagnetic solvers and a decision mak-
ing platform for postprocessing. To demonstrate the
procedure we optimize the geometric design and lo-
cation of PIFA antennas on a ground plane.

1 Introduction

In many engineering applications there are often,
at least partly, conflicting requirements. For ex-
ample, for cars it is desirable to have both low fuel
consumption and high effect. In antenna design
the requirements can be based on S-parameters,
functions of the directivity of the antenna, band-
width, input impedance and/or other character-
istics of the antenna.

In a current project, which is a collaboration
between the Fraunhofer-Chalmers Centre and the
Antenna Research Centre at Ericsson AB, we are
developing new efficient optimization algorithms
with the purpose of studying communication per-
formance possibilities and limitations for multi-
ple antennas within a limited area, such as a
handheld terminal. The antenna elements are so-
called printed inverted “F” antenna (PIFA) de-
signs that have low profile, good radiation charac-
teristics and wide bandwidths. This makes them
an attractive choice for antenna designs of vari-
ous wireless systems. In some recent works genetic
and evolutionary algorithms have been applied to
single objective optimization of PIFAs [3, 4].

In multiobjective optimization some require-
ments are formulated as objective functions and
the ultimate goal is to find all Pareto optimal so-
lutions : a solution is Pareto optimal if there is no
other solution which is better in all objectives. As
in other types of optimization, some requirements
may also be formulated as constraints.

We have developed a multiobjective optimiza-
tion algorithm based on radial basis functions to
find an approximation of the Pareto front (the set

of Pareto solutions). In this paper the algorithm
is demonstrated for optimization of the design of
a PIFA antenna on a ground plane. The objective
functions that should be minimized are the maxi-
mum return loss in a frequency band, the antenna
height and the enclosed antenna area. The design
parameters describe the geometry and location of
the PIFA on the ground plane. The electromag-
netic simulations are performed with the MoM
solver from the software package efield R© [1].

In post processing of results from multiob-
jective optimization it is interesting to analyze
the trade-off between the different objectives. The
main advantage of multiobjective optimization
is that the decision making process takes place
when all possibilities and limitations are known.
A graphical tool to assist the decision maker in
this process will be presented at the conference.

2 A multiobjective optimization
algorithm

The algorithm, called qualSolve, is a respond sur-
face method based on interpolation/approximation
with radial basis functions and is described in
detail in [2]. In each iteration of the optimiza-
tion an interpolation/approximation (also called
surrogate model) of every objective function is
made based on all previous evaluations of the
goal functions. By using for example evolution-
ary algorithms, an approximation of the Pareto
front for the surrogate models is made. In the sec-
ond step, a new evaluation point is chosen such
that it maximizes a quality measure. This qual-
ity measure is a function both of the quality of
the approximation (measured by the distant to an
already evaluated point in the parameter space)
and the interest to further explore an area of the
parameter space. The latter is measured in terms
of the distance to the Pareto front for the sur-
rogate models in the objective space. The results
of the algorithm are both a finite set of approxi-
mate Pareto points and coefficients for RBF ex-
pansions of the objective functions that can be
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used for further post-processing. This enables the
algorithm to use less evaluations of the objective
functions compared to genetic algorithms. Since
the evaluations of the objective functions involve
time-consuming simulations this fact can greatly
improve efficiency.

3 Results

To demonstrate the performance we perform an
optimization of a PIFA antenna element located
on a 100 × 45 × 2 mm ground plane, see Fig.1. For

Fig. 1. The PIFA design used for optimization.

this case we have two objective functions which
are the enclosed antenna area (convex hull) and
the maximum return loss in the frequency in-
terval 700 - 800 MHz. Both objective functions
should be minimized. The optimization is car-
ried out with respect to four design parameters:
the size of the patch (length and width), the dis-
tance to the patch and the position of the feed,
see Fig.1. All parameters are subjected to simple
box constraints. Simulations are performed using
the efield R© MoM solver for five frequencies in the
above given interval. The Pareto front is shown
in Fig.2, where it can be clearly seen that these
two objectives are conflicting.
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Fig. 2. The Pareto front for the RBF approximations
of the maximum return loss in the frequency band and
the enclosed antenna area.

This section will be extended with results for
cases with more design parameters and also addi-
tional objectives such as the antenna height. To
be able to change also other parameters of the an-
tenna is clearly needed to e.g. obtain lower return
loss.

4 Conclusions

A key property of the proposed algorithm is that
the result is both a set of approximately Pareto-
optimal solutions and also approximations of all
objective function as expansions in radial ba-
sis function which can be used for further post-
processing. This enables the algorithm to use less
evaluations of the objective functions compared
to e.g. genetic algorithms. Another key aspect
is that all numerical simulations contain errors
(noise) and to replace interpolations with approx-
imations is a feature of the algorithm to make it
more robust. Finally, by avoiding a weight-based
trial-and-error strategy, where the objectives are
weighted to form a single objective function, the
decision of the optimal solution is postponed until
all possibilities and limitations are known.

Future work includes to study multiple anten-
nas on the same ground plane. The performance
in the frequency band 2500-2700 MHz will also
be optimized. Furthermore, the efficiency of the
optimization algorithm in finding new evaluation
points needs to be improved for cases with many
design parameters.
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Istanbul Technical University, Electrical and Electronics Engineering Faculty, Maslak, Istanbul, Turkey
sengorn@itu.edu.tr, simsekmu@itu.edu.tr

Summary. The surrogate optimization techniques
have to combine the high fidelity of fine models with
speed of coarse models. In Space Mapping (SM) tech-
niques, this is achieved by a mapping from the fine
model input space to the coarse model input space.
Space Mapping with Difference (SM-D) method is a
variant of SM and in this work, how SM-D can be
used in optimization will be presented.

1 Introduction

In Space Mapping (SM) techniques a mapping
from the fine model input space to the coarse
model input space [1] is constructed to obtain a
surrogate model which would lessen the computa-
tional burden during design procedure. In Space
Mapping with Difference (SM-D) method this
mapping is revised by enlarging the dimension of
the domain of the SM function, P (.), with the fine
model output. With this adjustment, the need to
evaluate the fine model was reduced and the sim-
ulation results obtained for different applications
revealed that the extrapolation capability of the
models obtained with SM-D were improved [2].
Enlarging the dimension of the SM function P (.)
with the already existing knowledge simplifies the
process of constructing the function P (.). In pre-
vious works on SM-D [2], the SM function is con-
structed using feedforward Artificial Neural Net-
work (ANN) structures and the method is used
only to obtain surrogate models. In ! this work, in
order to reveal the efficiency of the SM-D method
and to achieve a simpler structure to be used in
optimization processes during desing procedure
an affine function is constructed instead of ANN.
In the next section, the SM-D method will be in-
troduced and in the last section, the method will
be used to solve wedge problem [1] and the results
will be compared with classical SM, Agressive SM
(ASM) and Linear Inverse SM (LISM) [1, 3, 4].

2 Space Mapping with Difference
Method

In most of SM techniques as ASM, and SM a
mapping, P (.), from the fine model input space

to the coarse model input space is constructed as
following:

xc = P (xf ) (1)

such that
Rc(P (xf )) ≈ Rf (xf ) (2)

where, xf , xc, Rf (.) and Rc(.) are fine and coarse
model design parameters and fine and coarse
model responses, respectively [1]. As it can be
followed from the block diagram given in Fig. 1
in SM-D method Pd(.) maps fine model output
Rf (xf ) and the fine model design parameter xf
to the difference between fine and coarse model
design parameters xd [2]. Thus a mapping from
xf to xc is formed as following:

xc = Pd(Rf (xf ), xf ) + xf (3)

Since the fine model response Rf (xf ) is already
used, using it does not give rise to an extra com-
putational burden. The steps to find the optimum

Fig. 1. The block diagram of SM-D method

design parameters of fine model xf giving rise
to optimum fine model response Yf using coarse
model responses Rc(.) in SM-D method are the
following:

• step 1: choose Y ∗
c = Yf

• step 2: find x∗c from x∗c = minxc‖Y ∗
c −Rc(xc)‖

• step 3: set x
(i)
f = x∗c

• step 4: find Y
(i)
f = R(x

(i)
f )

• step 5: if ‖Y (i)
f − Y ∗

c ‖ ≤ ε then xf = x
(i)
f else

go to step 6

• step 6: find x
(i)
c from

x
(i)
c = minxc‖Y (i)

f −Rc(xc)‖
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• step 7: form P
(i)
d = QD−1 where

Q
.
= [xc − xf ], D

.
= [1 xf ]

T

• step 8: i = i+ 1

• step 9: set x
(i)
f = (P

(i)
d )−1(x∗c) from

x
(i)
f = minxf

‖x∗c − Pd(xf )‖ and go to step 4

3 Simulation Results

In order to demonstrate the efficiency of the SM-
D method in optimization a simple problem de-
fined in [1] and given in Fig. 2 is solved with
classical SM, LISM, ASM and SM-D and com-
pared with the results obtained with SM-D. In
all these techniques linear SM mapping is con-
structed. The results are sumarized in Table.

Fig. 2. Wedge problem [1]: (a) Fine model (b) Coarse
model.

Fig. 3. The difference between the fine model and
coarse model optimum values.

Since the difference between the fine model and
coarse model optimum value is large as shown in
Fig. 3, the convergence of SM and LISM meth-
ods took longer than ASM and SM-D methods.
Even though the results of ASM and SM-D meth-
ods are very much alike, ASM method diverge for
small ε values.

4 Conclusions

In this work, SM-D method is utilized for op-
timization. The simulation results obtained for

Table 1. Comparison of SM-D with SM, LISM and
ASM

Methods xf = 8 |xf− xopt| Yf = 28

SM 7.9997 3.32e-004 27.9990
Iteration 123

LISM 7.9997 3.31e-004 27.9990
Iteration 123

ASM 8.0002 1.50e-004 28.0005
Iteration 6

SM-D 7.9997 2.73e-004 27.9992
Iteration 3

Fig. 4. Convergence of ASM and SM-D.

wedge problem shows that the method is effi-
cient compared to classical SM, LISM, ASM.
Since Pd(.) is an affine function, the computa-
tional complexity of the method is less than the
original SM-D proposed in [2]. The efficiency of
the method will be further investigated with dif-
ferent applications.
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Istanbul Technical University, Electrical and Electronics Engineering Faculty, Maslak, Istanbul, Turkey
simsekmu@itu.edu.tr, sengorn@itu.edu.tr

Summary. The surrogate methods have been used
to ease the computational burden in different disci-
plines. In this work, a previously proposed surrogate
method, namely, Space Mapping with Difference is
modified to solve the inverse problems. The efficiency
of the method is demonstrated solving the shape re-
construction of a conducting cylinder.

1 Introduction

The distinctive feature of surrogate methods are
their capability of combining the computational
efficiency of a coarse model with the accuracy of
the fine model and in Space Mapping (SM) tech-
nique this is provided through a mapping from
the fine model input space to the coarse model
input space [1]. In Space Mapping with Differ-
ence (SM-D) method this mapping has been ad-
justed by enlarging the dimension of the domain
of the mapping with the coarse model output.
With this adjustment, the need to evaluate the
fine model was reduced and the simulation re-
sults obtained for different applications revealed
that the extrapolation capability of the models
obtained with SM-D were improved [2,3]. In this
work, SM-D method is modified for inverse prob-
lems and this new method is named Space Map-
ping with Inverse Difference (SM-ID). In SM-ID,
instead of coarse model an inverse coarse model
which is generated as a multilayer perceptron is
used. The mappi! ng between coarse model and
fine model parameter spaces are constructed sim-
ilar to Linear Inverse Mapping (LISM) algorithm
given in [4] but in the proposed method, parame-
ter extraction step is no longer necessary to build
an appropriate space mapping function P (.). In
the next section, the proposed method will be in-
troduced and in the third section, the method will
be used to solve shape reconstruction of a con-
ducting cylinder [5].

2 Space Mapping with Inverse
Difference

In design problems, the main concern is to deter-
mine the design parameters xdesign which mini-

mize an objective function defined over responses
R(xdesign) of design parameters xdesign. In in-
verse problems, main concern is to determine the
some parameters x of the problem given responses
R(x). As both problems are synthesis problems
the solution is not unique and furthermore for
the inverse problems it can be ill-possed.

It has been shown that, SM-D method solves
the design problems with efficiency. It is based on
forming a mapping between fine and coarse model
design parameters xf and xc, respectively. While
forming this mapping, a function Pd(.) is con-
structed which maps coarse model output Rc(xf )
and the fine model design parameter xf to the
difference between fine and coarse model design
parameters xd [2, 3]. Thus the mapping formed
maps xf to xc via Pd(.) as following:

xc = Pd(Rc(xf ), xf ) + xf (1)

Fig. 1. The block diagram of SM-ID method

As it can be followed from Fig. 1, SM-D
method is modified in two ways; first inverse
coarse model is used instead of coarse model. In
most applications, there will not be possibility of
obtaining an inverse coarse model, in such cases
using a well-known feedforward neural network
structure as multilayer perceptron would be suit-
able. The second modification is in constructing
the SM function P (.), as the relation in SM-ID
will be the inverse of the relation set up in SM-
D. SM function iPd(.) will resemble that of LISM
algorithm [4] but since inverse coarse model is
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used there is no need for parameter extraction
step [1, 4] The SM function iPd(.) maps Yf , xc
to xd as following:

xf =i Pd(Yf , xc) + xc (2)

In this work, the SM function iPd(.) is a linear
mapping. As iPd(.) is linear and since there is no
need for parameter extraction the computational
burden is decreased compared to other SM meth-
ods.

3 Simulation Results for
Reconstruction of a Conducting
Cylinder

The reconstruction of a conducting cylinder prob-
lem is considered and the results obtained are
compared with results obtained by Artificial Neu-
ral Networks (ANN).The inverse coarse model in
SM-ID is trained with different number of data,
and in the figures the test set results are exposed.
The ANN’s trained have 20 inputs, nine outputs,
where the inputs are the real amd imaginary com-
ponents of scattered electric field obtained at 10
different positions and the outputs are the Fourier
series coefficients of the geometrical shape of the
conducting cylinder. It can be followed from

Table 1. Comparison of SM-ID results with ANN

Max Error Mean Error

IANN-50 0.22067 0.06715

SM-ID-50 0.03762 0.00868
iteration : 5

IANN-100 0.11889 0.05266

SM-ID-100 0.00389 0.00081
iteration : 4

IANN-200 0.10386 0.04285

the table and figures that SM-ID results outper-
forms the ANN results and as the number of data
used increases, the iterations needed to construct
iPd(.) decreases
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Summary. In this work we exploit a model hierar-
chy for the optimal control of semiconductors using
the manifold-mapping technique. Herein the drift dif-
fusion and energy transport models act as coarse and
fine model, respectively. The advantage of this ap-
proach is that it allows for the efficient optimization
of the energy transport model without having to im-
plement its adjoint.

1 Introduction

The interest in optimal control for semiconductor
design has attracted considerable recent attention
in both the engineering and applied mathematics
community. A major objective in the design is
to improve the current flow over some contacts,
for fixed applied voltages, by a slight change of
the device doping profile. In most applications
the design problem is addressed empirically, on
the knowledge and experience of electrical engi-
neer. Although this problem can be clearly tack-
led by an optimization approach, only recently
efforts were made to solve the design problem
via optimization techniques. Approaches range
from the standard black box optimization meth-
ods, which in general have an high computational
cost, since they require many solvers of the for-
ward model, to the adjoint method, recently pro-
posed in the field of optimal semiconductor de-
sign, which provides good results by drastically
reducing the amount of computational efforts.
The adjoint model has been proposed and an-
alyzed for the drift-diffusion model. Meanwhile
the same approach was extended to the energy-
transport model. Comparisons between the new
optimal designs with the ones obtained based on
the drift diffusion model were presented in [3].
Moreover in [3] the idea to exploit this clas-
sical model hierarchy to speed up the conver-
gence of the optimization algorithms by using
the space mapping approach was introduced for
the first time in the field of optimal control in
semiconductor design. In this work we replace

the agressive space-mapping technique by the re-
cently proposed and equally efficient manifold-
mapping variant [2] as it has better theoretical
properties.

2 Semiconductors Models: Drift
Diffusion and Energy Transport

Presently, there is a whole hierarchy of semi-
conductor models available ranging from micro-
scopic models, like the Boltzmann-Poisson or the
Wigner-Poisson model, to macroscopic ones, like
the drift diffusion, the energy transport and the
hydrodynamic model. The drift diffusion model is
the simplest and most popular macroscopic one,
widely used in commercial simulation packages
as it allows for efficient numerical study of charge
transport in many case of practical relevance.
The unipolar Drift Diffusion model (DD) consists
of continuity equations for electron density n cou-
pled to Poisson’s equation for the electrostatic po-
tential V

divJn = 0, Jn = (∇n− n∇V )

λ2△V = n− C

where C is the doping profile, λ2 the Debye length
and Jn denotes the electron current density.
On the other hand, in today semiconductor tech-
nology, the miniaturization of devices is more and
more progressing. As a consequence the simu-
lation of sub-micron semiconductor devices re-
quires advanced transport models. Because of the
presence of very high and rapidly varying elec-
tric fields, phenomena occur which cannot be de-
scribed by means of drift-diffusion model, that
does not incorporate energy as a dynamical vari-
able. The energy-transport model takes into ac-
count also the thermal effects related to the elec-
tron flow through the semiconductor crystal.
The dimensionless Stratton’s energy transport
(ET) model consists of continuity equations for
electron density n and the temperature T , cou-
pled to Poisson’s equation reads
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divJn = 0, Jn = −
(
∇n− n

T
∇V

)

divS = Jn · ∇V +W (n, T )

S = −3

2
(∇(nT ) − n∇V )

λ2∆V = n− C

where Jn is the carrier flux density, S the en-
ergy flux density, W the energy relaxation term

W (n, T ) = − 3
2
n(T−1)
τ0 .

3 The Design Problem

Let C be a given reference doping profile and let
ΓO be a portion of the Ohmic contacts ΓD, at
which we can measure the total density current J ,
obtained by solving the DD or ET system. At the
contact ΓO we prescribe a gained current I∗ and
allow deviations, in some suitable norm, of the
doping profile from C in order to gain this current
flow. In other words we intend to minimize cost
functionals of the form [3]

1

2

∣∣∣∣
∫

Γ0

Jndν − I∗
∣∣∣∣
2

+
γ

2

∫

Ω

|∇(C − C̄)|2dx

where γ > 0 allows to balance the effective cost. C
enters as a source term in the DD and ET models
and plays the role of our design varible. The DD
and ET models are interpreted as a constraint, to
the minimization problem, determining the den-
sity current Jn, by the state variables (n, V ) or
(n, T, V ) respectively.

4 The Manifold-Mapping Technique

The manifold-mapping technique [2] exploits coa-
rse model information and defines a surrogate op-
timization problem whose solution do coincide
with x∗f . The key ingredient is the manifold-
mapping function between the coarse and fine
model image spaces c(X) ⊂ Rm and f(X) ⊂ Rm.
This function S : c(X) 7→ f(X) maps the point
c(x∗

f ) to f(x∗
f ) and the tangent space of c(X) at

x∗
f to the tangent space of f(X) at x∗

f . It allows
the surrogate model S(c(x)) and the manifold-
mapping solution to be defined as follows: find
x∗
mm ∈ X such that

x∗
mm = argmin

z∈X
‖S(c(z)) − y‖ . (1)

The manifold-mapping function S(x) is approx-
imated by a sequence {Sk(x)}k≥1 yielding a se-
quence of iterands {xk,mm}k≥1 converging to x∗

mm.
The individual iterands are defined by coarse
model optimization: find x∗

k,mm ∈ X such that

xk,mm = argmin
z∈X

‖Sk(c(z)) − y‖ . (2)

At each iteration k, the construction of Sk re-
quires the singular value decomposition of the
matrices △Ck and △Fk of size m × min(k, n)
whose columns span the coarse and fine model
tangent space in the current iterand, respectively.
Denoting these singular value decompositions by

△Ck = Uk,cΣk,c V
T
k,c △ Fk = Uk,f Σk,f V

T
k,f ,

we introduce the updated objective yk as

yk = c(xk) −
[
△Ck △ F †

k + (I − Uk,c U
T
k,c)
]
·

·(f(xk) − y) ,

where superscript † denotes the pseudo-inverse.
With this notation, the problem (2) can shown be
to be asymptotically equivalent to: find x∗

k,mm ∈
X such that

xk,mm = argmin
z∈X

‖c(z) − yk‖ (3)

By construction x∗
mm = x∗f .

5 Numerical Results

We test the performance of the MM algorithm
for a one-dimensional n+−n−n+ ballistic diode,
which is a simple model for the channel of a MOS
transistor. We tried to achieve an amplification
of the current of 50% for different value of the
applied voltage ranging between Ū = 0.026 V and
Ū = 0.52 V. The current voltage characteristics
(IVC) before and after optimization are shown in
Fig. 1.
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Summary. In this paper we introduce an adaptive
method for the numerical solution of the Pockling-
ton integro-differential equation with exact kernel for
the current induced in a smoothly curved thin wire
antenna. The hp-adaptive technique is based on the
representation of the discrete solution, which is ex-
panded in a piecewise p-hierarchical basis. The key
element in the strategy is an element-by-element cri-
terion that controls the h- or p-refinement. Numerical
results demonstrate both the simplicity and efficiency
of the approach.

1 Introduction

In this study we treat electric field scattering
from thin curved wire antennas. The current that
an incident electrical field induces in the an-
tenna is computed by solving the Pocklington
integro-differential equation [4]. In engineering
literature the reduced kernel approximation is
typically used. However, if very fine meshes are
used for the discretization, the ill-posedness of the
resulting problem causes spurious oscillations in
the numerical solution, which prevents the com-
putation of highly accurate solutions [3, 5]. We
therefore treat the computationally more chal-
lenging exact kernel model [1].

We consider a smoothly curving, non self-
intersect-ing thin wire antenna of arbitrary shape
with total length L, and circular cross-section
with radius a, where a ≪ L. We denote the arc
length variables along the axis and the bound-
ary of the cross-section by s and θ, respectively.
Let the symbols R, ŝ and d

ds represent the dis-
tance between two points on the lateral surface of
the wire, the unit tangential vector and derivative
along the wire, respectively. The wire antenna is
assumed to be illuminated by a time-harmonic
electrical field plane wave with angular frequency
ω, wavenumber k = ω

c and wavelength λ = 2π
k .

The wavelength is assumed to be large compared
with wire radius, i.e. a/λ ≪ 1. The tangential
component of the incident field will be denoted
by Eincs (s, θ). We furthermore introduce the inte-
gration kernel

G(s, θ, s′, θ′) = G(R(s, θ, s′, θ′)) =
exp (− k R)

4 π R
,

where 2 = −1. The Pocklington’s integral equa-
tion for the current induced in the antenna then
reads:

k2

∫

s′

∫

θ′
s · s′ I(s

′, θ′)

2 π
G(‖r − z‖) ds′ dθ′

+ (s · ∇r)

∫

s′

∫

θ′

∂
∂s′ I(s

′, θ′)

2 π
G(‖r − z‖) ds′ dθ′

= − ω ǫ s · Ein(r)

The finite element (FE) technique proposed
in this paper achieves high accuracy at moder-
ate computational cost by automatic adaption of
both the mesh width (h-adaptation) and the poly-
nomial degree (p-adaptation) of the approxima-
tion to the local smoothness of the solution. The
discrete solution is expanded in a piecewise hier-
archical basis [6], consisting of the standard lin-
ear FE shape functions enriched with higher order
bubble functions . Apart from the treatment of a
smooth arbitrarily curved wire, a new aspect in
this work is the element-by-element criterion for
h- or p- refinement. As shown below, this crite-
rion is based on the behaviour of the coefficients
of the discrete solution in the hierarchical basis
representation.

2 The hp-Adaptive Strategy

The hp-adaptive strategy in this paper relies on
an p-hierarchical basis and makes use of the fact
that for smooth functions the expansion coeffi-
cients –on a single element in a piecewise polyno-
mial approximation– are supposed to decrease as
a geometric sequence.

This observations lead to the following hp-
adaptive strategy. On a (non-uniform) mesh we
determine in each interval a p-hierarchical repre-
sentation of the solution with a sufficient number
of terms. On each interval the convergence of the
approximation is studied. If the rate of decrease
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Fig. 1. Results for a receiving straight wire antenna.
Left: the number of mesh refinement steps and the
polynomial degree yielding an L1-error smaller than
TOL = 5e-8Am. Right: the real and imaginary part
of the computed current.

of the coefficients is fast enough, then the series
is truncated such that an a-priori given tolerance
criteria is satisfied. If the rate of decrease is not
fast enough, then the interval is split into two
smaller intervals of equal size and a new approxi-
mation is computed. The process will stop after a
finite number of iterations, except in those areas
where derivatives are unbounded. At such singu-
lar locations the process can be stopped by intro-
ducing a limit for the minimal allowed mesh-size.
Details of the strategy are explained in [2].

3 Numerical Results

3.1 Current in Receiving Antenna

In the first experiment, we consider the compu-
tation of the current in a straight wire antenna
of length L = 1 m and radius a = 0.001 m, in-
duced by a plane wave exitation of frequency
f = 500 MHz and propagation vector perpen-
dicular to the axis of the antenna. We use an
L1-error bound introduced as the stopping cri-
terium in the mesh refinement process. As initial
discretization we choose a uniform mesh with 16
second degree elements having in total 33 (i.e., 17
+ 16) degrees of freedom. Imposing a tolerance
TOL = 5e-8 Am, this results in eight adaptive re-
finement steps and a mesh of 96 elements with
422 degrees of freedom. In Figure 1(a) for the fi-
nal mesh we plot the number of local mesh refine-
ments and polymomial order. In Figure 1(b) we
show the computed current. The mesh shows to
have been h-refined near the end-point singulari-
ties and to have been p-refined where the current
is a smooth function.

3.2 Current in Emitting Antenna

This time we consider the computation of the cur-
rent in an emitting straight antenna. Length and
radius are as in the previous example. Now the
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Fig. 2. Results for an emitting straight wire antenna.
Left: the number of mesh refinement steps and the
polynomial degree yielding an L1-error smaller than
TOL = 3e-3Am. Right: the real and imaginary part
of the computed current.

antenna has a gap of 0.01 m in its middle where a
current source of 1 A is impressed. Starting from
a piecewise second degree solution on a uniform
mesh with eight elements on either side of the
gap and imposing a tolerance TOL = 1e-3 Am,
seven adaptive refinement steps result in a mesh
of 45 elements with 154 degrees of freedom. The
final hp-mesh and computed current are shown
in Figure 2. Both the end-point singularities and
the singularities at the boundaries of the gap are
clearly resolved by low order small elements.

Numerical results for a smoothly curved an-
tenna can be found in [2].
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Summary. In this paper, a computational statistics
method for sensitivity analysis of capacitance is im-
plemented for a thin-film transistor liquid-crystal dis-
play (TFT-LCD) Pixel. Based on 3D TCAD simula-
tion and design of experiment (DOE), we construct
capacitances’ 2nd response surface model (RSM). By
this model, we analyze the sensitivity of capacitances
with design parameters under Gaussian distribution.
This approach is cost effective and has its engineering
accuracy, compared with 3D field simulation.

1 Introductions

Thin film transistors (TFTs) find wide usage in
active matrix liquid crystal displays (LCDs) [1-
2]. The basic principle of operation of the LCD
panel is to control the transparency of each pixel
portion by bus lines to charge the pixel elec-
trode. The structure capacitance of each TFT-
LCD pixel plays very important role in designing
high quality display panel. However, the capaci-
tance of a pixel is very hard to be analyzed ana-
lytically because of the complex geometry struc-
ture. In this work, we implement a systematical
way to analysis the effect of designing parame-
ters on the structure capacitances of TFT-LCD
pixel, as shown in Fig. 1. A computational statis-
tics technique [3] is developed which consists of
the 3D TCAD field simulator, the design of ex-
periment (DOE) and the second order response
surface model (RSM). By considering the design-
ing parameters as changing factors, listed in Tab.
1, according to the DOE, we construct a RSM
for capacitances of the explored TFT-LCD pixel.
The RSM highly explains the behavior of capaci-
tances for the investigated TFT-LCD pixel. With
Gaussian distribution, the developed model al-
lows us to analysis the sensitivity of capacitances
in a TFT-LCD pixel with respect to the afore-
mentioned factors efficiently.

2 Computational Technique

The proposed computational statistics method-
ology that accounts for the characteristic sensi-
tivity is depicted in Fig. 2. A Plackett-Burman
design is adopted to screen and determine major

interactions. Based on the results of the screen-
ing experiment, parameters in need of further
study are identified. With central composite de-
sign (CCD) DOE technique, a 3D TCAD simula-
tion is performed to calculate each capacitance for
RSM construction. The model adequacy checking
is necessary to check the model assumption and
accuracy verification which is to examine the val-
ues that we are interested in the accuracy of the
model in-between our high and low level settings.
A 2nd order model is then established between
capacitances (i.e., responses) and design parame-
ters (i.e., factors). The sensitivity of capacitances
then can be explored in a computationally cost-
effective way.

ITO

D
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Common
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y
(a)

(b)

(d)
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(c)

(e)

(a) (b)

Fig. 1. (a) 3D schematic plot of TFT-LCD pixel and
(b) a top-view of the structure.

3 Results and Discussion

We construct 2nd order RSM using 149-runs with
CCD for the ten capacitances in the investigated
TFT-LCD pixel. Without loss of generality, we
partially list a model for Cac which is the capac-
itance between part(a) and part(c) in Fig. 1(b)

ln Cac = −0.498 + 0.321A+ 0.021B + 0.027C

+0.029D+ 0.011E + 0.337G

+0.473J − 0.045GJ + · · · (1)

where A to J are designing parameters, as listed
in Tab. 1. The model predicted and the TCAD
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Fig. 2. The computational procedure.

Table 1. The upper and lower bounds of the TFT-
LCD designing parameters.

Variable Parameters Variation Range(um)

Size Variation
A Gate line [0,10] in y
B Shield metal(left) [0,3] in x
C Shield metal(left) [0,3] in y
D Shield metal(right) [0,3] in x
E Shield metal(right) [0,3] in y
F ITO electrode [0,5] in x
G ITO electrode [0,5] in y

Position Shift
H Shield metal(left) [0,5] in x
I ITO electrode [-2,2] in x
J ITO electrode [-2,2] in y

Table 2. The R-square of the capacitance models.

Response R-Square Response R-Square

Cab 0.9832 Cad 0.9701
Cae 0.9986 Cac 0.9936
Cfe 0.9935 Cbf 0.9624
Cce 0.9563 Cdf 0.9472
Caf 0.9938 Cbd 0.9778

simulated actual result, shown in Fig. 3, validates
the accuracy of the constructed model (symbols
locate in the line very well). The R-square for this
model is 0.9936, and the others are also listed in
Tab. 2. Figure 4 is the relationship between Cac
and parameter J, given in Tab. 1, where the other
parameters are set to nominal values, and un-
der Gaussian distribution (with more than 1000
trails and σ is determined by process variation),
the inset is the estimated standard deviation of
Cac due to the parameter J variations of the ex-
amined pixel TFT-LCD. A 0.1051 fF increase of
σCac when the ITO shift varies from -1.5 um to
1.5 um. The increase of σCac is mainly due to
relatively large variation of circuit performance
when the ITO shift increase in the y direction.

Fig. 3. The model predicted vs. actual result for Cac.

Fig. 4. Plot of Cac versus J. The inset shows the
standard deviation of Cac with respect to J.

4 Conclusions

We have established RSMs for capacitance sensi-
tivity analysis of a TFT-LCD pixel based upon
a computational statistics technique. The model
could also be used for design optimization.
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Summary. In time domain, mathematical models of
various electromagnetic devices operating at low fre-
quencies generally represent a system of first order
ordinary differential equations or index 1 differential-
algebraic equations. Numerical schemes employed to
follow the time evolution of the transient processes
fall into explicit and implicit time integration algo-
rithms. In the paper, the types of the implicit time
integration are considered and illustrated with the
corresponding numerical experiments.

1 Introduction

Electromagnetic low frequency time domain mod-
eling can be performed using the regimes of qua-
sistatic approximations or the full set of Maxwell’s
equations. Naturally, the usage of the full infor-
mation provided by the Maxwell’s equations leads
to more accurate numerical simulation results
which are, however, accompanied by higher com-
putational costs. Under certain conditions, the
quasistatic approximations can be applied which
allows to obtain simulation results of compara-
ble accuracy but considerably reduces the com-
putational costs. In Section 2, a classification of
the electromagnetic simulation regimes is given.
The material highlighted in this paper is focused
on the quasistatic electromagnetic formulations
which are described with a set of first order or-
dinary differential equations (ODEs) or index 1
differential-algebraic equations (DAEs). The in-
dispensibe spatial discretization is performed e.g.,
with the Finite Integration Technique (FIT) or
the Finite Element Method (FEM). Pros and cons
of different time integration methods used to re-
solve the time dependencies appearing in these
formulations are discussed in Section 3. The fol-
lowing Sections 4 and 5 provide a deep insight
into implicit time integration methods and dis-
cuss the possible problems associated with their
implementation. Finally, in the full paper the dis-
cussed numerical schemes are illustrated with the
test examples in Section 6.

2 Quasistatic Approximation or
Exact Formulation

Maxwell’s equations govern the complete behav-
ior of electromagnetic fields and represent a sys-
tem of coupled differential equations. As a result,
the full spectrum ranging from statics to high fre-
quency can be modeled entirely. This approach al-
lows to obtain precise simulation results but may
be equipped with high computational costs. Un-
der certain conditions, however, it is possible to
partially omit the time dependencies in the elec-
tromagnetic field quantities without losing too
much accuracy within the numerical simulations.

Excluding the time derivatives of the elec-
tric or magnetic flux density from the system
of Maxwell’s equations leads to the magneto- or
electroquasistatic time domain approximations,
respectively. The necessary condition for any qua-
sistatic approximation to be valid is that the time
required for an electromagnetic wave to propa-
gate at the velocity c = 1/

√
µǫ over the largest

length of the system consisting of a material with
permittivity ǫ and permeability µ is much shorter
than the characteristic time constant of the global
field variation. In other words, this condition is
fulfilled if the time rates of the changes are slow
enough so that time delays due to the propagation
of the electromagnetic waves can be neglected.
The quasistatic approximation regime is further
subdivided into electro- and magnetoquasistatic
ones depending on the dominant effect [1].

Resolving the space dependencies appearing
in the quasistatic formulations using the FIT ap-
proach results in the following discrete formula-
tions

−S̃MεG
dφ(t)

dt
− S̃Mσ(Gφ(t))Gφ(t) = 0 (1)

for the electroquasistatic simulation regime and

Mσ
d

dt
⌢a(t) + C̃Mµ−1(⌢a(t))C⌢a(t) =

⌢⌢

j s(t) (2)
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for the magnetoquasistatic counterpart. In (1),

S̃ represents the discrete dual divergence opera-
tor, whereas the material parameters are gath-
ered in the discrete permittivity matrix Mε and
the discrete conductivity matrix Mσ. The matrix
G describes a discrete gradient operator and the
scalar unknows are represented by the vector of
discrete potentials φ. Equation (2) is formulated

in terms of the discrete curl operators C and C̃,
the discrete inverse permeability Mµ−1 , the im-

posed electrical grid currents
⌢⌢

j s(t) and the vec-
tor ⌢a(t) of magnetic vector potentials integrated
along the primal grid edges.

3 Implicit versus Explicit Time
Integration

Since in electroquasistatic formulations the per-
mittivity ε never vanishes, the matrix S̃MεG in
(1) is always regular. As a consequence, the elec-
troquasistatic formulation (1) represents a non-
linear ODE system and all available explicit time
integration schemes can be applied. If (1), how-
ever, becomes stiff implicit time integration meth-
ods are more appropriate.

In magnetoquasistatic formulations, the con-
ductivity σ obviously equals zero exactly for those
parts of the model which are filled with non-
conductive materials. In this case, the diagonal
matrix Mσ contains zero entries and is singular.
Then, (2) represents a nonlinear DAE system of
index 1 [1]. Such problems are extremely stiff and
explicit integration methods will stuck. When en-
countering stiffness implicit schemes offer a much
better choice.

There is another important criterion counting
in favor of the implicit time integration schemes
when they are applied to treat the time dependen-
cies in parabolic partial differential equations: the
stability limit ∆t ≤ O(∆x2) put on the size of the
time step in the explicit time integration methods
implies that an enormous amount of time steps is
necessary to follow the evolution of the time pro-
cess if one reduces the spatial resolution ∆x to
improve the overall accuracy of the numerical so-
lution [2].

Typically, the electro- and magnetoquasistatic
formulations (1) and (2) are written in the follow-
ing general form

M
d

dt
x(t) + K(x(t))x(t) = r(t) (3)

where the corresponding unknowns are composed
into a vector x. The matrices M and K are square
matrices of real-valued entries and t is a real-
valued variable denoting the time.

4 Types of Implicit Time
Integration

Numerical time integration methods fall into two
categories: those which use only one starting value
at each integration step are called one-step meth-
ods and those which are based on several val-
ues of the solution calculated at the previous
time instants are called multistep methods. In
this paper we concentrate only on the one-step
methods. Among the most popular one-step im-
plicit time integration schemes are the so called
θ-method, the Runge-Kutta methods [3] and the
Rosenbrock-type methods.

5 Adaptive Stepsize Control

Embedded implicit Runge-Kutta and Rosenbrock-
type methods offer an effective way of estimating
the local error of the method. Such integration
schemes deliver for each time step a solution x(p)

of a given order p and an embedded solution x(p̂)

of a lower order p̂. The difference between two vec-
tors is used to build an error vector whose norm
is then employed to measure the local error for
a given time step. The main and the embedded
methods share the same coefficient matrix of the
Butcher table. Thus, the computation of the em-
bedded solution does not require the solution of
a nonlinear system, but just the superposition of
the already calculated stage values using merely
different weight factors.

6 Numerical Simulations

In the full paper, numerous numerical examples
demonstrating the application of the implicit adap-
tive methods to the quasistatic formulations de-
scribed by (3) calculated using the CST EM
STUDIOTM software package will be presented.
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Summary. In this paper a coupling approach for the
solution of circuits refined by 3-D conductor models
is proposed. The circuit is given in terms of the mod-
ified nodal analysis and the field is discretized by the
finite integration technique. The coupled system is
introduced and analyzed; first numerical results are
obtained by a co-simulation approach.

1 Introduction

Magnetoquasistatic (MQS) field problems natu-
rally occur in circuit analysis. They are commonly
solved by either a circuit or a field approach [3].
Any of them may become physically inaccurate or
computationally inefficient. Consequentially, co-
simulation, i.e., the simultaneous use of a cir-
cuit and field method in different model parts,
is beneficial [2]. Furthermore it provides a nat-
ural support for diversifying integration methods
and time-stepping rates towards distinct subprob-
lems.

2 Electric Circuit

Large circuits are simulated by the modified nodal
analysis (MNA) technique (notation from [7])

AC
d

dt
q +ARr(A

T
Re, t) +ALıL

+AVıV +AIı(t) +Aλıλ = 0 , (1a)

d

dt
Φ−ATLe = 0 , (1b)

ATVe− v(t) = 0 , (1c)

q − qC(ATCe, t) = 0 , (1d)

Φ− ΦL(ıL, t) = 0 , (1e)

with incidence matrices A, node potentials e,
currents through voltage and flux controlled el-
ements ıV and ıL, voltage dependent charges and
fluxes q and Φ, voltage dependent resistors r, volt-
age and current dependent charge and flux func-
tions qC and ΦL, independent current and voltage
functions ı and v, controlled voltage sources ıλ.

The numerical properties of (1) are well known,
e.g. the index of this differential-algebraic equa-
tion (DAE) has been shown to equal 1 assuming
several topological conditions [6].

Fig. 1. Circuit symbol of a network element with 2
terminals embedded in a field model

3 Magnetoquasistatic Field

The finite integration technique (FIT) translates
the MQS subset (without displacement) of Max-
well’s equations into

C⌢e = − d

dt

⌢⌢

b , C̃
⌢

h =
⌢⌢ ,

S̃
⌢⌢

d = q , S
⌢⌢

b = 0 ,

(2)

which is accomplished by the material relations

⌢⌢

b = Mµ
⌢

h ,
⌢⌢

d = Mε
⌢e ,

⌢⌢ = Mσ
⌢e , (3)

with discrete curl operators C and C̃, divergence
operators S and S̃, electric and magnetic field
strength ⌢e and

⌢

h, source current density, dis-
crete magnetic and electric flux

⌢⌢ ,
⌢⌢

b and
⌢⌢

d.
The material matrices Mµ, Mε and Mσ repre-
sent the permeabilities, permittivities and con-
ductivities, with Mσ singular in general due to
non-conducting regions [4].

A single equation of curl-curl form (4) is ob-
tained from (2)+(3) by algebraic manipulations

C̃MνC
⌢a +Mσ

d

dt
⌢a =

⌢⌢ , (4)

where ⌢a denotes the Magnetic Vector Potential
(MVP). This is a special index-1 DAE, because
it has non-unique solutions. But for the following
analysis a gauge can be assumed.

4 Coupling

In [5] field models for solid and stranded conduc-
tors have been developed for the use in circuits.
We use the symbol of Fig. 1 for a (n-terminal) de-
vice of several solid and stranded conductors. In
the case where the field model contains multiple
current-driven solid and voltage-driven stranded
conductors, the field model (4) is excited by
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⌢⌢ = MσQsolusol +Qstrıstr , (5)

where usol and ıstr are unknowns that are de-
scribed by the two additional coupling equations

Gsolusol −QTsolMσ
d

dt
⌢a = ısol , (6)

Rstrıstr +QTstr
d

dt
⌢a = ustr , (7)

where Qsol, Qstr are coupling matrices, usol, ustr

denote branch voltages, and ısol, ıstr currents
through both conductor types; Gsol and Rstr de-
note the solid conductor conductance and the
stranded conductor resistance, respectively.

Assuming a regularization we can show that
(4)–(7) is still index-1 and that the algebraic part
of the MVP vanishes, if the discretization grid is
sufficiently fine such that no smearing of the two
conductor volumes occurs.

Assigning the voltages to differences of node
potentials and replacing the controlled current
source by the current through the conductors in
(1a) yields the coupling conditions

usol = ATsole , ustr = ATstre , ıλ =

(
ısol
ıstr

)
. (8)

Finally the combined system consists of (1), (4)–
(8). A simple numerical analysis of this system is
present, both for the case of a monolythically so-
lution as for co-simulation. It turns out that the
monolithic system is still index-1 and the conver-
gence of the co-simulation is guaranteed accord-
ing to the results of [1].

5 Numerical Experiments

Our software is implemented on top of the COMSON
DP1. First numerical simulations are obtained for
the simple but effective RLC circuit in Fig. 2(a),
where the inductance L is represented by a field
model consisting of one stranded and one solid
conductor.The field problem has been constructed
using the CST EMstudio software package2.

The co-simulation converges without any ad-
ditional iteration of the individual time frames.
The computational results are given in the plot
Fig. 2(b). They are comparable to the solutions
obtained from the other approaches, the mono-
lithic and the plain MNA case. Examination of
the time-scales in the co-simulation showed that
the adaptive method for the integration of the cir-
cuit part used the same step size as the integrator
of the field part. This corresponds to the obser-
vation that the dynamics in the field equal those

1 www.comson.org
2 www.cst.com
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Fig. 2. Refined RLC circuit with an inductance rep-
resented by a field model and node potentials com-
puted by co-simulation

of the circuit and hence no multi-rate potential
is recognizable in this particular example. This is
a reasonable result since the circuit has no parts
with additional dynamics.

6 Conclusions

The monolithic field-circuit coupled system is
index-1 and the convergence of the proposed co-
simulation approach is guaranteed, as documented
by the simulation of a RLC circuit where the in-
ductance is represented by a field model. The co-
simulation approach allows for the use of differ-
ent, existing software packages and enables the
application of multi-rate time-stepping schemes.

Acknowledgement. This work was partially supported
by the European Commission in the framework of the
COMSON RTN project.
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Summary. FETI methods are efficient parallel do-
main decomposition solvers for large-scale finite ele-
ment equations. In this work we investigate the ro-
bustness of FETI methods in case of heterogeneous
coefficients. Our main application are magnetic field
computations where both large jumps and large vari-
ation in the reluctivity coefficient may arise. We give
theoretical bounds and numerical results.

1 Introduction

Finite element tearing and interconnecting (FETI)
methods due to Farhat and Roux [1, 7] are par-
allel solvers for large-scale finite element systems
arising from partial differential equations (PDEs).
We briefly describe the method. As a model prob-
lem we consider the finite element discretization
of the Poisson-type problem

−∇ · (α∇u) = f (1)

in the bounded domain Ω ⊂ Rd, d = 2 or 3, sub-
ject to suitable boundary conditions. The domain
Ω is partitioned into N non-overlapping subdo-
mains Ωi, i = 1, . . . , N , such that an effective
direct solve of local subdomain problems is possi-
ble. The FETI method is a special preconditioned
conjugate gradient (CG) method, built from local
Dirichlet and Neumann solves, as well as a coarse
problem which corresponds to a sparse linear sys-
tem of dimension O(N). The spectral condition
number κ of the preconditioned system can be
estimated by

κ ≤ C∗(α)
(
1 + log(H/h)

)2
, (2)

where the constant C∗(α) is independent of the
subdomain diameter H , the mesh parameter h,
and the number N of subdomains. If α is (glob-
ally) constant, then C∗(α) ∼ 1. The total compu-
tational complexity in a parallel scheme is

O
(
(D(N) + D(Nloc)) log(ε−1)

√
κ
)
, (3)

where Nloc is the maximal number of unknowns
per subdomain, D(·) is the cost of the direct
solver, and ε is the desired relative error.

However, in many applications the original
system matrix is ill-conditioned due to hetero-
geneous coefficient distributions. For instance, in

Ωi
ηi

Ω ηi, i

interior
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linear

Fig. 1. Left: Subdomain boundary layer. Right: Es-
timated condition numbers for varying η, fixed h.

magnetic field computations one may have (i)
large jumps in the reluctivity coefficient due to
different materials, and (ii) smooth but large vari-
ation in the same coefficient due to nonlinear
effects. We are now interested in the question
whether/how the condition number κ of the pre-
conditioned system is affected by this. If the het-
erogeneities are resolved by the subdomain par-
tition (i. e., α constant on each Ωi), then, using
a special diagonal scaling, Klawonn and Widlund
[2] proved that C∗(α) ∼ 1. However, in general,
using classical proof techniques, we only get

C∗(α) ≤ C max
i=1,...,N

max
x,y∈Ωi

α(x)

α(y)
, (4)

with C independent of α, i. e., the bound is pro-
portional to the maximum local variation of α on
the subdomains. As noticed by several authors
[3, 6] this asymptotic bound is in general far too
pessimistic, and robustness is observed for many
special kinds of coefficient distributions. The aim
of the present contribution is to give more theo-
retical insight on the coefficient-dependency.

2 Variation in subdomain interiors

In this section we give a sharper estimate than
(4). On each subdomain Ωi with diameter Hi, we
choose a width ηi ∈ [hi, Hi] and define the bound-
ary layerΩi,ηi by the agglomeration of those finite
elements which have distance at most ηi from the
boundary, cf. Fig. 1, left. Our new bound reads

C∗(α) ≤ C
N

max
k=1

(Hk

ηk

)2 N
max
i=1

max
x,y∈Ωi,ηi

α(x)

α(y)
, (5)

i. e., it involves only the variation of α in the
boundary layer Ωi,ηi . For ηi ≃ Hi we reproduce
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the known estimate (4). Again our estimate is ro-
bust with respect to large jumps across the subdo-
main interfaces. However, if α exhibits large (even
arbitrary) variation in the interior Ωi \ Ωi,ηi of
the subdomains, but varies little in the boundary
layers, our new bound (5) is in general far bet-
ter/sharper than (4). Moreover, if in addition the
coefficient is larger in the interior Ωi \Ωi,ηi than
in the boundary layer on each subdomain, then
the quadratic factor (Hi/ηi)

2 reduces to a linear
factor Hi/ηi. The detailed analysis will be given
in an upcoming paper [5].

Fig. 1, right, shows some numerical results
for a two-dimensional example. We set α = 105

(Case 1) and α = 10−5 (Case 2) in the subdo-
main interiors, and α = 1 on the rest. We choose
the distance between the “material” jump and the
subdomain interfaces to be η, and set H/h = 512.
We see that our asymptotic bound is sharp for
Case 1, but still slightly pessimistic for Case 2.

3 Boundary layer variation

In the case of nonlinear magnetostatics in two
dimensions (transverse magnetic mode), we have
to solve

−∇ · [ν(|∇u|)∇u] = f , (6)

subject to suitable boundary conditions, where
u is the z-component of the magnetostatic vec-
tor potential. The reluctivity ν depends nonlin-
early on the magnetic flux density |B| = |∇u|. If
we apply Newton’s method to (6), the linearized
system in each Newton step is of similar form
as (1). However, the variation of the coefficient
depends essentially on the variation of |B|. In-
deed, in many applications |B| may vary strongly
along subdomain boundaries. Numerical experi-
ments reveal that in this case, our new bound (5)
is still too pessimistic: The constant C∗(α) de-
pends only mildly on the variation of α near sub-
domain interfaces. This effect has already been
reported in [3, 4].

Large values of |B| appear mostly at singular-
ities of u, e. g., near material corners. Contrary to
the usual suggestion to choose subdomain parti-
tions that resolve material interfaces in order to
obtain robustness, our new bound (5) suggests
that it might be more advantageous to put each
peak of |B| and thus each material corner into
the center of a subdomain. Fig. 2 shows two such
examples. In both cases, the coefficient variation
is approximately 7×103 and our FETI solver per-
forms extremely well (Case 1: condition number
8.5, Case 2: condition number 13.7, compared to
8.3 in case of a constant coefficient). In Case 1,
the boundary layer variation is small, whereas it
is large in Case 2.
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Fig. 2. Upper: Case 1. Lower: Case 2. Left: |B|-field,
subdomain partition. Right: Boundary variation of ν.

We are currently trying to extend our analysis
to also cover this case and to explain why in many
situations even a variation in the boundary layer
does not affect the robustness of our FETI solver.
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ence Funds (FWF) under grant SFB F013.
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Summary. In this work, we study functional type a
posterior error estimation for eddy-current and time-
harmonic approximations of Maxwell’ equations. The
presented estimates can be applied to any admissi-
ble approximation, hence they are not tied to any
particular numerical scheme. The behavior of these
estimates is numerically tested.

1 Introduction

Majority of the existing research on a posteri-
ori error estimates for Maxwell’s equations has
focused on residual based error estimation tech-
niques (see [1, 5, 8]). Such techniques require the
approximate solution Ẽ to satisfy a certain Galerkin
orthogonality property, which in practice means
that residual based estimates are applicable only
in the context of the finite element methods. In
addition, they contain Clément interpolation con-
stants, which are mesh dependent and difficult to
estimate sharply (see [2]). Hence, current residual
based a posterior error estimates cannot deliver
sharp upper bound for the error and serve only
as error indicators.

In this note, we will focus on functional type
a posteriori error estimation approach (see [3,
4, 6]), which gives practically computable upper
bounds. First functional type error estimates for
the eddy-current problem were presented in [7].
Error bound for the time-harmonic problem was
presented by the author in the ENUMATH con-
ference. In this talk, we derive an upper bound in
both cases and present numerical examples, which
verify the effectivity of our approach.

2 Model problem

The model problem is : find E ∈ H0 (Ω, curl) such
that

(∇× E,∇× v) + β (E,v) =

(J,v) ∀v ∈ H0 (Ω, curl) , (1)

where Ω ⊂ R3 satisfies sufficient regularity as-
sumptions and J ∈ L2(Ω). The spaceH0 (Ω, curl)

denotes the standard Sobolev space with zero
boundary condition n × E = 0.

We study the above problem in two different
case, β ∈ R, β > 0 and β ∈ C,ℑβ ≥ 0. For
positive parameter values (1) is the weak form of
the eddy-current problem in a domain with posi-
tive conductivity and PEC boundary conditions.
For complex-valued parameters (1) is the time-
harmonic approximation of Maxwell’s equations
in a domain with PEC boundary conditions.

3 Error bounds

In the following, we consider some approximation
Ẽ ∈ H0 (Ω, curl) for E and derive an upper bound
for the error e = E− Ẽ in a suitable norm.

An upper bound for the error also yields an
estimate for the relative error.

Lemma 1. Let ‖ · ‖ be any norm and M be an
upper-bound to ‖e‖2, such that M ≤ ‖Ẽ‖. Then
there applies

‖e‖
‖E‖ ≤ M

‖Ẽ‖ −M
.

3.1 Eddy-current case

In the eddy-current case, the bilinear form is el-
liptic and induces a natural norm

||| · ||| :=
√

(∇× ·,∇× ·) + β (·, ·),
which provides a direct connection between the
error and the weak problem. In this norm, we
obtain the following error bound.

Theorem 1. Let E ∈ H0 (Ω, curl) be the solution
to (1) with β > 0. For any Ẽ,y∗ ∈ H0 (Ω, curl)
there applies

|||e|||2 ≤ ‖β−1/2
(
J − βẼ −∇× y∗

)
‖2

+ ‖∇× Ẽ− y∗‖2. (2)

This estimate is sharp in the sense that choosing
the parameter y∗ as y∗ = ∇ × E yields equal-
ity. One appropriate choice of y∗ is discussed in
Section 4.
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3.2 Time-harmonic case

In time-harmonic case, the sesquilinear form is
not elliptic and does not induce any natural norm.
We will follow [5] and measure the error in the
L2(Ω) - norm.

Theorem 2. Let E ∈ H0 (Ω, curl) be the solu-
tion to (1) with β ∈ C,ℑβ ≥ 0. For any Ẽ,y∗ ∈
H0 (Ω, curl) there applies

‖e‖ ≤ C
(
‖J − βẼ−∇× y∗‖

+ ‖y∗ −∇× Ẽ‖
)
.

in which the constant C > 0 depends only on the
parameter β and the domain.

4 Numerical example

The upper-bound for the eddy-current problem is
tested in the case Ω = (−1, 1)/[0, 1], β = 1 and
f = [1, 1, 1]T . As the domain contains a re-entrant
corner at the origin (0, 0, 0), a boundary singular-
ity can be expected near this point. Our aim is to
study, how well does the upper bound detect the
singularity in adaptive refinenement process.

The problem (1) was solved using the finite el-
ement method with lowest order Nedelec (With-
ney) elements on tetrahedral mesh. The adaptive
procedure is based on using the elementwise con-
tributions of the upper bound as local error mea-
sures.

The parameter y∗, required in Theorem 1, was
chosen as a minimizer of (2) from the same finite
element space Xh as the approximate solution.
The minimizer is obtained by solving the problem
: find y∗ ∈ Xh such that

(
β−1∇× y∗,∇× v

)
+ (y∗,v) = (∇× ũ,v)

+
(
β−1/2 (f − βũ) ,∇× v

)
∀v ∈ Xh,

which is also an eddy current problem, solved
with the same finite element solver as the orig-
inal problem.

The results are plotted in Fig. 1. As one can
clearly observe, the adaptive refinement based on
the presented upper bound improves the conver-
gence rate compared to uniformly refined mesh.
This means that the adaptive refinement process
can detect the singularity and improve the qual-
ity of the approximation. Since the true error is
unknown, we have used a reference solution from
a very dense mesh to compute estimate for the
error.

10
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10
0

Fig. 1. Behavior of the error in adaptive refinement
as a function of degrees of freedom. Diamonds denote
the estimated error, stars the reference error and cir-
cles error in a solution from uniformly refined mesh.
The dotted line is the optimal convergence rate O(h).
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Summary. Investigation of device variability is cru-
cial for the design of state-of-art nanoscale digital
and high-frequency circuits and systems. This study
provides a large-scale statistically sound ”atomistic”
circuit-device coupled simulation approach to explor-
ing the random-dopant-induced characteristic fluctu-
ations in nanoscale CMOS integrated circuits con-
currently capturing the discrete-dopant-number- and
discrete-dopant-position-induced fluctuations.

1 Introduction

As dimension of semiconductor scales down, char-
acteristic fluctuation is more pronounced and be-
come crucial for circuit design. Diverse approaches
have recently been reported to study fluctuation-
related issues in semiconductor devices and cir-
cuit [1, 2]. However, due to the randomness of
dopant position in device, the fluctuation of de-
vice gate capacitance is nonlinear and hard to
be modeled in current compact models [2]. In
this study, a large-scale statistically sound circuit-
device coupled simulation approach is thus pro-
posed to analyze the discrete-dopant-induced char-
acteristic fluctuations in nanoscale MOSFET cir-
cuit. Based on the statistically (totally randomly)
generated large-scale doping profiles, the device
simulation is performed. In estimation of the cir-
cuit fluctuations, to capture the nonlinearity of
gate capacitance fluctuation, a circuit-device cou-
pled simulation [5] with discrete dopant distribu-
tion is conducted, which concurrently considers
the discrete-dopant-number- and discrete-dopant-
position-induced fluctuations.

2 Simulation Technique

Figure 1 illustrates the developed simulation flow
of the proposed approach. To consider the effect
of random fluctuation of the number and loca-
tion of discrete channel dopants in channel re-
gion, 758 dopants are randomly generated in a 80
nm3 cube, in which the equivalent doping concen-
tration is 1.48×1018 cm−3 (the nominal channel
doping concentration), as shown in Fig. 1(a). The
80 nm3 is then partitioned into sub-cubes of 16
nm3. The number of dopants may vary from zero
to 14, and the average number is six, as shown
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Fig. 1. (a) Discrete dopants randomly distributed
in the 80 nm3 cube with the average concentration
1.48×1018 cm−3. The dopants in sub-cubes of 16 nm3

may vary from zero to 14 (the average number is six),
[(b), (c), and (d)]. The sub-cubes are equivalently
mapped into channel region for discrete dopant de-
vice and circuit-device coupled simulations as shown
in (e) and (f).

in Figs. 1(b), 1(c) and 1(d). These sub-cubes
are then equivalently mapped into the channel re-
gion of the device for the 3D device simulation, as
shown in Fig. 1(e).The device simulation is per-
formed by solving a set of 3D density-gradient
equation coupling with drift-diffusion equations
[3], which is conducted using a parallel comput-
ing system [4]. To investigate the random discrete
dopant induced circuit fluctuations, and due to
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the lack of reasonable compact model for describ-
ing device gate capacitance [1, 2], the aforemen-
tioned device equations directly coupled with cir-
cuit equations and then solved simultaneously [5].
A common-source amplifier and an inverter) are
used as the test circuits for high-frequency charac-
teristic and timing variation estimation, as shown
in Fig. 1(f). We noted that the proposed simula-
tion technique is statistical sound and computa-
tionally cost-effective for random dopant fluctua-
tion characterization.

3 Results and Discussion
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Fig. 2. The (a) ID-VG curves (b)and gate capaci-
tance fluctuations of the studied 16-nm-gate planar
MOSFET

Figure 2(a) show the ID-VG characteristics
of the discrete-dopant-fluctuated 16 nm planar
MOSFETs, where the solid line shows the nom-
inal case (1.48×1018 cm−3 continuously doping
concentration), and the dashed lines are random-
dopant-fluctuated devices. The fluctuation of DC
characteristics are observed. The capacitance-
voltage (C-V) characteristics of the discrete-dopant-
fluctuated 16 nm planar MOSFETs are investi-
gated in Fig. 2(b). The lateral shift and change
of shape for the C-V characteristics are observed.
The variation of shape of C-V curves is resulted
from the position of discrete dopants in channel
and therefore is hard to be described in present
compact model [3]. Therefore, to investigate the
circuit level characteristic fluctuations, the circuit-
device coupled simulation is used for obtaining
circuit characteristics. The transition character-
istics of the inverter circuit are investigated in
Figs. 3(a). The fluctuations of rise time and fall
time for digital circuits are observed, where the
rise(fall) time is defined as the time required for
the output voltage to go from 10%(90%) of the
logic ”0”(”1”) level to 90%(10%) of the logic
”1”(”0”). For the high-frequency charateristic sim-
ulation, the high-frequency response are investi-
gated in Fig. 3(b). The fluctuation of high fre-
quency circuit gain, 3dB bandwidth, and unity-
gain bandwidth are estimated. Fig. 3(c) summa-
rized the fluctuations of DC, timing, and high-
frequency characteristics. The accuracy of timing
and stability of frequency characteristics are cru-
cial for the state-of-art circuits and systems using
nanoscale transistor.
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Fig. 3. (a)The input and output signal for the stud-
ied discrete-dopant-fluctuated 16-nm-gate inverter.
(b) the high-frequency response of the common-
source circuits. (c) summarized DC, timing, and high-
frequency characteristic fluctuations

4 Conclusion

In this paper, a large-scale 3D ”atomistic” circuit-
device coupled simulation approach has been pro-
posed to investigate the random-dopant-induced
characteristic fluctuations in nanoscale CMOS
digital and high-frequency integrated circuits. The
approach successfully estimated the timing and
high-frequency characteristics fluctuations. The
fluctuation suppression technique may be further
verified and developed from the viewpoint of cir-
cuit operation. We believe that the proposed ap-
proach will benefit the development of nanoscale
circuits and systems.
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Dağ, Hasan, 115
Dautbegovic, Emira, 141
De Gersem, Herbert, 197
De Tommasi, Luciano, 93
Denk, Georg, 71
Dewilde, Patrick, 135
Dhaene, Tom, 93
Dobrzynski, Michal, 177
Drago, C., 187

Ebrahimi, B.M., 49, 53
Edelvik, Fredrik, 181

Faiz, Jawad, 49, 53

de Falco, Carlo, 71, 165
Feldmann, Uwe, 95
Feng, Lihong, 23
Freitag, Josefine, 169

Ghofrani, M., 49
Gim, Sebastian, 177, 179
Gjonaj, Erion, 137
Gorissen, Dirk, 93
Gourary, M.M., 101, 145, 175
Grahovski, Georgi G., 123
Greiff, Michael, 169
Grimberg, Raimond, 33, 35
Gu, B., 175
Gullapalli, K.K., 101
Günther, Michael, 197

Hannukainen, Antti, 201
Harutyunyan, D., 173
Herberthson, Magnus, 171
Hesthaven, J.S., 127
Honkala, Mikko, 99, 117, 119,

157
Huang, Hsuan-Ming, 191
Hwang, Chih-Hong, 203

Ilievski, Z., 113
Ioan, Daniel, 15, 31, 43, 45, 153
Ionutiu, Roxana, 161
Islam, M. Jahirul, 57
Iwata, Satoru, 143

Jakobsson, Stefan, 181
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