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Abstract 

Hydride transfer is one of the most common reactions catalyzed by enzymatic systems 

and it has become an object of study due to possible significant quantum tunneling 

effects. In the present work, we provide a combination of theoretical QM/MM 

simulations and experimental measurements of the rate constants and kinetic isotopic 

effects (KIEs) for the hydride transfer reaction catalyzed by morphinone reductase, MR. 

Quantum mechanical tunneling coefficients, computed in the framework of variational 

transition-state theory, play a significant role in this reaction, reaching values of 23.8 ± 

5.5 for the lightest isotopologue; one of the largest values reported for enzymatic 

systems. This prediction is supported by the agreement between the theoretically 

predicted rate constants and the corresponding experimental values. Simulations 

indicate that the role of protein motions can be satisfactorily described as equilibrium 
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fluctuations along the reaction coordinate, in line with a high degree of preorganization 

displayed by this enzyme. 

KEYWORDS: Morphinone Reductase, QM/MM, molecular dynamics, Kinetic Isotope 

Effects, Hydride transfer 

Introduction 

One of the most controversial subjects in modern enzymology is the role of dynamic 

effects in the enzymatic catalysis, especially in the case where dynamics are thought to 

facilitate quantum mechanical tunneling (QMT). It is well known that the flexibility of 

proteins allows them to adapt their three-dimensional conformation to each step of the 

catalytic process, such as substrate binding or product release. When the rate constant of 

the chemical step is considered, especially when light particles such as hydrogen atoms 

are involved in this step, then the debate is whether dynamic effects have a contribution 

to catalysis.1-4  Broadly, two theories have been postulated to explain the catalytic 

potential of enzymes. Some authors suggest that there are specific protein motions 

coupled to H (proton, hydrogen atom or hydride ion) transfer. 3,5 These protein motions 

might reduce the height and/or width of the potential energy barrier, being the driving 

force of enzymatic reactions.3,5 These studies base their arguments in the strong 

temperature and/or pressure dependence of experimental kinetic isotope effects (KIEs), 

which are thought to arise through thermally activated protein motions that would 

reduce the apparent barrier height and/or width. However, this hypothesis remains 

contentious, as there is no definitive experimental technique that can directly deduce the 

connection between promoting motions and the shape of the reaction barrier. 

Alternatively, many studies have shown that enzyme catalysis is dominated by 

transition state (TS) stabilization relative to the reactant state (RS).6-154,6-13 This 

reduction in activation free energy, which is an equilibrium property, directly leads to 

an increase in reaction rate and can explain the source of catalytic power of many 

enzymes. This model also takes into account protein motions by describing them as 

equilibrium fluctuations around the TS. In fact, most of the debate can be recast in terms 

of which are the relevant coordinates needed to define the dynamic bottleneck and the 

importance of tunneling for the determination of the rate constant.14-16  
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Morphinone reductase (MR) is an Old Yellow flavoenzyme, which catalyzes a hydride 

transfer from the C4 of nicotinamide adenine dinucleotide (NADH) to the N5 atom of a 

bound flavin mononucleotide (FMN) cofactor (Scheme 1). This reaction has been 

extensively experimentally and computationally characterized in MR17-23 and closely 

homologous enzymes.21,22,24 Unusually, 1o, 2o and double KIEs (Scheme 1) on hydride 

transfer have all been previously measured21 and calculated,19 making this an excellent 

model system of enzyme catalyzed H-transfers. However, the magnitude of the 

experimentally observed 1o and double KIEs were subsequently found to be 

underestimated due to isotopic (protium) contamination of the NADH isotopologues 

used.25 Further, the computational study is unusual as it suggested the reaction proceeds 

via a “deep” QMT mechanism,19 with a much larger QMT contribution than many other 

comparable enzymes. The present work contains new experimental and computational 

results, which together give further insight into the reaction and suggest that the role of 

QMT of the transferred hydride during the reaction is less significant than previously 

thought. As shown in this work, MR is an excellent system to evaluate the impact of 

tunneling in the rate constant and KIEs, paving the way for future studies on the role of 

tunneling during the evolution of a specific enzymatic activity. 

	

Scheme 1. Schematic representation of the hydride transfer from NADH to FMN during 
the reductive half reaction catalyzed by MR. 1o, 2o and double KIEs arise when HR, HS 
and both HR and HS are isotopically labeled (DH, HD and DD isotopologues, 
respectively).  
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Methodology 

Experimental. All materials were obtained from Sigma–Aldrich (St. Louis, MO), 

except NAD+ and NADH, which were obtained from Melford Laboratories 

(Chelsworth, U.K.) MR was expressed and purified as described previously.21 (R)-[4-
2H]-NADH and (S)-[4-2H]-NADH were prepared as described previously.26 (R,S)-[4-
2H2]-NADH was prepared in a one-pot synthesis by stereospecific oxidation of  250 mg 

NAD+ using 200 U glucose dehydrogenase and 80 mg 1-[2H]-glucose in 20 ml of 25 

mM NH4HCO3 pH 8.5. The pH of the buffered solution was adjusted to pH 8.5 using 

liquid ammonia. After the absorbance ratio of 260:340 reached ~2.3, 2 mL of 120 µM 

of His-tagged MR and 50 mM 2-cyclohexenone were added to the solution. The pH of 

the buffered solution was adjusted to pH 8.0 using liquid formic acid. After the 

absorbance at 340 nm reached ~0, the solution was passed over a 1 mL Histrap HP 

column equilibrated with 25 mM NH4HCO3 pH 8.5 to remove MR. Subsequently, 200 

U yeast alcohol dehydrogenase and 100 U Aldehyde dehydrogenase as well as 0.5 ml of 

[2H6]-ethanol were added and the pH of the buffered solution was adjusted to pH 8.5 

using liquid ammonia. (R,S)-[4-2H2]-NADH was purified by anion exchange 

chromatography as described previously.26 

All stopped-flow experiments were performed in 50 mM potassium phosphate, pH 7.0 

using a Hi-Tech Scientific (TgK Scientific, Bradford on Avon, U.K.) stopped-flow 

spectrophotometer housed within an anaerobic glovebox (Belle Technology; <5 ppm 

O2). Spectral changes accompanying FMN reduction were monitored by absorption at 

464 nm. Typically, 5 measurements were taken for each reaction condition and 

transients were fitted using a double-exponential function, with kobs taken to be the 

fastest phase, which also has the majority of the signal change/amplitude. Quoted rate 

constants are the average values ± 1 standard deviation. 

Computational. The main approximation to describe reaction kinetics in a chemical 

reaction, including those catalyzed by enzymes, is the Transition State Theory (TST),27-

29 which assumes that the selected reaction coordinate (ξ) is separable from the rest of 

the system coordinates. Then, the reaction rate constant can be obtained from the 

difference between free energy in the TS and the reactants (ΔG‡). In a unimolecular 

process this rate constant is expressed as: 
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Nevertheless, if specific (protein) motions are coupled to the reaction coordinate, an 

explicit treatment for protein dynamical effects are required. TST offers a way to 

incorporate non-statistical effects by the calculation of a transmission coefficient (Γ) 

that includes non-equilibrium effects due to the reaction-protein coupling and quantum 

effects.29,30 

The initial coordinates used for the computational simulations are based on the crystal 

structure of MR with FMN and 1,4,5,6-tetrahydro-NADH (NADH4; PDB code 2R14)20 

at 1.40 Å resolution, where nonreactive NADH4 have been modified to NADH. The 

missing coordinates of residues such as W279 to I284 have been taken from another 

structure (PDB code 1GWJ),31 by overlaying both structures.  

The protonation state of ionizable residues in the protein environment corresponding to 

pH 7 was obtained using the PropKa 3.1 program.32-34 Then, the coordinates of the 

hydrogen atoms were added using the fDYNAMO35 library. The whole system was 

solvated with a pre-equilibrated box of water molecules with dimensions 100×80×80 

Å3. To neutralize the charge of the system, 20 sodium ions were added. The final 

system contains a total of 63199 atoms, of which 61 (31 from NADH and 30 from 

FMN) were described in the quantum-mechanical (QM) region and the rest in the 

molecular-mechanical (MM) region. The quantum subsystem includes parts of the 

cofactor (nicotinamide ring and the ribose) and the substrate (isoalloxazine ring and the 

first CH2) in such way that the border between quantum and classical parts is done in a 

C–C bond (see Scheme 2). Cutoff radii between 10 and 14 Å were used for all types of 

interaction. All the calculations were done under periodic boundary conditions.36 The 

waters and the sodium ions were re-equilibrated by means of 100 ps of molecular 

dynamics simulation in the NVT ensemble at the reference temperature of 298 K using 

the Langevin integrator with a time step of 1 fs. After a conjugate gradient 

minimization,37 the whole system was gradually warmed up to 298 K during 200 ps and 

further equilibrated at this temperature for an additional 500 ps. 5 ns of MM simulation 

for the reactant state rendered very similar structural parameters than the QM/MM 

simulation (see Supporting Information, Table S6). 
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Scheme 2. Representation of the active site of MR showing the QM/MM partitioning 
scheme. The QM part is colored in blue while MM part is colored in black. Green 
circles represent the quantum hydrogen link atoms. Key atoms in substrate/cofactor 
have been labeled in red. 

The RM1 semiempirical method38 was selected to describe the QM region, after 

demonstarting its good performance for other enzyme catalyzed hydride transfer 

reactions.39,40 As shown in Table S5 in the Supporting Information, this method 

provides energy barriers and TS geometries for the hydride transfer in good agreement 

with B3LYPD-D3/6-31G(d,p) results.41 The MM region was described using the OPLS 

force field for the protein atoms,42 and the TIP3P model for water molecules.36 These 

methods are implemented in the fDYNAMO library.35  

One-dimensional potentials of mean force (PMF) were generated in the NVT ensemble 

by using the antisymmetric combination of the distances describing the hydride transfer, 

that is, the breaking and forming bond, as the distinguished reaction coordinate ξ. These 

calculations were computed for the enzyme system using the umbrella sampling 

approach combined with the weighted histogram analysis method (WHAM).43,44 A total 

of 75 windows were needed to explore the reaction coordinate in a range from -2.60 to 

1.84 Å. Each simulation consists of 10 ps of equilibration and 30 ps of production, 
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employing a time step of 1 fs and a force constant of 2500 kJ mol-1Å-2 to keep the 

system restrained at the reference values of the reaction coordinate. The canonical 

ensemble NVT with the Langevin-Verlet algorithm was used to update the velocities at 

the reference temperature of 298 K.45,46  

In order to correct the slight underestimated activation energies resulting from the low-

level RM1 energy function used in the PMF calculations (see Table S5 in Supporting 

Information), an interpolated correction scheme developed in our group was applied.47 

This scheme is based in a previous one developed by Truhlar and co-workers for 

dynamical calculations of gas phase chemical reactions.48 The new energy function, as a 

result of this correction, is defined as: 

[ ])(ξHL
LL

LL
corr ESEE Δ+=      (2) 

where ELL denotes the energy provided by the low-level method (LL) and S is a cubic 

spline function described by the correction term )(ξHL
LLEΔ . This correction term comes 

from the difference between single-point calculations at higher theoretical levels (HL) 

and lower-level ones. In this case, the high-level method is B3LYPD-D3 with 6-

31G(d,p) basis set,41 which has been extensively certified for hydride transfer 

reactions.49 The low-level method is the semi-empirical RM1 Hamiltonian. This 

correction term is expressed as a function of the distinguished reaction coordinate (ξ). 

The high-level method calculations were performed using Gaussian09.50 

Deviations from canonical TST can be estimated by means of Ensemble-Averaged 

Variational TST (EA-VTST).51-53 The following expression is used to estimate the 

theoretical rate constant: 
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QC
actGΔ 	is the quasi-classical activation free energy at the TS, which is obtained from the 

classical mechanical (CM) PMF and including a correction for quantizing the vibrations 

orthogonal to the reaction coordinate ant the vibrational free energy of the reactant 

mode that correlates with motion along the reaction coordinate (see the Supporting 

Information for details). 
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),( ξTΓ  is the temperature-dependent transmission coefficient which includes dynamic 

contributions to the classical rate. It can be expressed as: 

)(),(),( TTT κξγξ ⋅=Γ      (4) 

where ),( ξγ T  is the recrossing transmission coefficient and )(Tκ  is the QMT 

coefficient. Grote-Hynes theory was been used to compute ),( ξγ T  while )(Tκ  was 

calculated with the microcanonical optimized multidimensional QMT (µOMT) 

approximation, which includes reaction-path curvature appropriate for enzymatic 

hydride transfers.29,30 The final QMT contribution is obtained as the average over the 

reaction paths of 25 TS structures. In order to obtain these structures, a 125 ps QM/MM 

dynamic was performed at the TS constrained reaction coordinate. Every structure was 

taken from 5 ps separated snapshots. 

An effective activation free energy can then be described as the theoretical free energy 

barrier after the inclusion of dynamic contributions: 
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Finally, the KIEs are calculated as the quotient between HH isotopologue rate constant 

and the rest of isotopologue rate constants, such kHH/kDH is the primary KIE, kHH/kHD is 

the alpha-secondary KIE and kHH/kDD is the ‘double’ KIE. 

 

Results and Discussion 

Reaction free energy profile. The free energy profile for the hydride transfer obtained 

in terms of a 1D-PMF is shown in Figure 1. As mentioned in the Computational 

Methodology section, the reaction coordinate is described as the difference between the 

breaking and forming bond distances: 

ξ = d(C–H) – d(N–H)     (6) 

While a more complete reaction coordinate could be defined including some other 

substrate and protein motions apart from the hydride stretch, the antisymmetric reaction 
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coordinate employed in this study has been commonly used in previous proton and 

hydride transfers analysis and allows an analysis of dynamic and quantum effects on the 

reaction and on the KIEs, once the prefactor in eq. (5) is considered.4,51-54 The activation 

free energy that can be deduced from the difference between the maximum of the PMF 

and the reactant state (RS) is 19.0 kcal mol-1. The hydride transfer reaction is 

endergonic, with the product state (PS) 10.1 kcal mol-1 above the RS. This arises due to 

significant charge separation during the hydride transfer reaction, with the reduced 

FMN negatively charged and the oxidized NAD+ positively charged. The reaction is not 

pH dependent,18 which suggests that protonation of the reduced FMN occurs in a 

subsequent step to hydride transfer. Charge neutralization likely occurs by NAD+ 

dissociation, which is not considered in the present work. 

 

	

Figure 1. Classical mechanical B3LYP-D3:RM1/MM Potential of Mean Force (PMF) 
of hydride transfer catalyzed by MR at 298 K. 

	

Structural analysis. The average key distances of the three states involved in the 

reaction (RS, TS and PS) are listed in Table 1. The distance between donor (NADH C4) 

and acceptor (FMN N5) decreases from 3.65 ± 0.10 Å in the RS to 2.47 ± 0.07 Å in the 
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TS, and then increases to 2.97 ± 0.07 in the product state (PS; see Figure 2). The 

transferred hydride (HR) C4-HR and N5-HR bond lengths are 1.11 ± 0.04 Å and 1.03 ± 

0.03 Å in the RS and PS configurations, respectively while it appears that hydride 

transfer occurs when the C4-HR-N5 angle approaches linearity; the C4-HR-N5 angle 

increases from (147 ± 12)o in the RS to (161 ± 8)o in the TS and then remains largely 

unchanged into the PS. Stacking of the NADH nicotinamide and oxidized FMN 

isoalloxazine rings results in a charge transfer complex, with significant π orbital 

overlap. This stacking can be monitored between those atoms para to the HR donor and 

acceptor, i.e. the FMN N10 to NADH N1 distance (Figure 2). This distance decreases 

from 4.6 ± 0.3 Å in the RS to 4.03 ± 0.24 Å in the TS, where it then remains largely 

unchanged into the PS. Likewise, the distance between the centroids (Ø) of the 

nicotinamide and central isoalloxazine rings follows the same trend decreasing from 

4.19 ± 0.17 Å in the RS to 3.39 ± 0.13 Å in the TS, before increasing slightly to 3.64 ± 

0.12 Å in the PS. Consequently, these parameters collectively show that the rings of the 

FMN isoalloxazine and NADH nicotinamide moieties remain stacked roughly parallel 

to each other along the whole reaction process. This is in contrast to the results of a 

previous work,19 which is discussed below.  

In order to analyze the interactions between the protein and substrate-cofactor complex, 

all the key distances are reported in Scheme S1 and Table S8 in the Supporting 

Information. From all of these distances, the most important are those directly related 

with the charge transfer associated to the reaction step. NADH becomes positively 

charged after the hydride transfer and, consequently, the H-bond from ASN189 to O7N 

should become weaker and longer as the reaction proceeds. Observing Table 1, one 

could see that this distance increases from 3.00 ± 0.19 to 3.18 ± 0.24 Å. Additionally, 

FMN becomes negatively charged and the H-bond from ARG238 to N1 should be 

stronger, which is revealed by a shorter distance. This distance decreases from 2.98 ± 

0.10 to 2.95 ± 0.10 Å. The trends are the expected ones, but the observed changes in 

distances are small and within the standard deviations associated to the thermal 

fluctuations in each of the states. This observation suggests that the active site is well-

prepared to accommodate this charge transfer reaction or, in other words, that the active 

site is almost perfectly preorganized for the reaction. This conclusion can be supported 

by computing a more global property such as the evolution of the electrostatic potential 

created by the protein on the donor and acceptor atoms. The difference between these 
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two values gives an estimation of the environmental effect on the charge transfer 

associated to the hydride transfer. This difference has been computed to be 138 ± 23 

kJ·mol-1·e-1 at the reactant state and 150 ± 20 kJ·mol-1·e-1 at the TS. The small change 

of the electrostatic potential from reactants state to the TS is in agreement with a small 

reorganization of the protein during the hydride transfer, as deduced from the structural 

analysis. In contrast, there are significant changes on other substrate coordinates that 

seem to be more strongly coupled to the reaction advance. For example, hybridization 

coordinates of the donor and acceptor atoms change substantially from the reactant state 

to the product state. One example is the evolution of the improper dihedral angle of the 

secondary H (HS) atom on the donor atom (C4). This motion takes place in a similar 

time scale than the hydride transfer. The corresponding frequencies at the TS are 1414i 

and 1495i cm-1 for the improper dihedral angle and the hydride transfer, respectively, as 

determined from inspection of the normal modes derived from the hessian calculated for 

the QM region. 
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Table 1. Key Parameters of the RS, TS and PS. All distances and their standard 
deviations (reported in Å) and angles (reported in degrees) were obtained from 100 ps 
QM/MM MD simulations on each state. 

 RS TS PS 
d(C4NADH-Ht) – d(N5 FMN -HR) -1.56 ± 0.04 0.06 ± 0.04 0.96 ± 0.03 
α(C4 NADH - HR - N5 FMN) 147 ± 12 161 ± 8 162 ± 8 

d(C4 NADH - N5 FMN) 3.65 ± 0.10 2.45 ± 0.07 2.97 ± 0.07 
d(C4 NADH - HR) 1.11 ± 0.04 1.27 ± 0.04 1.98 ± 0.04 

d(N5FMN - HR) 2.67 ± 0.05 1.22 ± 0.04 1.03 ± 0.03 
d(Ønicotinamide – Øisoalloxazine) 4.19 ± 0.17 3.39 ± 0.13 3.64 ± 0.12 

d(N1NADH-N10 FMN) 4.6 ± 0.3 4.03 ± 0.24 4.04 ± 0.21 
d(O7NNADH-ND2ASN189) 3.00 ± 0.19 3.11 ± 0.24 3.18 ± 0.24 

d(N1FMN-N10 ARG238) 2.98 ± 0.10 2.96 ± 0.10 2.95 ± 0.10 
Improper dihedral 

(C5-C3-C4-HS)NADH 
125 ± 5 138 ± 6 172 ± 6 

 
 

		

	

Figure 2. Top, Representative snapshots of the active site of MR in the RS, TS and PS 
configurations. For clarity, only the isoalloxazine moiety of FMN and nicotinamide 
moiety of NADH are shown. Below, a schematic of each configuration showing key 
distances (red in Å) and angles (blue). 
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Rate constants. The rate of hydride transfer has been experimentally measured for all 

four NADH isotopologues, essentially as described previously20,21 by monitoring the 

absorbance change at 464 nm associated with FMN reduction (concomitant with 

hydride transfer) during an anaerobic stopped-flow experiment. The concentration 

dependence of the reaction of MR with each NADH isotopologue is shown in Figure 3, 

with the limiting rate constants given in Table 2. Care was taken to prepare 

isotopologues with maximal isotopic purity (Figure S1), but unfortunately deuterium 

incorporation at the HS position of the DD ([4-H2]-NADH) coenzyme was not complete. 

Consequently, a linear extrapolation method was used to correct the limiting rate 

constant (Figure S2). 

 

0 2 4 6 8 10
0

2

4

6

8
10

20

30

40

50

60

 NADH
 (R)-[4-2H]-NADH
 (S)-[4-2H]-NADH
 (R,S)-[4-2H2]-NADH

k o
bs

 (s
-1
)

[NADH] (mM)  
Figure 3.  Coenzyme concentration dependence of the reaction of 20 µM MR with each 

NADH isotopologue at 298 K in 50 mM potassium phosphate, pH 7.0 under anaerobic 

conditions. Data are fitted to: kobs = klim[NADH]/(KS + [NADH]), with fitting 

parameters given in Table S1. 

 

Quasi-classical activation free energy ( QC
actGΔ ) and the final theoretical estimation of the 

phenomenological free energy of activation ( effGΔ ) are listed in Table 2. QC
actGΔ  

includes the quantal correction corresponding to the reaction coordinate and the 

vibrational modes orthogonal to it. As expected, the introduction of the quantal 

corrections reduces the free energy barriers in a value of 2.6, 1.9, 2.5 and 1.8 kcal mol-1 

for HH, DH, HD and DD isotopic substitutions, respectively. As a result, the free 

energy of activation at 298 K decreases from 19.0 kcal mol-1 of the classical PMF to 

16.4, 17.1, 16.5, 17.2 kcal mol-1 for the quasi-classical PMF for HH, DH, HD and DD 
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reactions, respectively. The magnitude of these corrections is dominated by the isotope 

in the first position and can be compared with previous studies on hydride transfer 

reactions in NAD(P)H-dependent enzymes.55-57 

According to eq. (5) the EA-VTST rate constant also depends on the recrossing (γ) and 

tunneling (κ) coefficients. The first term determines the coupling between the reaction 

coordinate and other motions within the protein-FMN-NADH complex (the bath) and is 

obtained by means of application of Grote-Hynes theory,58 as detailed in the 

Computational Methodology section. These γ values are listed in Table 2, and are 

almost invariant between the reactions of the four NADH isotopologues. It is important 

to note that, as stated in eq. (4), the value of γ is dependent on the selected reaction 

coordinate.53 Therefore, the obtained values, significantly different from unity, indicates 

that the simple distinguished reaction coordinate used in this study, eq. (6), does not 

correspond to the complete “real” reaction coordinate, which may involve other internal 

coordinates (substrate or protein motions) coupled to the hydride transfer itself. As 

mentioned before, hydride transfer is coupled to hybridization change on several atoms 

within the NADH and FMN and a more complete definition of the reaction coordinate 

should also consider, at least, these changes. Such a reaction coordinate would result in 

a better definition of the TS and a larger value in the recrossing coefficient. From the 

structural analysis presented above, it seems that substrate coordinates would play a 

more influential role than protein coordinates in the search for a more complete reaction 

coordinate. In any case, the recrossing coefficients values obtained when using the 

antisymmetric combination of distances as reaction coordinate imply small changes in 

the apparent barrier in a range of 0.39 – 0.50 kcal mol-1 (obtained from –RT ln γ). 

Consequently, the selected distinguished coordinate can be considered a good enough 

reaction coordinate, providing a reasonable description of the TS ensemble.  
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Table 2. Transmission Coefficient Components Due to Recrossing (γ) and Tunneling 
(κ), Quasi-Classical Free Energy of Activation ( QC

actGΔ ), Effective Phenomenological 
Free Energies of Activation ( effGΔ ), Theoretical Hydride Transfer Rate Constants 
(ktheor), computed by means of eq. (5), and Experimental Hydride Transfer Rate 
Constants (kexp) determined at 298 K.  

 γ κ 
QC
actGΔ   

(kcal mol-1) 
effGΔ   

(kcal mol-1) 
ktheor  
(s-1) 

kexp
b  

(s-1) 

HH 0.48 ± 0.01a 23.8 ± 5.5 16.4 ± 0.2	 15.0 ± 0.3	 69 ± 26	 55.8 ± 1.1 

DH 0.52 ± 0.01 11.4 ± 2.2	 17.1 ± 0.1	 16.1 ± 0.2	 11 ± 3	 7.92 ± 0.14 

HD 0.51 ± 0.01 17.4 ± 3.9	 16.5 ± 0.2	 15.2 ± 0.3 51 ± 20	 43.6 ± 1.7 

DD 0.43 ± 0.01 9.9 ± 1.9	 17.2 ± 0.1	 16.3 ± 0.2	 7.2 ± 2.3	 6.43 ± 0.08 

aError in tunneling and vibrational corrections are the standard deviation determined 

from the 25 different structures. Error in the transmission coefficient is determined 

according to ref. 58. bkexp correspond to  klim values given in Table S1. 

The high values of the QMT coefficient, κ = 23.8 ± 5.5 for the reaction of the fully 

protiated NADH, calculated using the µOMT approximation,29,30 suggests that QMT 

can play an important role in the reaction. If the degree of QMT in the reaction is taken 

to be 100(1–1/κ) %, then the reaction of the HH, DH, HD and DD NADH isotopologues 

is seen to proceed via 94-97%, 89-93%, 92-96% and 87-92% QMT, respectively. As 

expected, this trend is inversely proportional to the weight of the involved atoms, being 

higher with protium and lower with deuterium. In energetic terms, QMT lowers the 

effective free energy barrier by ΔΔG = –1.88, –1.44, –1.69 and –1.35 kcal mol-1 for 

reactions with the HH, DH, HD and DD NADH isotopologues, respectively. The extent 

of barrier reduction due to QMT is similar to the predictions on previous theoretical 

studies for hydrogen transfer catalyzed by methylamine dehydrogenase (–1.9 kcal 

mol-1)59, dihydrofolate reductase (–0.8 kcal mol-1)30, thymidylate synthase (–1.4 kcal 

mol-1)10 or lactate dehydrogenase (–0.8 kcal mol-1)60, but notably smaller than those 

reported for methylamine dehydrogenase (–3 kcal mol-1)61, aromatic ammine 

dehydrogenase (–4.9 kcal mol-1)62 and soybean lipoxygenase-1 (–3.6 kcal mol-1).63  

Kinetic Isotope Effects. The experimental KIEs, deduced from the klim values given in 

Table 2, are provided in Table 3, together with the theoretical KIEs and the contribution 

of each factor (quantum vibrational correction, recrossing and QMT) to the final 
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theoretical KIE. The largest contribution to the KIEs on deuterium transfer is the 

difference in quantum mechanical vibrational corrections (QC), 3.22 ± 0.17 and 3.52 ± 

0.19 for 1o and double KIE, respectively, followed by QMT contribution (κ), 2.1 ± 0.3 

and 2.4 ± 0.3, for each case. Conversely, the largest contribution to the 2o KIE is the 

difference in QMT, which is 1.36 ± 0.09, followed by a similar contribution of quantum 

mechanical vibrational corrections and recrossing (γ), 1.06 ± 0.03 and 0.94 ± 0.04, 

respectively. 

The KIEtheor values are in excellent agreement with the newly measured experimental 

values given in Table 3. Failure of the rule of the geometric mean (eq 7) is used as 

evidence for the role of QMT during H transfer reactions.21,64-66  

Double KIE = 1o KIE × 2o KIE (7) 

The theoretical and experimental KIEs determined in the present study (Table 3) allow a 

reassessment of this relationship and neither set of KIEs violates this principle.  

 

Table 3. Experimental and KIEs calculated at 298 K and the contributions from 
quantum mechanical vibrational energy correction (QC), recrossing coefficient (γ) and 
tunneling reflection coefficient (κ)  

 KIEQC KIEγ KIEκ KIEtheor KIEexp 

1º KIE  3.22 ± 0.17 0.92 ± 0.04 2.1 ± 0.3 6.2 ± 0.7 7.05 ± 0.26 

2º KIE  1.06 ± 0.03 0.94 ± 0.04 1.36 ± 0.09 1.36 ± 0.1 1.28 ± 0.08 

Double KIE 3.52 ± 0.19 1.12 ± 0.05 2.4 ± 0.3 9.4 ± 1.1 8.68 ± 0.28 

1º × 2º KIE 3.41 ± 0.28 0.86 ± 0.07 2.9 ± 0.6 8.4 ± 1.6 9.02 ± 0.90 

Experimental KIEs were derived from the kexp values given in Table 2.  

 

As the 1o and double KIEs are known to vary with temperature,21 the temperature 

dependence of the reactions with NADH and (R)-[4-2H]-NADH were also re-measured 

(Figure S3 in the Supporting Information). These data were fitted to a non-linear 

Eyring-based function,67,68 which we have recently used to analyze the temperature 

dependence of the hydride transfer catalyzed by the homologous enzyme PETNR.24 Of 

note is that the temperature dependence of the 1o KIE was confirmed to be quite large at 
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ΔΔH‡ = 2.0 ± 0.2 kcal mol-1 and ΔΔS‡ = 2.8 ± 0.7 cal mol-1 K-1 (Table 4 and Table S3 in 

the Supporting Information). 

The variation of the entropic contribution, effSΔΔ , to the activation free energy can be 

related to the QMT contribution to the rate constant, neglecting differences in recrossing 

coefficient (see Table 2). Using the definition of the effective activation free energy, see 

eq. (5), and assuming that changes in the quasi-classical activation free energy upon 

labeling (i.e. zero-point energies) are included in the enthalpic component, the 

dependency of effSΔΔ  on the QMT coefficient can be expressed in the following way: 

( )
T

RRS HD

H

D
eff ∂

∂
−−≈ΔΔ

κκ
κ
κ lnln      (8) 

Our simulation indicates that, although κ changes with temperature, T, the ratio 

HD κκ is approximately T independent (see Supporting Information, Table S9). Using κ 

values in Table 2, we estimated effSΔΔ  to be 1.4 ± 0.3 cal mol-1 K-1. Moreover, based on 

the equation for the variation of the free energy in a constant pressure and constant 

temperature system, effHΔΔ  can be expressed in the following manner: 

effeffeff STGH ΔΔ⋅+ΔΔ≈ΔΔ      (9) 

Using κ and effGΔΔ 	values from Table 2, we estimated effHΔΔ  to be 1.12 ± 0.07 kcal 

mol-1. Considering the inherent approximation in eq. (8) in the theoretical evaluation of 

the contributions to the rate constant, as well as the experimental uncertainties, the 

agreement between the estimated and observed effSΔΔ  and effHΔΔ  are reasonable and 

our simulations allow for an interpretation of these magnitudes. While the effHΔΔ  is 

mainly due to the change in the impact of the ZPE on the energy barrier when H is 

substituted by D, the effect on effSΔΔ  is due to the reduction in QMT due to the 

increase in the mass of the transferred particle.  These trends explain the sign of the 

observed change in the thermodynamic activation parameters, although a quantitative 

agreement is not reached. 
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Table 4. Comparison between experimental and theoretical values for ΔΔH
‡

, ΔΔS
‡
 

and ΔΔG‡ at 298 K.  

 ΔΔH ‡  
(kcal mol-1) 

ΔΔS‡  
(cal mol-1K-1) 

‡GΔΔ  
(kcal mol-1) 

Experimental  2.0 ± 0.2 2.8 ± 0.7 1.2 ± 0.4 

Theoretical  1.12 ± 0.07 1.4 ± 0.3 0.69 ± 0.03 

Experimental values are taken from Table S3 in the Supporting Information, 

while theoretical values were obtained by using eqs. 8-9.   

 

A comparison with previous work. A previous study of the QMT contribution to the 

MR-catalyzed hydride transfer reaction predicted a reduction in the free energy of 

activation of ΔΔG‡ = –3.46 kcal mol-1 for the reaction of the HH isotopologue of 

NADH.19 A major difference between the previous study and this work is that in the 

present work the NADH nicotinamide and FMN isoalloxazine remain stacked in a 

parallel configuration along the entire reaction path, while this was not the case in the 

previous study, where the nicotinamide and isoalloxazine become almost perpendicular 

in the TS. It is expected to be energetically unfavorable to break the π – π interactions 

involved in stacking of the isoalloxazine and nicotinamide rings, and we now show that 

this is not necessary to form a viable TS. As such, we suggest the perpendicular TS 

observed previously is likely an artifact arising from the employed QM method (the 

standard AM169 vs. the newer RM138 semiempirical method with DFT and dispersion 

corrections employed in the present study). The theoretical EA-VTST rate constants and 

KIEs in the current study (Tables 2 and 3) were obtained directly from computational 

calculations without any fitting with experimental data, so they provide a good measure 

of the accuracy of the computational methodology used. These values are in excellent 

agreement with experimental values (see Table 2). This agreement also differs from the 

previous study, where the calculated rate constants underestimated the experimental 

values by 5-10-fold and the calculated 1o KIE was overestimated by a factor of 2-3.19  

 

An unusual feature of many of the primary KIEs on Old Yellow enzymes is their 

variable and often relatively high temperature dependence (ΔΔH ‡ ).1 These KIEs have 
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previously been interpreted as reporting on deep tunneling reactions assisted by protein 

(promoting) vibrations.e.g. 17,21,24 It would be interesting in future work to further 

investigate the temperature dependence of the KIE by computing the different 

contributions to the rate constant (eq. (5)) at a range of temperatures. A dissection of the 

temperature dependence of each of these contributing terms could highlight the possible 

role of protein motions in the chemical step and its proper description within the current 

theoretical framework. 

 

Conclusions 

The present study combines computational and experimental methods to explore the 

basis of enzyme catalysis and quantify the importance of QMT during the reductive half 

reaction of MR with four NADH isotopologues. The excellent agreement between the 

experimental rate constants and KIEs and those predicted from calculations (see Tables 

2 and 3) demonstrates that TST with QMT and recrossing corrections can accurately 

describe these reactions, even when the TS ensemble is defined in terms of a simple 

reaction coordinate, such as the antisymmetric stretch (eq. 6) used in this work. The 

largest contribution to the 1º and double KIEs comes from the differences in quantum 

mechanical vibrational corrections, while the difference in QMT is responsible for the 

largest contribution to the computed 2º KIEs. Differences in the recrossing coefficients 

are almost negligible between H and D, either at the primary or secondary position. 

Analysis of key distances/angles in the active site along the stationary points show the 

FMN isoalloxazine and NADH nicotinamide moieties remain stacked parallel to each 

other along the entire reaction path. Thus, the enzyme ternary complex is well pre-

organized to carry out hydride transfer. According to the comparative analysis of the 

average structures on the reactant state and the TS, the evolution of a more global 

property such as the electrostatic potential created by the enzyme on the donor and 

acceptor atoms, or the obtained values of the recrossing transmission coefficient, large-

scale protein dynamics do not appear to be important and it appears that any functional 

dynamics can be described as an equilibrium fluctuation around the stationary points. 

Nevertheless, it would be interesting in future work to confirm this conclusion by 

further investigate the temperature dependence of the KIE, a behavior usually associated 

with ‘promoting vibrations’ playing a significant role in the chemical reaction step. 
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While QMT does not appear to be as important as previously thought,19 it does play a 

significant role in the reductive hydride transfer by reducing the effective free energy of 

activation by 1-2 kcal mol-1, leading to a 10-24 fold rate enhancement, depending on 

NADH isotopologue. The present study, which combines computational and 

experimental studies with an excellent agreement between theory and measurement, 

shows that MR (and by extension Old Yellow enzyme homologues of MR) is an 

excellent system to analyse the contribution of dynamics and tunnelling to catalysis. 

 

Supporting information 

Experimental limiting rate constants, apparent saturation constants and KIEs; isotopic 

purities; additional fitting parameters and kinetic analysis; additional information about 

computational methods; energy barriers and stationary points key distances by using 

different computational methods; additional key averaged parameters from MD 

simulations; complete QMT coefficient data; and QMT coefficient data at 278, 298 and 

313 K. 
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