Northumbria Research Link

Citation: Blythe, John (2015) Information security in the workplace: A mixed-methods
approach to understanding and improving security behaviours. Doctoral thesis, Northumbria
University.

This version was downloaded from Northumbria Research Link:
http://nrl.northumbria.ac.uk/30328/

Northumbria University has developed Northumbria Research Link (NRL) to enable users to
access the University’s research output. Copyright @ and moral rights for items on NRL are
retained by the individual author(s) and/or other copyright owners. Single copies of full items
can be reproduced, displayed or performed, and given to third parties in any format or
medium for personal research or study, educational, or not-for-profit purposes without prior
permission or charge, provided the authors, title and full bibliographic details are given, as
well as a hyperlink and/or URL to the original metadata page. The content must not be
changed in any way. Full items must not be sold commercially in any format or medium
without formal permission of the copyright holder. The full policy is available online:
http://nrl.northumbria.ac.uk/policies.html

www.northumbria.ac.uk/nrl /ncﬁmmhria

UNIVERSITY NEWCASTLE


http://nrl.northumbria.ac.uk/policies.html

Information Security in the Workplace:
A Mixed-Methods Approach to
Understanding and Improving Security

Behaviours

JOHN MATTHEW BLYTHE

PhD

2015






Information Security in the Workplace:
A Mixed-Methods Approach to
Understanding and Improving Security

Behaviours

JOHN MATTHEW BLYTHE

A thesis submitted in partial fulfilment of
the requirements of the University of
Northumbria at Newcastle for the degree of

Doctor of Philosophy

Research undertaken in the Faculty of

Health and Life Sciences

December 2015






ABSTRACT

Traditionally, employees have been viewed as an enemy to information security (I9) withi
organisations, rather than as an organisational asset that can be harnessed todutlp prot
company information. Existing research is largely fragmented with a disticictof theory-
based approaches for the design and evaluation of behaviour change interventions. érettherm
research has largely focussed on employees’ compliance with IS policies and less so, the
multitude of individual behaviours covered in them. This thesis presemsxed-method
approach to changing employees’ security behaviour using theory to inform the design of an

intervention.

The thesis identified influencers and barriers to specific security behaviours and deegloped
extended-Protection Motivation Theory model. The model includes information signsitiv
appraisal as an important influencer for which a new scale (WISA) was developed and
validated. The model was tested on three specific anti-malware behaviours: usage of
malware software, installing software updates and avoiding suspicious links eithils. The

testing allowed the identification of the most influential factors for each vimiraand
demonstrated how these factors differ between behaviours. A nuance that is lost when adopting
the IS policy compliance approach and was also confirmed by the qualitative findihgs. T

findings from the models informed the design of the behaviour change intervention.

Components of the model were utilised in an intervention to promote email séealétyiour.
The intervention comprised of a motivational component, together with a malitomponent
based on implementation intentions to help translate good “intentions” into good “security
actions”. The study found significant improvements in objective performance on email
legitimacy tasks that were more sustainable with the addition of implatientntentions
Response efficacy was an identified barrier, demonstrated to influence anti-enbéhaviours

and was malleable to significant change during the intervention.

The theoretical and practical implications of these results are disctisgether with

suggestions for future research.
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CHAPTER 1: INTRODUCTION

Organisations are under constant attack from internal and external theggisttthe integrity,
availability and confidentiality of their information at risk. Reports ¢ate that 90% of large
organisations and 74% of small businesses experienced a security breach in tee @3N,

2015). The implications of security breashare wide-ranging from service disruption to
reputational damage alongside potentially high financial costs incurred fiwmata breach.
Figures indicate that the cost @fvorst case security breach is between £1.46m-£3.14m for a
large organisation and £75-£311k for a small organisation (PwC, 2015). Effective defence of
organisationsinformation and systems is of upmost importance if ibisptimaly functionas

a21% century organisation.

Organisations adopt technical, procedural and human defences to protect againist securi
threats. The technical countermeasures include filewaald intrusion-detection systems.
However, information security cannot be achieved solely through technologicgiors®
(Herath & Rao, 2009b; Schneier, 2000; Vance, Siponen, & Pahnila, 2012). Organisations
adopting a combination of technical, procedural and employee behaviour to protect their
information systems assets and resources are considered to be more ¢bédtise & Hovav,

2007; Li, Zhang, & Sarathy, 2010; Schneier, 2000; Stanton, Stam, Mastrangelo, & Jolton, 2005;
Vance et al., 2012).

Traditionally, employees have long been considered to be a weak link in the seharity
(Dhillon & Moores, 2001; Mitnick, 2003; Theoharidou, Kokolakis, Karyda, & Kiountouzis,
2005; Vroom & von Solms, 2004) as their behaviour is estimated to account foe adatign

of security breaches. PwC (2015) found that 75% of large organisation31&ndf small
businesss experienced a security breach that was staff-related and that 50% of gte wor
breaches were due to human error. Figures from the Ponemon Institute (2015) indi@&#that
of data breaches were due to employee (such as human error) behaviuge29due to
system glitclesand the remaining 46% were due to malicious attacks (including ortjania

insiders).

There is a need to understand the role of employees as an organisational asset and as a key
contributor to the defence of organisational information security. As sesbanch has moved
towards understanding what motivat@sployees’ protective security behaviour (e.g. Herath &

Rao, 2009a, 2009b; Ifinedo, 2011, 2014; Vance et al., 2012), and the role unusable systems,



policies and procedures play insecure practice (e.g. Albrechtsen, 2007; Bartsch & Sasse,
2012; Beautement, Sasse, & Wonham, 2009; Inglesant & Sasse, 2010).

Although employees have been identified as one of the most significant vuiitiesabil the
information security of organisations, research to date is fragmented andttttiioathas been
given to designing theoretically-based and empirically-validated behaviouraleintiens to

improve their behaviour.

This chapter will outline what is meant by information security and how thésthppgroachs

understanding more about the role of employees within the context of informatiotysecuri

1.1 | INFORMATION SECURITY AND CYBER SECURITY

Information security and cyber security are not easy terms to define. Tinighex complicated
by their interchangeable use within research and the media. von Solms & van N&KeK (
argue that that while there is significant overlap in these concepts, they are not th@rsgme t

Information security, as defined by the ISO (2005), is viewed as the maintenance of th
confidentiality, integrity, and availability of information andksown as the “CIA triad” of
information security. The aspects of the CIA triad are explained as follows:

o Confidentiality— ensuring that data is kept private and its access is restricted. Not all
information is of equal sensitivity and information considered sensitive needs a higher
level of confidentiality.

e Integrity— ensuring that data is consistent, unaltered, accurate and trustworthy over its
life spanand accessed only by authorised personnel.

e Availability - data access is available when required and the computer systems that store
and process the data must function as needed.

von Solms & van Niekerk (2013) argue that what distinguishes cyber securitynfiamrmation
security is that the former places greater emphasis on the human element as tn lBsset
protected and a cause of vulnerabilities They argue that these assets cémtaegiue (e.g.
infrastructure) and intangible (e.g. an individual’s wellbeing). They posit that information
security is the protection of information and the technologies that stowéhéteas cyber
security is the protection of those that function within cyberspace, inglygeople and

organisations. They conclude with the following definitiorCgber Security:

“The protection of cyberspace itself, the electromiformation, the ICTs that
support cyberspace, and the users of cyberspadeein personal, societal and
national capacity, including any of their interestgher tangible or intangible,

that are vulnerable to attacks originating in cgpere ” [pg. 101]



The greater emphasis on the human element in cyber security definitions also corresionds w
the increased focus on the human element as a source of security concern. Hjstoricall
computer security was concerned with the protection of information through tedioablog
means. However, in the last 10-15 years, attention has been given to the soctaitsateiof
cyber security exploring the interplay between end-users and security.

1.2 | CYBER SECURITY IN THE UK AND THE WORKPLACE

In 2010, theUK government placed cyber security as a Tier 1 priority,amdeveloping the

UK’s Cyber Security Strategy, outlined a four-year plan to help protect businesses and
individuals from the many threats in cyber space (Cabinet Office, 201&)intreased focus

and attention on the need for a more secure UK cyberspace is promising. An important aspect of
the strategy is to ensure the public have the basic skills and knowledge to proteclvdsemse
from cyber security threats and that businesses are more cyber security focudseid in t
operation.

Although the focus and priority of cyber security has increased in the lastydavs,
historically, numerous laws have been put in place that govern individuals a@amisatgpns in

their use of data and computers. The Data Protection Act (DPA; 1998) is of uptaosst to

this thesis as it covers the information security of personal data storedydnyisations. To
ensure compliance with thect\ organisations that store and process personal information must
conform to the eight principles outlined within the DPA. Breaches of the é/ave severe
repercussions for organisations, who can be fined up to £500,000 by the Information

Commissioners Office, the governing body of the DPA.

1.3 | INFORMATION SECURITY POLICY

Within organisations, the information securit$)(policy is an internal document that outlines
how the organisation plans to ensure the availability, integrity and confidentidliits
information. The document specifies roles and responsibilities of its employees and the
organisational procedures to ensure information security. Whitman (2004yhigtihe aspects

of a good information security policy:

It should] outline individual responsibilities, fige authorized and unauthorized
uses of the systems, provide venues for employgmrtiag of identified or
suspected threats to the system, define penaltiesiiblations, and provide

mechanism for updating theficy’ [pg. 52]

There are a number of standards and guidelines for information security manageéth the
International Organisation for Standardization (ISO/IEC 27002:2013) standard beingpsh

widely recognised anib increasingly used for defining information security practice in the

3



workplace. The standard provides best practice recommendations for informatioity secur

management and guidelines in the following areas:

Table 1. ISO 27002: 2013 standard

ISO 27002:2013 standard

Information security policies

Organisation of information security

Human resource security

Asset management

Access control

Cryptography

Physical and environmental security

Operations security

Communications security

System acquisition, development and maintenance
Supplier relationships

Information security incident management
Information security aspects of business continuity management
Compliance

This standard demonstrates the number of areas organisations must comply withthehyould
wish to be certified by the 1SO. The fourteen areas demonstrate theiglytemaist amount of

security behaviours that employees may be expected to perform.

However, organisations differ in the content of their polieieshere is no “one size fits all”
approach and a risk assessment should be used to decide which level of security is needed for
their organisation (ICO, 2014The expected security-related behaviours to be performed by
employees will, therefore, differ between organisations as will the szhjl@vel of information
security. However, research has started to investigate some security behavigivesl i@y

employees and home users.

1.4 | SECURITY BEHAVIOURS

Security behaviours involve protective behaviours and the use of security techiidlegyis a

lack of consensus on recommended security practices for home users and in the workplace
However, consideration of recent reports provides an indication of consistemthgmeaded

actions within government reports, research studies and survey instruments:

e Account security/authentication (e.g. use of strong passwords, password
management, password change frequeiiCpventry, Briggs, Blythe, & Tran, 2014;
Crossler & Bélanger, 2014; Cyberstreetwise, 2015; Furnell & Moore, 2014; lon,
Reeder, & Consolvo, 2015)



o Use of security software (e.g. anti-virus, firewallsjCoventry et al., 2014; Crossler &
Bélanger, 2014; Cyberstreetwise, 2015; Furnell & Moore, 2014; lon et al., 2015)

¢ Running the latest version of software/operating systemgoventry et al., 2014;
Crossler & Bélanger, 2014; Cyberstreetwise, 2015; Furnell & Moore, 2014; kn et
2015)

e Anti-phishing/Scam prevention (e.g. staying informed about risks, identifying
phishing emails) (Coventry et al., 2014; Crossler & Bélanger, 2014; Fé&riébore,
2014; lon et al., 2015)

e Privacy protection (e.g. cookies, control of personal information) (Coventry et al.,
2014; Crossler & Bélanger, 2014; Furnell & Moore, 2014; lon et al., 2015)

e Browser protection (e.g. check HTTPs, secure websites, logging out of websites)
(Coventry et al., 2014; Crossler & Bélanger, 2014; Furnell & Moore, 2014; lah, et
2015)

There are numerous safeguards individuals can put in place to protect themsele®rhow
these reports provide some basic hygiene behaviours that are useful for gaobeityion.
Behaviour in the workplace is much more complex as there are multiple assets, devices,
locations, and threats that make information security behaviours more dificatiahage.
Furthermore, some of those behaviours outlined above that are important for consuntees may

automated by IT so may not require employee intervention.

Security behaviour in the workplace is largely conceptualised as a IS maoliopliance
behaviour, with less known about the behaviours that lead to compliance. IS policies diffe
depending on the organisation’s security maturity and their protection needs. Despite these
differences and lack of knowledge on specific behaviours, attention has been drapastofty

security behaviour in the workplace.

1.5| TYPES OF EMPLOYEE SECURITY BEHAVIOUR

Stanton et al. (2005) explored end user security behaviour through 110 interviewkl with
professionals, managers and employees. The interviews led to the development cdadmwo-f
taxonomy of security behaviour varying across two dimensions (intentiomalitytechnical

expertise) resulting in six categories of user behaviour.
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Figure 1. Two-factor taxonomy from Stanton et al. (2005)

e Basic Hygiene behaviours that that require little to no technical expertise but have
clear intention to protect information assets and systems (e.g. locking work compute
when leaving station)

o Aware Assurance:behaviours that require more technical expertise (e.g. recognising a
backdoor program on a work PC)

¢ Naive mistakes:when there is no clear intention to do harm but the behaviours require
minimal expertise (e.g. using a weak password)

e Dangerous tinkering: when there is no clear intention to do harm but the behaviours
require expertise (e.g. setting up a gateway that inadvertently allows outsider access)

e Detrimental misuse clear intention to do harm but behaviours require minimal
expertise (e.g. using the work email to distribute spam)

e Intentional destruction: clear intention to do harm but behaviours require technical

expertise

The work of Stanton et al. (2005) shows that there are different forms obyeapbehaviour

with associated security outcomes. These can be divided into three fapetsaefour; positive
protection-motivated behavioursgibasic hygiene and aware assurance), negligent behaviours
(i.,e. naive mistakes and dangerous tinkering) and negatively damaging behawsour (i
detrimental misuse and intentional destructio)he current thesis is interested in the positive
and negligent behaviour of employees. Negatively damaging behaviour is often explored i

relation to malicious organisational insiders and is beyond the scope of this thesis.



Positive and negligent behaviours are largely explored in relation tdStheolicies of
organisations. However, understanding the behaviours depicted within these policies has
received less attention. Posey et al. (2010) identified protection-motivatexviours through
interviews with security professionals and employees. They argue that theseligoeal
behaviours that seek to protect the information security of the empdogeganisation. They
identified 67 behaviours that they clustered into 14 categories; these includetighasmurs
identified earlier on pages 4 and 5 which are imporfantonsumers’ behaviour. However,

they also identified a number of behaviours that are important for organisatmoaity such

as co-worker reliance (e.g. reminds his/her co-workers of informatmnigeguidelines and
protocols adopted by their organisation), immediate reporting of suspiciousidaehéa/g.
immediately reports a cwoerker’s negligent information-security behaviour to the proper
organisatioal authorities), and equipment location and storage (e.g. keeps the laptop or other

electronic devices issued to them by their organisation with them at all times).

The review and study by Posey et al. (2010) indicated that there is a vast aseguiGfy
behaviours that employees may be expected to perform. A combination of or lack of
engagement in these behaviours may contribute to a successful security breach. ,Research

therefore, needs to address individual security behaviours in the workplace.

1.6 | RESEARCH QUESTIONS

The aim of this thesis is to develop and evaluate an intervention to improve thgysecu
behaviour of employees. Two research questions derived from existing behavifounaiion
security research were explored using a mixed-method approach across four orgahisation

studies:

1. What influences and prevents different security behaviours in the workplace?
2. Does a theoretically-grounded intervention using motivational and volitional

approaches lead to and sustain security behaviour change?

1.7| RESEARCH OBJECTIVES

The specific objectives of thesis were to:

e examine internal and environmental factors that motivate the different behaviours
contributing to information security compliance (Study 1 & Study 3, Chapter)3 & 5

e identify barriers to security behaviours and consider them within the organaati
context (Study 1, Chapte);3

e develop a qualitatively-driven framework to explain how factors influence information

security behaviours (Study 1, Chaptgr 3



¢ understand how employees appraise the sensitivity of work information by developing
and validating a scale to measure this (Study 2, Chapter 4

e explore an extended Protection Motivation Theory (PMT)-model (driven by the
gualitative work and existing literature) to identify factors that influghcee specific
anti-malware behaviours (Study 3, Chapter 5

e use the findings from the extended model to inform the motivational component of a
behaviour change intervention (Study 3 & 4, Chapter 5;& 6

o assess the feasibility of an intervention that combines motivational and \adlition
components to promote anti-malware behaviour (Study 3 & 4, Chapte)5 & 6

1.8| THESIS APPROACH TO ADDRESSING RESEARCH QUESTIONS AND
OBJECTIVES

Chapter 1
Introduction

Chapter 2
Literature Review

Chapter 3
Study 1

Exploring
security motivations
& barriers

Chapter 4
Study 2

Chapter 5
Study 3

Motivational and Chapter 6

volitional intervention Study 4

Chapter 7
General Discussion

Figure 2. Thesis structure

The thesis seeks to adopt a motivational and volitional approach to understamdiiciganging
behaviour. Studies 1 through tos8ekto understand what motivates security behaviour in the
workplace. Study 4 seeks to combine the findings from studies 1 to 3 intoeaveiriion
designed to motivate employees to engage in protective security behaviole amdrivention
is further enhanced by providing volitional strategies to help translatevatioti into actual

behaviours.



1.9| OVERVIEW OF STUDIES

Overall, the thesis adopted a multi-method approach by first qualitativelgrigngpimultiple
security behaviours that contribute I® compliance and factors that influence engagement or
disengagement in these protective actions (study 1). The thesis then explored orefapiecifi

in depth, information sensitivity, and developed a new scale to measpikgyeces’ appraisal of

it (study 2). The third study explored three specific anti-malware behavmidesritify factors

that explained intentions to engage in them (study 3). These findings inftrenédal study to
design and assess an intervention that combines motivational and volitional compgonents
promote anti-malware behaviour (study 4). The following sections of the introdyatbvide

an overview of each study and their key findings.

1.9.1| STUDY 1 (CHAPTER 3)

This study explored the underlying behavioural context of information securitthe
workplace, exploring how individual and organisational factors influence theleneof the
motivations and barriers of security behaviours. Using Protection Motivation Theory (PMT) and
the Theory of Planned Behaviour, two consistently used models within behaviouralatiborm
security research, the study explored factors from these models on behaviours timattedatr

IS policy compliance. Alongside this, the study explored potential differénaeganisational
citizenship behaviours and psychological ownership between two companies. Two
organisations took part, in which ten from each were interviewed and the asitanalysed
using framework analysis. The analysis indicated that there were seven thetimentpay
information security:Response Evaluatiofresponse costs, perceived benefits and response
efficacy), Threat Evaluation(threat models, severity, information sensitivity appraisal, and
susceptibility),Knowledge (of security risks and protective action&xperience(of security
breaches and work experienc8gcurity Responsibilityand Personal and Work Boundaries

The findings suggest that these differ by security behaviour and by the ofatheebehaviour

(e.g. on- and offline). Additionally, the study provided greater insight hiote these factors

may be conceptualised in a workplace setting and in the context of security. Levels of
psychological ownership and organisational citizenship behaviour were not founéetdoglif
organisation. Furthermore, the study indicated that PMT was an adequate theory to study
security behaviour and led to the development of an extended PMT-model baskd on t
qualitative findings and existing research to explore security behavioursiie ftitiies of this

thesis.

1.9.2 | STUDY 2 (CHAPTER 4)

The sensitivity of information is often discussed in relation to métion security; however,

study 1 raised the issue of a lack of a clear definition of informatasitivity. Furthermorea

lack of consensus in research has resulted in an absence of scales measunuivitmels
9



appraise information sensitivity so Study 2 develbpnd validated a new scale to measure
employees’ information sensitivity appraisal: the Workplace Information Sensitikjypraisal
(WISA) scale. Furthermore, the study aimed to explore sensitivity differenceiigpany
information pertaining directly to living individuals (Personal, Health, Finai&ikifestyle)
compared to information that is organisationally-focused (IP, day to day, commerkEiRl).&
The factorial, content, discriminant and criterion-related validity vassessed. The final scale
comprises of five subscales: Privacy, Worth, Consequences, Low proxineitgsinby others,
and High proximity interest by others. The WISA scale, alongside its five subscalgsuwas
to have strong factorial validity which was confirmed across 8 taré@mimation types. The
scale was found to have strong content validity and good criterion-related validityvas
found to significantly predict security behaviour. Finally, the scale was founavi® adequate
discriminant validity as 3 of 5 aspects of the WISA scale were founktanrelated to
organisational citizenship behaviour. Financial information was found to havéighest
ratings for overall sensitivity followed by health and HR. They were also found to be the highest
for 3 of the 5 sensitivity subscales, hamely privacy, worth and consequences. |tfioraiatit
individuals (e.g. personal, health and lifestyle) was significantly considerea tof more
interest to employeédigh proximity interest groups (i.e. family and friends) in comparison to
organisational-focussed information. For low proximity interest, the opposiet é&ffapparent
with organisational-focussed information perceived to be of interest (e.g. IP, ddgyto
commercial) to low proximity groups (i.e. criminals, fellow employees & busic@spetitors).
Finally, the findings indicate that employees who work with a particularrirdtion type did
not rate that information any more sensitive than employees who do not workhaith t

information.

1.9.3| STUDY 3 (CHAPTER 5)

Study 3 sought to understand whether security behaviours are influenced by diffeceatifact
assessing an extended-PMT model based on findings from existing research and study 1. By
exploring a subset of security behaviours with employees (anti-malware behpwioeirstudy

shed further light on the complications of adopting a policy-compliance approach irtysecuri
research. Anti-malware behaviours have been relatively under-explored in eitiagoural
information security research and exploring three distinct behaviours allowquhiieom of

their determinants.

The three anti-malware behaviours that were explored were; scanning USBvetickanti-
malware software (AMS security), installing software updates when prompted (Stitydecu
and not clicking on suspicious links in emails (ES Security). The original PMT model was
explored: threat appraisal (severity and susceptibility), and coping appraispbnse costs,
self-efficacy and response efficacy). In an extension of PMT, psychological ownershifityse

10



breach experience, organisational citizenship behaviour, responsibility and WISAalsere

explored in relation to the three behaviours.

Revising PMT using regression analyses allowed additional factors to be addedrtodel to
provide greater insight into the influencers of anti-malware behavioursdendify which

factors can explain nsb variance in the target behaviour. For AMS security, self-efficacy,
response efficacy, response costs, WISA (consequences) and responsibility were found to
significantly predict motivations to scan USB sticks for malware. For Suriggcresponse
efficacy, response costs, susceptibility and responsibility were found tdicsigtly predict
motivations to install software updates when prompted by devices. Finally, for ESysesalirit
efficacy, response costs, susceptibility and security breach experience at werfowet to

significantly predict motivations to not click on links within suspicious emails.

1.9.4| STUDY 4 (CHAPTER 6)
The final study evaluated an intervention based on the findings of study 3nt€heesmtion
aimed to improve employeesmail security behaviour, in particular being cautious with links
within emails. The intervention was composed of motivational and volitional comporidrgs.
motivational components were informed from study 3 in which self-efficacy, setweach
experience at work, susceptibility, response costs and response efficacy were finflndrice
behaviour. The motivational component was primarily self-efficacy based, aimightoce
employees ability to detect phishing emails through enactive mastery, performance
accomplishments and vicarious experience. Persuasive information also targeted thagemain
influencial factors. The volitional component was based on implementatiotionigrto bridge
the gap between intentions and actual behaviour. A randomised control trial was adopted t
assess the effectiveness of the intervention in which 59 participants were naatooated to
one of four conditionsa combination of PMT and implementation intentions, PMT only,
implementation intentions only and a control group. Participants self-repait seturity
behaviour, objective phishing detection ability and self-report perceptions of thremt
appraisal (severity and susceptibility) and coping appraisal (response effespnse costs &
self-efficacy) were assessed at baseline, post exposure and at 1-weekufolldhe study
found that those exposed to the combined intervention and the motivational-only had
significantly better objective performance compared to the control group at postiexpise
combined intervention had sustained performance compared to control after 1-wéedréut
was a significant reduction in performance for the PMT-only grotipis suggests that the
motivational intervention alongside the goal setting led to sustainedriparfoe at 1-week
follow-up compared to a control group. Further analyses revealed that these observed
differences were for participants’ overall accuracy in detecting genuine and phishing emails and
approaching significance for participants’ genuine precision detection ability but no effect on
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phishing precision ability. Moreover, the study found no effect of the interveaticself-report

email security behaviour. The study found that there avaignificant improvement in some
components of threat and coping appraisal perceptions regardless of condition. Response
efficacy was the only perception to change significantly as a result of tingeimtien in which

those exposed to the motivational components had significant increases petheptions of
response efficacy.

1.10 | ORIGINAL CONTRIBUTIONS OF THIS THESIS

1. Demonstrated that internal factors appear to play more of a role in detersecimngty
behaviours than environmental factors (Study 1, Chapter 3)

2. Demonstrated that internal factors play differing roles for different seduetaviours
(Study 1 & 3, Chapter 3 & 5)

3. Showed that the behaviours that compriSepolicy compliance are influenced by
different factors (Study 1 & 3, Chapter 3 & 5)

4. Developed and validated a new scale to measure information sensitivity appraisal in the
workplace that predicts security behaviour (Study 2, Chapter 4)

5. Identified which factors from the extended PMT-model best predict three dodivi
security behaviours (Study 3, Chapter 5)

6. Motivational intervention leads to enhanced objective security behaviour on email
legitimacy tasks (Study 4, Chapter 6)

7. Demonstrated the benefits of a combined motivational and volitional intervention fo
sustaining behaviour change effects for objective email security behaviouly (&
Chapter 6)

8. Demonstrating that implementation intentions are an appropriate technique to sustain
security behaviour and response efficacy perceptions (Study 4, Chapter 6)

9. Identified response effica@sa barrier to security behaviour uptake (Study 1, Chapter
3) and a key determinant of motivation to perform security behaviours (Study 3,
Chapter 5) and that response efficacy can be improved through motivational

interventions and sustained through implementation intentions (Study 4, Chapter 6)
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CHAPTER 2: LITERATURE REVIEW

Work from this chapter has contributed to the following publications:

Blythe, J.M., & Coventry, L. (2012). Cyber Security Games: A New Line of Risk. In
Entertainment Computing-ICEC 201@p. 600-603). Springer Berlin Heidelberg.

Blythe, J.M. (2013). Cyber security in the workplace: Understanding and promoting
behaviour change. IRroceedings of CHItaly 2013 Doctoral Consorti(pp. 92-
101).

Coventry, L., Briggs, P., Blythe,M., & Tran, M. (2014)Using behavioural insights to
improve the publi¢s use of cyber security best practic&ammary report for the
Government office for science.

This chapter focuses on the existing literature exploring security behawithin the
workplace. The chapter is split into four sections to provide gre&atycof the research
problem. The first section (2.1) discusses approachesrteeptualising security behavioim
existing research; the paradigms adopted will be evaluated and eevdevtheir contributions

to understanding what motivates behaviour. The second section (2.2) discusse$ researc
exploringwhat influences and prevents security behavidime psychological principles behind
security behaviours will be reviewed and issues with existing researchewdisbussed in
relation to organisational security behaviour. The third section (2.3) fExumsbehaviour
changeand the approach to be adoptedhis thesis. The final section (2.4) focuses on existing
experimental literature exploring attempts to chasgcurity behaviourThe studies will be
evaluated and theoretical approaches to behaviour change will be outlined. Taken,tthgether
four sections identify the gap in the literature of why employees behave securegaurely,

and shortcomings in previous attempts to improve the human element of organisational security.

2.1| APPROACHES TO STUDYING AND CONCEPTUALIZING SECURITY
BEHAVIOUR
Before understanding what motivates employees to behave seauislyecessary to outline

how security behaviour is measured, conceptualised and explored within research.

The quantitative studies in this domain focus on what leads employees to confplyetit
organisation’s IS policy. These studies often test theoretical models, analysing hypethesis
relationships with regression analyses and modelling. The majority of seextept Ng,
Kankanhalli, and Xu (2009) and Workman, Bommer, and Straub (2008) define security
behaviour as“intention to comply with the IS policy and use this as an outcome measure.

However, there is a lack of focus on specific behaviours in the workplace and thosedwhic
13



focus on single behaviours tend to focus on private use of technology rather thame®tigd

(e.g. Crossler, 2010; Gurung, Luo, & Liao, 2009; Lee, Larose, & Rifon, 2008; Zhang &
McDowell, 2009). Organisational studies that have focussed on specific sbalviyiours in

the workplace have often been qualitative (e.g. Albrechtsen, 2007; Inglesant & Sassge, 2010)
and thus have not hypothesilselationships.

The continued use of and focus on policy compliance can be attributed to the adoption of
behaviour change models and theories from health psychology, where medical compliance was
once one of the most frequently researched forms of health behaviour. Howeverinshifts
research approaches led to more focus on medical adherence than compliance as tiwe former
thought to provide more conceptual clarity about an individuaelf-regulation and
independence whereas compliance focuses on obedience to rules and procedures (Leventhal,
1993). Learning lessons from health approaches and applying them to security mayetherefo
provide better alternativas conceptualising and understanding behaviour. Currently, the usage

of compliance in information security may not be suitable as there are a number ofvisisues

organisational research that concefitéa security behaviour as “IS policy compliance”.

Firstly, IS policy compliance implies that information secuitigyan individual behaviour.
However, the picture is not clear-cut as research by Posey (2010) found 67ivarotect

behaviours in the workplace.

Secondly, this approach assumes that employees have knowledge of the content of their
organisation’s IS policy and awareness of their roles and responsibilities for information
security. Whitten (1999) refer to this as an abstraction property in whichitgegmlicies may

be unintuitive and alien to users. Research has also noted difficulties foippatidaking part

in studies using an IS policy compliance approach. Sommestad, Karlzén, and Hallberg (2015)
found that some patrticipants had difficulties when answering at the abstrastbof overdl

policy compliance rather than questioned about a particular security behaviouab3ingction
problem also means that participants may adopt different frames of referencangheming
guestions depending on what is most salient to them in relation to atfomsecurity. For
example, one participant may think about passwords while another may think abowntising
virus software. Therefore, in the absence of a direct behaviour within qeestioploye€s

frame of reference may vary making comparisons difficult.

Thirdly, organisations differ in their approaches to tih®ipolicy. There is a lack of consensus
about the content of these policies so there will be diversity in the behavioussetttpiatd
within them. Furthermore, companies vary in the way they deploy and manage tloééspol
whichis complicated by newer forms of security documents that complement the IS policy (e.g.
home working policies, BYOD). Approaches to information security managemémtisailvary
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across organisations. Different levels of security maturity and legislakiligations (e.g. Data
Protection Act (1998)) mean that there are differences in the policiess amgenisations.
These findings may account for the inconsistent findings using the IS policglianoe
approach. A meta-analysis by Sommestad, Hallberg, Lundholm, and Bengtsson (2014)
exploring variables that influence compliance with IS policies found thatekghained little

variance and when used in multiple studies, there was considerable variation.

Finally, IS policies are rarely updated and they lag behind the evolving cyber threat landscape
(Dlamini, Eloff, & Eloff, 2009) so the behaviours outlined within the policies mot the most

desirable for combating newer security threats.

The implications of this paradigm are wide-ranging - from measurement diéfctd concerns

for the theoretical underpinnings of these studies. A number of studies explbahgwtivates

and causes individuals to comply with their policies have identified behalidererminants
important for information security compliance. However, these determinants mpsedit all

the behaviours that comprise compliance. For example, factors such as social preagures m
have more of an influence on password behaviour than preventative anti-virus behaigpur. It
therefore, important to understand how factors might differ in their infeuent specific
behaviours. Some research (e.g. Fishbein & Cappella, 2006) has also eablizesis
importance of assessing the degree to which behavioural determinants influence specifi
behaviours and how they may vary depending on the behaviour and the population under
investigation. However, previous studies have not explored these differences in employee
information security behaviour. i$, therefore, important to explore the individual behaviours

required for full compliance rather than generic compliance.

2.2 | FACTORS INFLUENCING SECURITY BEHAVIOURS

Existing research investigating what influences individuals’ engagement in security behaviours

has used theories from psychology and other disciplines to identify drivers dfyse@iudies

may utilise components from behavioural theories or may study the whole théswiation in

an attempt to explain as much variance as possible in the outcome variabletéatgn to
perform behaviours, engagement in actual behaviours or attitude towards behaviouags). Usi
models from behaviour change literatuseuseful to understand the processes that underpin
security behaviours. By identifying the causes of secure and insecure behatgouentions

can be designed to promote secure behaviour based on the strength of the relationships between
the theoretical constructs, models and the security behaviour of interest. Furéhermor
consideration of what determines secure or insecure practice allows aubetestanding of

what prompts and regulates the behaviour within the workplace setting.
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Models from health psychology are particularly relevant as health behavioussralaly
sensitive to that of security behaviour. Within health, individuals have to uneemaky
preventative behaviours (Kasl & Cobb, 1966) such as sanitising hands in hospitagetat pr
contamination. Similarlyin information security, individuals have to take preventative action
(such as running their anti-virus scanner) to prevent their organisation exegyiangecurity

breach.

Many models within psychology aimo understand the causes of individuals’ behaviours and
ultimately find ways to stimulate positive behaviour change. This review déestiese which
have previously received the most attention within the information security dontaése T
theories will be discussed along with research that has demonstrated theiy éffidaehaviour
change.

2.2.1 | THEORIES OF BEHAVIOUR CHANGE USED IN SECURITY RESEARCH

This section outlines theoretical models that are consistently used within dahhvs
research. Weinstein, Rothman, and Sutton (1998) note that there is a distinctiom betwee
continuum theories and stage theories of behaviour. Continuum theories posit flactgra a
continuum that contribute to the prediction of an action and according to continuum theories,
the factors and the actions are considered to be the same for everyone. Stage thahges, on
other hand, are a specific set of stages which an individual must prtdgesgh. The current
section will focus on continuum theories of behaviour as they explain factorsfthahce and
motivate behaviours. Lebek, Uffen, Breitner, Neumann, and Hohler (2013) conducted a
literature review on employees’ information security behaviour across 113 publications and

found that four commonly used theories were the Theory of Planned Behaviour, General
Deterrence Theory, Protection Motivation Theory and the Technology Acceptance Model. Thi
literature review corroborates their findings but also adds the Health Beliefl Msda
commonly adopted paradigm and discusses these theories in depth and identifies overlapping

concepts between theories.
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2.2.1.1 | The Theory of Planned Behaviour

Behavioural Bel iefs)—b Attitude

Normative Beliefs Subjective Norm Intention Behaviour

l ) Perceived Behavioural

Control Beliefs Control

\ Actual Behavioural

Control

Figure 3. Theory of Planned Behaviour

The Theory of Reasoned Action (TRA; Fishbein, & Ajzen, 1975) and the Theory of &lanne
Behaviour (see Figure 3; TPB; Ajzen, 1991) are examples of continuunethaad are widely

used to explain the relationship between attitudes and behaviour. These models contain
attributes of value-expectancy theory that aim to explain and predict attitudeslsosbjects

and actions, and in these cases security actions. Value-expectancy posits that atttudes
function of beliefs and values (Fishbein & Ajzen, 1975). Expectancy refers to beliefshalaout

well a person can perform a task or activity, and value refers to the incentikessons for
performing that task or activity. An individualattitude towards behaviour is the result of the
perceived likelihood of outcomes associated with the behaviour and the expectedrvalue o
evaluation of those outcomes. The overall desirability of the behaviour is dwagbd sum of

the expectancy and value of outcomes. The TPB (Ajzen, 1991) suggests that intenéien driv
behaviour and that intention is in turn driven by attitude, subjective norms and an individual’s

belief in their competence to perform that behaviperceived behavioural control; PBC).

The TRA and TPB have identical attitudinal and social norm-related components and posit
behavioural intention as preceding behaviour. The TPB (Ajzen, 1991) extends the TRA by
adding PBC as a variable that affects intention towaktavibur and is the individual’s
perception of how easy it is to perform the behaviour, PBC can also actedicoprof actual
behaviour. Ajzen added PBC as the TRA did not account for behaviours that were not under
volitional control. The addition of PBC allows an understanding of how people deal with
situations where they may lack volitional control over behaviour by accommodatimg
volitional elements in behaviours (Ajzen, 2002). However, research has debated the
distinctiveness of PBC from self-efficacy (Manstead & Eekelen, 1998) suithe research
(Terry, 1993) arguing that self-efficacy is based on internal control factoeseas PBC is
concerned with more external constraints. Other research has found satfyeffic predict
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intention (but not behaviour) and PBC to predict behaviour (but not intentichg icontext of
exercisgqTerry & O’Leary, 1995).

The TPB further distinguishes between three types of salient beliefs:idigdavnormative,
and control. These belefplay a significant role in determining the three influencers of
intention; attitude, subjective horms and PBC respectively. Behavioural beliefe anepected
conseqguences of performing the behaviour. The second type of beliefs is normatigeainel
these are about the views of significant others. The thicdntrol beliefs and these are about

the presence of factors that may impede or enable performing the behaviour.

Research has shown the predictive power of TPB constructs on intention and behatiour wit
ranges from 39% for intention and 27% for behaviour (Armitage & Conner, 2001%0% for
intention and 29% for behaviour (Hagger, Chatzisarantis, & Biddle, 2002). The addiB&Cof

has been found to add 6% to the prediction of intention independently of variablesveittared
TRA in a meta-analysis by Armitage and Conner (2001). Recently, a review of oveiudis
exploring health behaviours found that intention and PBC explained 19% o#tia@oe in
behaviour and subjective norms while attitude and PBC explained 44% of the variance in

intention (McEachan, Conner, Taylor, & Lawton, 2011).

Taylor et al. (2006)n a review of TRA, TPB and other health models to study and predict
health-related behaviour change found no evidence that interventions based on TRABand TP
theories has contributed to either improved or reduced negative health outcomes in the UK, over
and above that achieved by other theories or non-theory-based interventiarm. di&ssion

on the continued usage of TPB has discussed the utility of the model as iisasatal model

so provides little in the way of informing behaviour change and that its continueel aisdg
interest is due to its correlational components (Sniehotta, Presseau, & Araujo-Soares, 2014)
However, Conner (2014) argued that the model may be useful for examining the impact of
interventions on components of the TPB, for longitudinal studies exploringeteaninants of

intentions, and for targeting these determinants within interventions.
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2.2.1.2 | Protection Motivation Theory

Sources of information Cognitive Mediating Processes
MALADAPTIVE RESPONSE
ENVIRONMENTAL
Verbal Persuasion Intrinsic Rewards Severity
—p - — Threat
Observational Learning Extrinsic Rewards Susceptibility Appraisal
INTRAPERSONAL k’ Fear ——» Protection Motivation
Personality
Experience Response Efficacy — Coping
Ly = | Response Costs Appraisal
Self-Efficacy

ADAPTIVE RESPONSE

Figure 4. Protection Motivation Theory

Protection Motivation Theory (PMT) was developed by Rogers (1975) to explordebts eff
persuasive messages and risk perceptions. The model was initially developed to eaplain f
appeals but has been further revised by Rogers (1983, 1984) to propose thattest pr
ourselves using threat and coping appraisals.

It is a coretheory in understanding individuals’ threat and coping appraisal processes and its
links to motivating people to undertake adaptive (protection motivatiomatadaptive action.
Maladaptive actions are those that place an individual at risk; thiglescbehaviours that lead

to negative consequences (such as not encrypting a USB stick) or the absence ofeprotecti
behaviours, which may eventually result in negative consequences. High intrinsiciresiext
rewards of engaging in the maladaptive behaviours heighten the likelihood of undertaking
maladaptive coping. Adaptive actions, in contrast, are protective behaviours thyatartiie
threat stemming from threat and coping appraisal. According to PMT, iafiemelicits either
adaptive or maladaptive responses by influencing the threat and coping appraisal canponent
The sources of such information are either environmental (e.g. observationaldeaerbal

persuasion) or intrapersonal (e.g. prior experience).

Threat appraisals consider the factors that increase or decrease the dhamedsng an
adaptive response by assessing the severity of the situation and perceivedbgirgdepthe
threat. Coping appraisal considers the response efficacy (beliefs that adeopiegicular
behavioural response will be effective in reducing threats) and saé&&ffi(belief in one's
ability to execute the recommended courses of action successfully) of nakiagaptive
responseAn individual’s protection motivation stems from both the threat appraisal and the
coping appraisal. Protection motivation is a mediating variable functidniragouse, sustain

and direct protective actions (Boer & Seydel, 1996).
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Threat and coping appraisal are also part of the health belief model (RoksgB8stecher, &
Becker, 1988) and the extended parallel process model (Witte, 1992), both ofexpiam

how people appraise and respond to threats.

Milne, Sheeran, and Orbell (2000) in a meta-analysis of PMT found the average iocorrelat
between protection motivation (intention) and future behaviour was .Athdarately strong
relationship. Floyd, Prentice-Dunn, and Rogers (2000) in a meta-analysis of G sisitig

PMT found that the overall effect size was moderdte52) for the prediction of over 20 health
behaviours. Coping appraisal has been found to have the strongest associtiipnstagtion
motivation (Bui, Mullan, & McCaffery, 2013; Floyd et al., 2000; Milne et 2000; Plotnikoff

et al., 2010). Components of PMT have also been found to be useful in designing health
interventions (Hodgkins, Sheeran, & Orbell, 1998) and persuasive fear appeals and high-
efficacy messages produce the greatest behaviour change (Witte & Allen, 2000).

2.2.1.3 | Health Belief Model

Individual Perceptions Modifying Factors Likelihood of Action
Age, Sex, Perceived
Ethnicity, Benefits
Personality > minus
Socioeconomic, Perceived
Knowledge Barriers

y

Likelihood of
Behaviour

Perceived Susceptibility

& Perceived Severity Perceived Threat

Cues to Action

Figure 5. Health Belief Model

The Health Belief Model (HBM; see Figure 5) is another continuum theorgydbas risk
perception that attempts to explain and predict health behaviours. The most recent version of the
model identifies two considerations in an individeahtention to adopt behaviour in response

to a threat: their perception of the threat (perceived susceptibility aneiyeetcseverity) and
evaluation (perceived benefits and perceived barriers) of the required behaviourve tiesol
threat. In addition, behaviour is modified by internal (e.g. symptoms) and externahée.qg.
media) cues to action. The original model has been amended to include the additiorsabfactor

health motivation (Becker, 1974) and perceived control (Becker & Rosenstock, 1987).

A meta-analysis of 18 studies by Carpenter (2010) found that perceived bemdeperceived
benefits to be the strongest predictors of behavmotperceived severity was weak. However,

20



they cautioned against the continued use of the model to explore direct effestsggedted
that future research should examine possible mediation and moderation between its core

components.

Taylor et al. (2006) in a review of research adopting HBM found no evidence Bhdtldsed
interventions hae contributed positively to improved health outcomes in the UK. The HBM has
also been found to be a less powerful predictor of intention and behaviour edniparRA

and was least powerful in predicting outcomes when compared to TRA and socialveogniti
theory in a meta-analytic review (Zimmerman & Vernberg, 1994). A recentanatgsis by

Jones, Smith, and Llewellyn (2014) of 18 studies investigated interventiced dakiBM to

improve health adherence and 83% of these made improvements and 39% of studies showed
moderate to large effect sizes. While the meta-analysis indicated that HBMffeesve in

driving behaviour change, the authors were cautious about the utility of the modét 606n

the studies explored the model in its entirety.

Davinson and Sillence (2010, 2014) have shown HBM to be useful for analysing oealitati
data around security and financial transactions and has provided some suppovirfgrathti-

phishing security behaviour.

2.2.1.4 | Deterrence Theory

In the context of security, theoretical considerations of deterrence grertamt for
discouraging computer abuse at work. Unlike erroneous or accidental behavibeentlead
to a security breach, misuses of information systems are knowingly performedlate the
organisational IS policy. These can be malicious (e.g. stealing confidential iritornand

non-malicious (e.g. circumventing a security process to save time and effort for productivity

Deterrence theory is a prominent theory within criminology which posits that pe@ie m
decisions about committing a crime (or breaking organisational rules andipresebasedn

the benefits and costs. It focuses on formal sanctions such as the lefgatity and argues that
the higter an individuals perceived certainty, severity and swiftness of the sanctions following
the act, the more they are deterred from it (Gibbs, 1975).

Formal sanctions in the workplace will be described in the IS policy of the orgamigdnich

may include disciplinary action. Sanctions can also be informal and include shame ahd soci
disapproval (Piquero & Tibbetts, 1996). When sanctions are less certain and severe, employees
may not fully comply with the IS policies because they do not expect to be punisiieeirby

organisation.
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2.2.1.5| Technology Acceptance Model
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Figure 6. Technology Acceptance Model

An important consideration when disseminating a piece of security software across an
organisation is the extent to which it will be accepted and used by employees. Thexerhas b
wealth of research and support of the Technology Acceptance Model (TAM) developed by
Davis (1989). Basedn the TRA, the model attempts to explain why a user will accept or reject
technology. Initially developed to explain organisational users’ behaviour, the model has been
adopted to explain regulasers’ adoption intentions and behaviour. The model posits that the
perceived usefulness of the system and perceived ease of use are two impogfnthaeli
influence an individuas attitude towards the system. Perceived usefulness (PU) is dafined
“subjective probability that using a specific application system will increase his or heb
performance within an organisati@ncontext” (Davis, Bagozzi, & Warshaw, 1989)(p.985).
Perceived ease of use (PEU) is defined'ias degree to which a person believes that using a
particular system would bede from effort” (Davis et al., 1989) (p.985). Like TRA, TAM
argues that usage is determined by intention wihgcin turn influenced by attitude and
perceived usefulness. Studies adopting TAM either explore the effect of perceiveldassef

and perceived ease of use directly on intention or look atrtiakbating role of attitudeon
intention with little variation in explanatory power between the two appesa¢Billon &
Morris, 1996).

Meta-analyses have indicated that TAM is a valid and robust model (King & He, 2006),
however, other reviews have warned against using the model outside of its validaigdaset
PEU and PU have weak relationships with actual usage (Turner, KitchenharatoBrer
Charters, & Budgen, 2010)

2.2.2 | THEORY OVERVIEW

Lebek, Uffen, Breitner, Neumann, and Hohler (2013) conducted a literature review on
employees’ information security behaviour across 113 publications and found that four
commonly used theories were the Theory of Planned Behaviour, General Deté&inencg
Protection Motivation Theory and the Technology Acceptance Model. Table 2 shows tfe use

these theories in organisational and consumer research.
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Table 2. The most commonly explored theories and their usage in organisational andnsamer
behavioural information security research

Organisational Studies Consumer Studies
Protection Crossler, Long, Loraas, ¢ C. Anderson & Agarwal, 201C
Motivation Trinkle, 2014; Herath & Rao Chenoweth, Minch, & Gattiker
Theory 2009b; Ifinedo, 2011; Pahnil: 2009; Crossler et al.,, 201

Siponen, & Mahmood, 2007 Crossler, 2010; Gurung et a

Siponen, Mahmood, & Pahnile 2009; D. Lee et al., 200¢

2014; Vance et al., 2012 Mwagwabi, McGill, & Dixon,
2014; Woon, Tan, & Low, 200t
L. Zhang & McDowell, 2009

Theory of Bulgurcu, Cavusoglu, & Burns & Roberts, 2013; Y. Lee ¢
planned Benbasat, 2010; Ifinedo, 201 Kozar, 2008; J. Zhang, Reithel,
behaviour / 2014; Pahnila et al., 200 Li, 2009
Theory of Siponen etal., 2014
reasoned action
P
o
()
e
= General Aurigemma & Mattson, 2014
deterrence Cheng, Li, Zhai, & Smyth
theory 2014; Cheng, Li, Li, Holm, &

Zhai, 20B; D’Arcy & Devaraj,
2012; D’Arcy, Hovav, &
Galletta, 2008; Herath & Rac
2009b; Pahnila et al.,, 200
Siponen, Pahnila, & Mahmoot

2010
Technology Dinev, Goo, Hu, & Nam, 2009
acceptance Dinev & Hu, 2007; Herath et al
model 2014; Kumar, Mohan, &

Holowczak, 2008; Y. Lee &
Kozar, 2008; Shropshire
Warkentin, & Sharma, 2015

These psychological theories share overlapping constructs but with different cafizapons
(Michie et al., 2005). So whilst studies may adopt different theories, the undestyistgucts

under investigation may be the same.

Table 3 illustrates the similarities in the underlying concepts offeretdse ttheories which is
then used a basis to structure the rest of the literature review. Additataist necessary for
understanding behaviour in the workplace but not covered in the behavioural models are

presented in the table and will be discussed in the literature review.
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Table 3. The most commonly explored theories and overlapping constructs in behavioural infortman security research

Categorisation for literature review

Threat Coping . : :
. ; Internal influencers Environmental influencers
Section evaluation evaluation
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a
" Protection Motivation  Theory X X X
< | 2.2.1.2)
8 | Health Belief Model (2.2.1.3) X X
£ [Theory of planned behaviol X
© | (2.2.1.1) / Theory of reasoneg (TPB) X X X
3 | action (2.2.1.1)
> | General deterrence theo
©
£ | (22.14) X | X
m | Technology acceptance mod x| x X X X
(2.2.1.5)
Important factors not covered |
behavioural models XX XX XX X X
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2.2.3 | THREAT EVALUATION

Thereare many threats to organisations’ information resources such as insider threats, hackers
and malware. When an employee perceivehreat to the organisation’s information assets,
they evaluate the threat based on the degree of severity of the thdettte@r perceived

susceptibility to it.

2.2.3.1 | Threat Evaluation: Perceived Severity

Perceived severity ithe assessment of the seriousness of a securitytthrshits associated
consequencesWeinstein (2000) highlight the importance that it is independent of an
individual’s perception of the likelihood ofathreat. Ifinedo (2011) defines it in the context of IS
compliance and focusses on the severity towangiSs organisatiofs information. Other
definitions go beyond focussing purely on consequenoesrds data and systems. For
example, Ng et al. (2009) argue that the consequences can have implicatibaisifgioyees’

job or organisatiorasthe loss of availability, confidentiality and integrity of information can
negatively affect the organisation aceh also disrupt the employees” work. If it resulted as a
consequence an employeés behaviour, they might be held responsible for the cause of the
security breach. Severity perceptions arising from security threats can,otberbfve
consequences that directly affect the employee and their organisation. Msealich focuses

on these differences in severity implications for employees and organisations.

The research investigating perceived severity in an organisational context has dsetbnstr
mixed findings. Research has found a significant relationship between perseiwesity and
employees intentions to comply with their organisations’ information security policy. Herath
and Rao (2009b) found an indirect role as severity significantly influenceditgeloteach
concern which in turn wg found to influence employees’ security policy attitude. Others have
found significant positive relationships between severity and compliance inteBitmonén et

al., 2014; Vance et al., 2012). Ifinedo (2011) however did not find a direct nslaifpoand hiey
attribute this to potential differences in how severity is explorelinvdifferent models. They
argue that it may have an indirect relationship with security compliance whiglkacaount for

its supportive indirect role with other factors in studies by Herath & Rao (2009).

Studies have supported the direct role of severity in consunaens-spyware adoption
(Chenoweth et al., 2009; Gurung et al., 2009; Liang & Xue, 2009) and securing homeswireles
networks (Woon et al., 2005). Research exploring other security behaviours in consumers has
been more mixed as research by Lee, Larose, and Rifon (2008) found that siverdtyaffect
anti-virus protection behaviours. Crossler (2010) found opposing effects as percemety se
influenced consumetdacking up data behaviours but this relationship was negative which they
argue may be due to the behaviour and threat under investigation. Zhang and McDowell (2009)
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found that severity did not relate to studéntgentions to adopt password protection strategies
(i.e. updating passwords frequently, using strong passwords and unigue passwords fot differe
accounts). The findings of these studies suggest that severity perceptiaheianafluence

may differ by type of security behaviour which may explain the lack of support in some studies

Other research has indicated an indirect relationship between severity ang setiaviour, in

line with the findings by Herath and Rao (2009b). Ng et al., (2009) explored geawuetite
context of being cautious with emails that have attachments with employees. Theyhfaund t
severity did not have a significant effect on security behaviour but loa@nating effects on
other variables which influence security behaviour. They found that it indrélaseeffect of
cues to action and general security orientation (their predisposition towaraistydebut
reduced the effect of perceived benefits and self-efficacy. This suggestedhdratsewerity
perceptions are high, perceived benefits ande$élfacy are not as important in driving one’s
decision to undertake security behaviours.

A limitation of the existing research in the workplace is that it gdlyedoes not focus on
severity of specific security threats but rather usass that refer to the broad term “security
threats”. Only a few studies of consumers focus on the specific security threatsrifteires
such as viruses (Lee et al., 2008; Ng et al., 2009), wireless hacking (Woon280&) and
spyware (Gurung et al., 2009; Liang & Xue, 2010).

In summary, sverity appears to play a role in consumers’ security behaviours and employees’
compliance with information security policies. Some research suggestsrttat filay a direct

role in security (Chenoweth et al., 2009; Gurung et al., 2009; Siponen et al., 204, & al.,

2012) or play a more indirect role and moderate the effect of other factors on secendith (&

Rao, 2009b; Ng et al., 2009) such as combining with susceptibility to influencei\yed threat

and subsequently security behaviour (Liang & Xue, 2010; Mwagwabi et al., 2014). Despite the
support of a role for severity in driving security behaviour, there appearincdresistencies in
whether it plays a direct role or indirect role. Future research needs toeesppmific threats in

the context of work and further understand the direct or indirect role of severity on behaviour

2.2.3.2 | Threat Evaluation: Perceived Susceptibility
Perceived susceptibility is the second component of an indivedthakat evaluation as outlined
in PMT and HBM Aiken, Gerend, Jackson, and Ranby (2012) note that the terms perceived
risk, susceptibility and vulnerability are often used interchangeably ratlite but refer to the
subjective likelihood of being a victim of a threatdependent from their perceptions of the
severity of the threat. This thesis will use the term perceived susitibptas vulnerability has
different connotations within computer security. Perceived susceptibility: i&dividual’s
assessment of the probability of threatening evéaiy. threats towards securitgmployees
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may have differing perceptions of the likelihood of different threats, fanpka they may feel

they are more likely to be a victim of a malware attack than having their account compromised

There has been less research exploring the role of susceptibility on secuntpiieiResearch
has supported the positive relationship between perceived susceptibiitycaanmpliance
intention (Ifinedo, 2011; Siponen et al., 2014). Other research exploring an indiréohshiiat
between susceptibility and security breach concern level has not found a signéfiaaonhship
(Herath & Rao, 2009b). Recently, Crossler et al., (2014) found that susceptilidlitnot

influence intention or actual compliance to BYOD policies.

Research on consuméflsehaviour has also found a relationship with the use of virus protection
behaviours (sum of using anti-virus software, installing OS updates, sgttienail filters and
installing a firewall) (Lee et al., 2008). However, other research found it diglay a role in
password protection behaviours (Zhang & McDowell, 2009). There have also been mixed
findings for its role in anti-spyware software usage. Some research Hasimbia relationship

for use of anti-spyware software (Chenoweth et al., 2009; Gurung et al., 2009) whereas other
research supported an indirect role of susceptibility when combined with seaerity
influencedindividuals’ perceived threat for using anti-spyware software (Liang & Xue, 2010)
and complying with password guidelines (Mwagwabi et al., 2014).

Other research suggests conflicting findings. Ng et al., (2009) also foundustaptibility
influenced security behaviour in the context of being cautious with email attachibéms.
research by Woon et al. (2005) found that perceived susceptibility wagnificantly related
to enabling security measures on home wireless networks. Other researcterhbasyvound

that susceptibility negatively affected consumers backing up data behaviours (Crossler, 2010)

Like severity, the body of research exploring security in the context of ot focus on
specific security threats within their items and use the broad term “security threats” (Herath &
Rao, 2009b; Ifinedo, 2011; Siponen et al., 2014). Unlike severity, the research sgpporti

direct role or indirect role of susceptibility has been less consistent.

2.2.4 | COPING EVALUATION

Coping evaluation is how an individual responds to threatening situations corgsithesir
ability to enact recommended courses of action success$ellfyefficacy, expectations of the
efficacy of the action in reducing the thresggponse efficadyand costs associated with taking

the course of actiom¢sponse coskts

2.2.4.1 | Coping Evaluation: Self-efficacy
Research has explored end-usédiefs in their capabilities to undertake security actions. Self-
efficacy is one such capability and can be defiastun individual’s beliefs about their
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competence to cope with a task and exercise infl@esver the events that affect their lives
(Bandura, 1977). In a security context, employees who have high security-relateditesgpabil
and competence are presumed to be more lilkefgllow security practices as they are more

effective in learning how to follow them and being able to perform the appropriate behaviour.

The importance of self-efficacy for behaviour can be demonstrated by its occurranaayin
behaviour change theories including PMT, HBM and emphbdsigavily in SCT. The
TPB/TRA also explores a construct similar to self-efficacy which isdRexd Behavioural

Control.

Bandura (1997) posits that there are four sources of an individual’s self-efficacy which can
account for differences in individuals’ levels of self-efficacy (Bandura, 1997). The first igmst
accomplishments or past experience (enactive mgstBandura argues that employees who
have succeeded in job tasks are likely to have more confidence in completitag gilnilasks
than those who have been unsuccessful in the past. Success raises an individual’s mastery
expectations of task performance, while failure lowers these expectationsfolidevathin
security, prior experience of conducting security tasks at home or in thplacekshould lead
to higher levels of confidence in employees’ ability to undertake security tasks. Bandura argues
that our beliefs about self-efficacy are specific to particular situatonshile employees may
have high self-efficacy for one security behaviour, it may not necessemiigfer to other

security behaviours.

Another source of self-efficacy idcarious experiencéhat suggests that individuals can build

their levels of self-efficacy by observing others perform the behaviouhelrworkplace, if
managers and colleagues are behaving securely, employees can learn through observation
which will increase their security self-efficacy. Research suggests thigt source of
information is weaker than mastery experience in helgimgouild self-efficacy beliefs
(Bandura, 1997). A third source of self-efficacyvisrbal persuasiorwhich is convincing

people that they have the ability and can cope with specific tasks. Coaching isd femial
persuasion used in organisations to increase self-efficacy and is often used in training
employees. Positive persuasion is likely to work in encouraging and empowerirayeespto

behave more securely, whereas negative persuasion can weaken self-efficacy.

The final source of self-efficacy ismotional cues or physiological statés which the
individuals® self-efficacy is influenced by their physiological (such as high heart eatd)
emotional states (such as anxiety) in relation to the tasks. Negative states are heigioiegied th
people’s expectations to fail and can lead to lower levels of self-efficacy. People are likely to

expect success when they are experiencing positive arousal rather than negative.
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Given the importance of self-efficacy for job performance and motivation, and compater

is unsurprising that its role has been consistently suppdntets compliance research
(Bulgurcu et al., 2010; Crossler et al., 2014; Herath & Rao, 2009b; Ifinedo, 2011, 2014;
Sommestad et al., 2015; Vance et al., 2012; Zhang et al.,.2009)

Support has also been found for a relationship between self-efficacy/PBCrasgnatection
behaviours (Lee et al., 2008), using a personal firewall (Ng & Rahim, 2005), being sautiou
with email attachments (Ng et al., 2009), anti-spyware adoption (Gurung et al.,L2@08&;
Kozar, 2008; Liang & Xue, 2010; Sriramachandramurthy, Balasubramanian, & Hodis, 2009)
enabling security measures on home wireless networks (Woon et al., 2005) and cowigying

password guidelines (Mwagwabi et al., 2014).

Rhee, Kim, and Ryu (2009) focussed solely on the role security self-effitayy on various
security outcomes and to identify potential determinants of high or low seifff For
experiences of security incidents, they found a negative relationship with sedicgffi
suggesting that experience of a security threat may lower individuals’ levels of self-efficacy for
security. They found that sedfficacy was a significant determinant of students’ use of security
protection software, engagement in security conscious care behaviour andorintent
strengthen their security efforts (e.g. learn more about security, add additionatysec

measures).

Overall, the existing research suggests that self-efficacy is an important detehisacrity

behaviour by consumers and within the workplace.

2.2.4.2 | Coping Evaluation: Response Efficacy

Response efficacy iselief in the benefits of the behavioRogers, 1983), and includes
individuals outcome expectancies with regards to security actions. It is a key component of an
individual’'s coping appraisal within PMT. In the case of security, this is the belief that
performing security behaviours is an effective way to reduce security breachése Other

hand, if an individual has less beligf the effectiveness of the action, they are less likely to
adopt it. Evaluation of outcome expectancies is a component of many different behaviour
change theories but they offer different conceptualisations. The HBM refetgetoeived
benefits” which is an individual’s assessment of the efficacy of engaging in the behaviour in
reducing threats (Janz & Becker, 1984). SCT refersuttome expectancieshich are the
individual’'s belief that the behaviour will lead to a desirable outcome. People placerdiffer
expectations or values on behavioural outcomes that can be either positive or negative (Bandura,
1986). Enacting behaviour is more likely to happen when individuals expect the behaviour

maximise positive outcomes and minimise negative outcomes.
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Response efficacy has received less attention in information securayctese date compared

to other potentidy influential factors. However, research has supported a positive relationship
between attitude toward security policies (Herath & Rao, 2009b) and inteat&aopt anti-
spyware software (Johnston & Warkentin, 2010; Liang & Xue, 2010). Crossler (2Q4@)

that response efficacy was significantly related to consumers backing up datelrehad
studies have shown it to relate to anti-spyware usage (Gurung et al., 2009; Liang Z)Xuje,
compliance with password guidelines (Mwagwabi et al., 2014), adopting password protective
behaviours in students (Zhang & McDowell, 2009) and enabling security measures on home
wireless networks (Woon et al., 2005).

The influence of response efficacy on IS policy compliance intention has been somewhat mixed.
Some studies have supported a positive relationship between response efficatgrdiach ito

comply with security policies (Ifinedo, 2011; Wall, Palvia, & Lowry, 2013), and raalipt
intentions in addition to actual compliance with BYOD policies (Crosseal., 2014). Other
research on IS compliance intention has been unsupportive (Siponen et al., 2010; Zhang et al.,
2009) and two studies have indicated a negative relationship with compliance inf&atice

et al., 2012; Zhang et al., 2009).

Ng et al., (2009)found that perceived benefits significantly influenced individuals’ email
security behaviour. They also found that perceived benefits were moderated by perceived
severity as it reduced the effect of perceived benefits and self-efficacy. Wisgityses high,

benefits and self-efficacy are not as important in driving security behaviour.

Despite the lack of research exploring response efficacy in the workplace, resaaroben
supportive of its relationship with security behaviours. However, recent litereguiews by
Sommestad et al. (2014) on security compliance found that response efficacy waghme of
worse predictors of compliance and IS misuse basdhe effect sizes. However, they attribute
this to variation in the findings of the four response efficacy studigminreview (Sommestad

et al., 2014).

There appears to be some support for response efficacy on security behaviours in consumers
However, its relationship to employéesecurity behaviour is still unclear. This may be due to

the abstraction problem of using overall policy compliance as a single behaviaserasnay

feel it easier to provide an estimation of security effectivenesspixific security behaviours

than an overall behaviour. Other research has also discussed participantydiffieamswering
guestions at this level (Sommestad et al., 2015). Overall, further research ésl rieed
understand the role of response efficacy on driving specific security behaviouhe in t

workplace.
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2.2.4.3 | Coping Evaluation: Response Costs

Response costs refer tceliefs about how costly performing the recommendexturity
behaviour will be.These costs may include monetary expense, time, and effort expended in
behaving securely or other negative consequences, which result from performieguhty s
behaviour. If an individual perceives that considerable resources will beeddo carry out

the action, they will be unlikely to follow through with the behaviour. Conlgrse few
resources are required, the behaviour may be adopted. In other words, when aneemploye
considers executing a behaviour, they conduct a cost-benefit analysis.

The HBM refers to response costs as “perceived barriers” which it views as the potential

obstacles or negative aspects of engaging in behaviour (Janz & Becker, 1984).

Research findings are inconclusive on the role of response costs. Herath & Rao (80068b) f
support for a negative relationship between response costs and compliance intenté&as wher
Ifinedo (2011) and Crossler et al. (2014) did not find support for response costs fiklikegs

have also been reported between response costs and anti-spyware adoption (Chenoweth et al.,
2009; Gurung et al., 2009; Liang & Xue, 2010). Ng et al., (2009) found no support for response
costs in employeé®mail security behaviour. Additionally, Cross(2010) found that response

costs did not relate to the backing up behaviour of consumers. However, an older study by
Woon et al. (2005) found response costs to be significantly related to detgrniini

participants’ enabled security measures on their home wireless network.

Response costs role in password behaviours is also inconclusive. Zhang and McDowell (2009)
found that response costs had a significant negative relationship with intentiengatge in
password protective behaviours but Mwagwabi et al. (2014) did not.

Despite the lack of support for response costs in quantitative research, theohdtiercostly
aspects of engaging in security behaviours within the workplace is well-doadgnant
qualitative research. For example, the compliance budget proposed by Beautemenan8asse,
Wonham (2009) supports the role of response costs as they found that individuals and
organisations place different values on the cost and benefits of behaviours withcl8spoli
They argue that an employsechoice to comply or not comply is determined by the perdeive
costs and benefits of compliance. Employees consider the potential cost towards the

organisation and themselves.

Out of all the constructs within an individiglcoping appraisal, response costs is the one which
has the most disparity of findings despite the wealth of qualitative research suggesting the costly

nature of security has a negative influence on security behaviour (Albrecl28en;
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Beautement et al., 2009; Inglesant & Sasse, 20EQ)ther research is required to understand

the role of response costs in preventing the uptake of security behaviour in the workplace.
2.2.5| INTERNAL INFLUENCES

2.2.5.1 | Internal Influences: Attitude

Attitude is defined ashe individual’s positive or negative feelings toward engaging in a
specified behaviourn the context of security, this is towards behaving securely or compliance
to the IS policy.

The TPB posits that attitude is determined ibyividual’s beliefs about the consequences
arising from the behaviour and an assessment of the desirability of the outcome. Fistibein a
Ajzen (1975) expectancy-value model explains how attitudes are formed. Attitudespdevelo
from beliefs about a behaviour (e.g. changing passwords) which are attributes (eijvecogni
load) associated with the behaviour. Individuals form an attitude by linking lledisés to a
certain outcome such as the cost incurred by doing the behaviour (e.g. mental Hfiert)
attitude towards the behaviour is automatically acquired based on thesgpasitnegative
evaluation of the belief. Behaviours, which are associated with more desirabdgjgences are
favoured more than those which are linked to undesirable consequences, and consequently, have
a more favourable attitude. In understanding an individual populations attitude towards a
behaviour, research explores the salient beliefs of the target group &donpting to change
attitudes (Ajzen, 1991)

Individuals that have a positive attitude toward behaving securely are melyettikintend to
behave securely. The influence of attitude on security compliance intention has been
consistently supported in research (Bulgurcu et al., 2010; Herath & Rao, 2009b; Ifinedo, 2011;
Pahnila et al., 2007; Sommestad et al., 2015; Zhang et al., 2009). Support has beeor faund f
relationship between attitude and; anti-spyware adoption (Dinev & Hu, 2007; Lee &, Kozar
2008) and online privacy protective strategies (Yao & Linz, 2008; Burns & RoRé18)
updating anti-virus software (Ng & Rahim, 2005) and firewall adoption (Kumar et al., R@0S;

& Rahim, 2005). Anderson and Agarwal (2010) found attitude to significantly redate t
intentions to perform security-related behaviour to protect the internet ¢as &ff citizenship)

and to perform security behaviours to protect their own computer. They also faatndnt
individual’s attitude was influenced by their concern regarding security threats, their perceived
citizen effectivenessa(form of response efficacy towards helping to secure the Internet) and

their self-efficacy.

Based on the wealth of research supporting the role of attitude, it sagpdag an important

determinant of security behaviour.
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2.2.5.2 | Internal Influences: Knowledge, Awareness, and Experience

2.2.5.2.1 |Knowledge and Awareness

Employees cannot be vigilant against security threats or behave securelylédctheyareness

of the risks or they lack knowledge and necessary skills to undertake effemtiugty actions.
Knowledge is a basic necessity for undertaking security behaviours and despite theofveal
practice that focuses on improving users’ knowledge of security risks and behaviours,
individuals remain unmotivated despite having the required knowledge and skills to protect
themselves and their organisation (Kang, Dabbish, Fruchter, & Kiesler, 2015). Empowering
users with required security knowledge is necessary for behaviour changayunbt lead to

anactual and sustained change in the long-term.

Aytes and Connolly (2004) assessed how much students knew about Cyber security and
explored their awareness of risky security behaviours. They were interesiskl/ibehaviour

in three areas; password usage (such as sharing passwords), data backup andgenfsilelisa

as not scanning email attachments for viruses). Despite the user grougedngsihemselves

to be highly knowledgeable and competent, they engaged in multiple risky behaviours

indicating that knowledge is a poor predictor of students’ actual levels of risky behaviour.

Furman, Theofanos, Choong, and Stanton (2012) egblorowledge, awareness and skills of
end-users. By conducting in-depth interviews with 40 participants, they were ablentifyi
myths and misconceptions around security. The majority of participants ratesethesnas
moderately knowledgeable to expert about computer security. Participants werar faittili
security icons, trust marks and security terms but when further questionedfigaranable to
elaborate or provide clearer definitions. Overall, they found that whées were concerned
about computer security and rated themselves to be knowledgeable they lackedetsary
skills to protect themselves.

Parsons, McCormac, Pattinson, Butavicius, and Jerram (2014) conducted a survey to explore
the knowledge, attitudes and behaviours in relation to eight policy areas (impoptamdgles

and rules of security, password management, email and internet usage, reporting securit
incidents, consequences of behaviour and training) across three government @rganisat
They found that employees had high and appropriate knowledge (measured by participants
stating whether a statement was true or false) of information seculity and password

security. However, their knowledge of wireless technology security was lacking.

Dinev and Hu (2007) looked at differences in IT experts and non-IT experts onongetdi
engage in anti-spyware behaviours. They found that the influence of subjective norms on

intention was significant for the IT group but not for the non-IT group. Bingye that because
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the IT group may have greater awareness surrounding spyware, they are more likely to discuss it
within their social groups that may, therefore, lead to a greataeirde from subjective norms.

The findings of this study suggest that professional background and experience idfiaisliv

may play a role in influencing perceptions of subjective norms, and consequently émgag
security behaviour.

Overall, the research suggests that knowledge may play a more indirech reégurity
behaviour. While it appears to be a necessary precursor, in isolation, it doeadhtit secure

behaviour.

2.2.5.2.2 | Experience

Experiences can be both negative and positive, and can potentially influence security behaviou
in different ways. Negative experiences include breairhsecurity such as a virus infection or

a personal account being hacked. These can result in many negative emotional states for the user
such as frustration, annoyance and embarrassment. They can also have more severe
conseguences such as the potential for financial loss and identity theftieBgimgy such
situations may heighten awareness of security threats and, theleddice adoption of security

software or change in an individual’s security behaviour. Experience is not just limitedto

threats but also the experierafeprotective security responses.

Within behaviour change, experiensestudied as an individual’s past behaviour. The well-

known statement that “past behaviour is the best predictor of future behaviour” has been shown

to have strong empirical support. Ouellette and Wood (1998) conducted a meta-atalysis o
existing research exploring past and future behaviour in different behavioural domfeegs.
found that past behaviour was an important predictor of future behaviour and was comparable to
that of other frequently studied behavioural influencers. Its impact oreflieiaviour was
slightly weaker than intention’s impact but it had a similar influence to that of attitude and had

better predictive strength than behavioural control and subjective norms. They arguesthat
behaviour influences future behaviour through two processes. The firgilation to habitual
behaviour since the process of enacting the behaviour becomes automatic, rdgs&ing
decision making and conscious deliberation and secondly, the frequency of the past behaviou
influences the habit strength of the future behaviour. They also argue shéepaviour may

have a minimal direct effect on future behaviour when conscious decision niskeguired

but rather will interact with attitudes and subjective norms to influencention and

subsequently, future behaviour.

Within PMT, experience is one source of intrapersonal information which inflsence

individuals’ threat and coping appraisal and can be defined as ‘‘feedback from personal

34



experiences associated with the targeted maladapiind adaptive respongef-loyd et al.,
2000), p. 409).

Few studies have explored security breach victimisation experiences andlu&ndaf on
motivating individuals to undertake security actions. Lee et al. (268)red student’s virus
experiences and their intentions to adopt virus protection measures. They askazhptsrtio

rate the frequency of having been infected with a virus from downloading a file @nd fr
opening an email attachment. They found that there was a significant relationst@prbptior

virus experience and intentions to engage in anti-virus protective behaviours. Indivitioals w
had a computer virus are therefore more motivated to protect themselves. Hootheer,
research has found direct influence of experience on motivation. Anderson and A@&i@l

and Harrington, Anderson, and Agarwal (2006) found that personal experience of security
violations and knowledge of people they know being affected by viruses did fh@noe

attitude or intention measures for users protecting their own computer.

Undesirable experiences relatitgproactive security behaviours are problematic as individuals
may be less likely to engage in the security behaviour again to avoid egpegiensimilar
situation. Vaniea, Rader, and Wash (2014) found that negative experiences influgmnged

future software update behaviour. When users have a bad experience with a piece of software,
they will base future update decisions for this software on this experiencefeaid from

installing the update.

Experience of security threats and security behaviours, therefore, appears to influgstde cur

behaviour.

2.2.5.3 | Internal Influences: Memory and Cognition
All security behaviours will be influenced by the cognitive abiliiéshe user, however, none
more so than those relating to passwords which research has shown to have hagih mem

demands on people.

In the workplace, password-compositipnlicies govern the complexity required by users’
passwords. Inglesant and Sasse (2010) discuss the features of password policiesethat pla
pressure on users and those features that can help reduce cognitive burden. The demands placed
on users include the password strength and character restrictions, frequency of password

changes, and the number of passwords they are required to remember.

Inglesant and Sasse (2010) in their study on password use found organisational e#fgrenc
employees cognitive burden due to the restrictions set by their organisations. They found that
difficulties arose when policies required unique, strong passwords, changeehthegqnd for
them to differ significantly from previous passwords. Further restrictions whightect a
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burden on employees included being locked out of services for 2 hours during a passetord re
Overly restrictive password policies, therefdex] to employe€ maladaptive behaviour such

as writing down passwords.

Given the average number of accounts individuals have passwords to managedonds8a
(Grawemeyer & Johnson, 2011) and have on average 25 accounts protected (Floréncio &
Herley, 2007), it is not surprising that motivation to rehearse and encode a pasdinoedom

due to the effortful process of transferring information from short reemory to long term
memory (Hasher & Zacks, 1979).

Passwords are more easily remembered if the account is frequently usegetaom and
maintenance of rehearsal of the password will lead it to be stored in longremory.
Forgetting passwords can cause problems for users; they will have to dedicadtertisetting
the passwords which in the workplace setting can lead to users lockddimit avork system

for a period of time (Inglesant & Sasse, 2010), thus affecting their productivity.

Due to the many demands placed on usemwmory, coping mechanisms are adopted to help
overcome the cognitive issues including choosing passwords which have some personal
characteristics (such as birth dates) (Brown, Bracken, Zoccoli, & Dougféel), short in

length (Brown et al., 2004), writing down passwoftisglesant & Sasse, 2010), and more
commonly, password re-use (Floréncio, Herley, & Oorschot, 2014; Grawemeyer & Johnson,
2011). All of thesebenefit the user’s ability to authenticate themselves but lead to further
security vulnerabilities as one compromised account can result in other acteimgs

comprised if the login credentials are the same.

To overcome the cognitive demands on users, alternatives to passwords have been developed
with varying degrees of success such as graphical authentication systems - $@¢afantine,

1998), Déja vu (Dhamija & Perrig, 2000), VIP (De Angeli et al., 2002) and Passpoint
(Wiedenbeck, Waters, Birget, Brodskiy, & Memon, 2005) to name a few. Those systems relying
on recognition over recall are considered to be more effective, as they harecteynitive
demands and take advantageaoker’s ability to recall with or without a cue rather relying on

pure recall (Nicholson, Coventry, & Briggs, 2013). Graphical authenticatiomsysi@ve been
found to be more memorable than passwords but these advantages may not be suystginable
Chiasson, Forget, Stobert, Van Oorschot, & Biddle, 2009). Furthermore, these systgins
subject to observation attacks (Tari, Ozok, & Holden, 2006; Wiedenbeck,3Natdrrado, &
Birget, 2006).
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2.2.5.4 | Internal Influences: Personality

Recent research has started to explore personality and security behaviwasdth?of research

on personality has led to the development of many different theories and measurement of
personality. One of the most commonly used is the five-factor model (M&C@Grsta, 1987)

which represents a hierarchy of the personality traits; openness, extraversion, egessabl
conscientiousness, and neuroticism. Despite the number of different conceptuaalisatib
suggested factorial structures of personality, the big five structure haisedeaonsistent
support (Barrick & Mount, 1991).

McBride, Carter, and Warkentin (2012) explored the big five personality imaislation to
participants’ intentions to violate information security policy situations as depicted inagosn
such as disregarding the mandatory encryption procedure. Participants wereoasiktedtie
degree to which they would act the same as the character. They found that openratid
individuals were less likely to intend to violate the policies than extroverteddodis.

Halevi, Memon, and Nov (2015) recently explored conscientiousness in relatispe&o
phishing. They used a targeted phishing message that appealed to conscientiousneas and fou
that the conscientiousness level was significantly higher for those th&brféhe phishing

attack compared to those that did not. The phishing message appealed to efiicitanyer by
asking participants to review their time sheet by clicking on a linkigedvin the email.
Wording within the email was intended to motivate conscientiousness individuals to act on the
email. This study suggests that a petsopersonality may heighten their susceptibility to
targeted phishing attacks.

Shropshire, Warkentin, and Sharma (2015) explored the role of conscientiousness and
agreeableness on the intention-behaviour gagpdividuals’ adoption of security software. The
software provides the user with recommendations for various activities tovintireir safety

level. They found that the personality types moderated the relationship bettergion and

actual use of the software. Conscientiousness had a medium sized moderating eftss wher
agreeableness had a small/medium effect. The findings of the study suggesribatality

may play a moderating role between intention and behaviour and may account for ihdividua

differences in why some motivated individuals go on to enact behaviours while others do not.

Jeske, Coventry, and Briggs (2013) looked at the role of impulse control in the coihtext
nudging users into making better security decisions. By manipulating &senpation of
wireless networks (such as the order and/or the colour (red, amber, dgrden\i-Fi name),
they explored if they could nudge users to click on secure WI-FI. They found thad iiats
who self-reported as IT novices and had diminished impulse control made pecuetys
decisions. They found that they were able to nudge individuals with poor imputsel.cbhe
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effect for individuals with high impulse control was relatively small as they make betteitysecu

decisions without needing to be nudged.

2.2.5.5 ]| Internal Influences: Psychological Ownership

Psychological ownership is defined as a state in which individuals experéepossessive
connection with targets they feel dttheirs” (Pierce, Kostova, & Dirks, 2003These feelings

of ownership can occur regardless of whether or not the individual legally thenobject
including objects used by employees that are the property of their organisatiae @ie.,
2003). These targets can be physical items such as work computers and non-phystsal targ
such as ideas and creative works. Higher levels of psychological ownership towages eata

lead to increased feelings of responsibility towards it, leadirenbanced protective strategies
(Dipboye, 1977; Korman, 1970). In the context of work, if employees perceive thabwimey

the data they create and/or their work computer they may engage in more secuvitguig ba
protect it. Previously the notion of psychological ownership and computer security as onl
been studied in home users (Anderson & Agarwal, 2010). They found that psychological
ownership of one’s computer was significantly related to intention to perform security-related
behaviour, indicating that individuals who feel that their devices beloneim are more
protective of them. Research has also shown psychological ownership to be imfurtant
driving technology uptake behaviour in the workplace (Paré, Sicotte, & Jacquey, 2006
Feelings of ownership towards devices and data in the workplace may increase the likélihood o
protective strategies to maintain their integrity, availability and dentiality. Further research

is required to explore its potential role in employee security behaviour.
2.2.6 | ENVIRONMENTAL INFLUE NCES

2.2.6.1 | Environmental Influences: Social Influences

Employees are influenced by their immediate work environment and the indiwdtlalts this
environment. Employees’ perceived social influences are the extent to which an individual’s
behaviour is influenced by what relevant otherg.(eolleagues, management, subordinates)
expect him/her to do and the extent to which thelegee believes others are performing the
behaviour If an individual believes that relevant others are following secuaityons or
perceive that others expect them to follow the actions, they are more likehdéstake the

security actions.

The role of social influences on behaviour is emphasiseshme behaviour change theories.
The TPB argues that beliefs in whether peers and people of importance ¢osthre think they
should engage in the desired behaviour influences the degree to which the indivlHual w
perform the behaviouSocial learning theory posits that normative beliefs increase intention to
perform behaviour. As discussed earlier, the role of others is importdniifding self-efficacy

38



through vicarious experience and verbal persuasion of others. We learn throughatairsefv

others which is demonstratea Bandura’s well known BoBo Doll study (Bandura, Ross, &

Ross, 1961). In security, if management and colleagues think security behaviowesemsary
(normative beliefs) and perform them (descriptive norms); the employee & likely to
perform the desired behaviour. Employees may learn through vicarious experience by observing
other employees or management engaging in security actions which also enhancestbeir lev
of self-efficacy and their perceptions of social pressure norms. The influesoeiaff norms is

also likely to be mediated by the extent to which the employee identifieshgicompany (e.g.

Hogg & Terry, 2000). Saocial influence in the work environmmsnttherefore, an important
determinant of encouraging security behaviours but may also provide an understamading of

norms may influence insecure practice.

Research has used a number of different constructs to explore the role opsessareon
security behaviour. Some research focusses on the role of normative l&ligisr¢u et al.,

2010; Herath & Rao, 2009a, 2009b; Pahnila et al., 2007; Siponen et al., 2010; Sommestad et al.,
2015) or subjective norms (Ifinedo, 2011, 2014), both of which focus on the individuals
perception of what they think important people (e.g. management) expect of/tdst. other
research focuses on descriptive norms/peer behaviour which is the peradptien actual
behaviour of others such as fellow employees (Herath & Rao, 2009a, 2009b)sddremdas
consistently supports the role of these different components of social influences on IS
compliance intention in the workplace with the exception of a few studies. For exampl
subjective norms were not found to relate to policy compliance (Zhang et al., 2009) and
intentions to engage in anti-spyware behaviours (Dinev & Hu, 2007). Research exploring
consumer behaviour has also supported the role of subjective momtention to adopt anti-
spyware software (Lee & Kozar, 2008) and updating anti-virus software, backingauprdit
using firewalls (Ng & Rahim, 2005).

Social influences, therefore, appear to be an important determinant of security behaviour.

2.2.6.2 | Environmental Influences: Organisational Culture

There are many differeerspectives and definitions of organisational culture, however, it can

be regarded as the shared beliefs, norms, values and learned ways that have developed through
the organisation history (Brown, 1998) and is often referred to age way we do things

around here” (Schein, 1985). Organisational culture is an important determinant of the
effectiveness of an organisation, influencing the practice and performante ofganisation

and its employees.

There are many different theories and models of organisational culture; hawewsork of
Schein (1985) has received lots of attention and provides a good basis for undergstanding
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complexity of organisational culture. Schein (1985) suggested that there are thrseofevel
culture. The first isartefactswhich are the visual representations of culture and include dress
codes, rituals (e.g. meeting practices) and award ceremonies. These are observable ® outsider
but not necessarily easily understood. Below these surface level artefacts aspdheed

values of the organisation which include the goals, strategies and philosophiése of
organisation. They are the values the organisations wish to be known for and are expressed in
the mission statements of the organisation and advocated by the leaders of the iorganisat
Finally, there are thaidden basic assumptiodout the organisation which reflect the shared
values and are not necessarily visible to employees as they are so widetytekg are largely
unaware of them. They are referred to as unwritten rules and exist largbé/ inconscious

level but they provide the best understanding of why things happen within an oiganisat
Schein used the iceberg metaphor to explain culture with artefacts and espousedblaes

the waterline, representing the observable values, behaviours, practices and discourse, and

below the waterline are the influential unconscious values and behaviours.

Given the importance of an organisatioeulture for influencing employees’ behaviour, it is of
particular significance to information security. An effective infolioratsecurity culture is one
where security behaviours and security norms are embedded within the basic asswangtions
values of the organisation. An organisation that values the integrity and cadafiterof
information which is reflected in the philosophies of the organisatiwh alvocated in the
leadership and management will have a more effective security culturbeffuote, if the
basic assumptions within the organisation also reflect the values of infornstomity,
employees will be more likely to engage in security behaviours as thegt rifte overall

information security culture.

A number of research papers discuss the importance of developing an informatioty securi
culture in organisations (such as Furnell & Thomson, 2009; Lacey, 2010; Thomson, von Solms,
& Louw, 2006). In their review of literature exploring information security calfuom 2000 to

2013, Karlsson, Astrom, and Karlsson (2015) found that the existing literatureargasy |
focused on understanding what information security cuigjrihe roots/factors that contribute

to information security culture and cultivating/changing security culitrey found no studies
comparing security cultures and the potential differences on information gedlmgy also

found that a large body of the existing literature was descriptive oretieal in nature and

there were few papers on theory testing or studies looking at interventjparticular, studies
exploring the links between culture and information security relied heavilyswomey

methodology with a lack of other forms of research methods
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Despite the wealth of literature discussing information security eylthere are relatively few
studies exploring the link between culture and end-ussasurity behaviour. These studies
highlight a link between freedom to express opinions and try new ideas and securitplrehav
(Connolly, Lang, & Tygar, 2015). Other research has supported the role of top management
support(D’Arcy & Greene, 2014; Knapp, Marshall, Rainer, & Ford, 2006), security-related
communicationD’Arcy & Greene, 2014) and computer monitoring in the workplad®’ Arcy

& Greene, 2014) for security culture.

Organisational climate is often explored in relation to organisationalreulClimate focusses

on employee perceptions and evaluations of their work environment including policies,
behaviour, practices and goal attainment in the workplace (James & James, 1989) ideg prov

a context for understanding employeattitudes and behaviour (Schneider, Bowen, Ehrhart, &
Holcombe, 2000). It is often explored at the individual-level of psychological clifRat&er et

al., 2003) and when aggregated or clustered to group-level is considered to be part of the
organisational climate. Meta-analytic reviews such as Parker et al. (2003) have shown
psychological climate to be associated with some organisational variablesingciudrk
attitudes, motivation and performance in meta-analytic reviews. Climate ditbenscfriture as

it focuses on employeeperceptions of the work environment. Where culture is often referred
to as ‘the way things are done around here’, climate is‘how it feels to work here’ and considers

the experiences of working in the organisation.

Despite the lack of research exploring links between culture/climate and séelndtyiours in

the workplace, the current literature indicates that support and commitnant top
managemenfChan, Woon, & Kankanhalli, 2005; D’Arcy & Greene, 2014; Goo, Yim, & Kim,
2013; Knapp et al., 2006), supervisor practices (Goo et al., 2013), security comraanicati
(D’Arcy & Greene, 2014; Goo et al., 2013), co-worker socialisation (Chan et al., 2005) and
security enforcement/monitorin@’Arcy & Greene, 2014; Goo et al., 2013) may be important

at the individual-level for information security culture/climatehivitthe workplace. However,
this research is relatively in its infancy (Karlsson et al., 2015¥atiter research is required to

explore its role in information security in more depth.

2.2.6.3 | Environmental Influences: Perceived Punishment and Detection

Within the workplace, employees’ unacceptable behaviour can often be dealt via reprimands

from management or other formal sanctioning procedures such as disciplinayg. acti
Organisations’ IS policies often dictate the consequences of non-compliance and as such,

research has been dedicated to exploring whether fear of sanctions promotes policy compliance.

Research exploring whether the threat of sanctions deters misuse has nuiegs fand has
mainly been exploreth the context of employees’ intention t0 misuse computers or circumvent
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security procedures. Some studies have focussed primarily on formal sanctions in the
workplace.Formal sanctionsefer to those which are outlined within ti®policy which may

include disciplinary action or other offaliprocedures for dealing with policy violations.

Some studies have supported formal sanction severity (Aurigemma & Mattson, 2014; Cheng e
al., 2013; D’Arcy & Devaraj, 2012; Herath & Rao, 2009a, 2009b) whereas other research did

not support its role in IS misuse or compliance intention (Johnston &amam, 2015; Siponen

& Vance, 2010).

Certainty of formal sanctions also has mixed findings. Herath and Rao (2009b) found it played a
positive role in employeédS policy compliance intention and Li et al., (2010) found the same
for Internet policy compliance intention, however studies exploring its mol& imisuse have
largely been unsupportiveAurigemma & Mattson, 2014; Cheng et al., 2013; D’Arcy et al.,

2008; Siponen & Vance, 2010). Recently, Cheng et al. (2014) did support its role in istention

to use the internet for personal usage.

Potential differences could be due to measurement of the IS misuse behaeionajarity of
those studies not supporting a relationship between perceived certainty have uséassamathar
askedparticipants if they would intend to act in the same way as the charactetedg@heng

et al., 2013; D’Arcy et al., 2008; Siponen & Vance, 2010) and often create composite variables
from multiple scenarios depicting different issues that may mask potefifdiets. Those studies
supporting the role of perceived certainty on IS policy compliance intentieraitii & Rao,
2009a, 2009b) and intentions to use the internet for non-worked related purposes (Glheng et
2014) have used broad items to measure this motivation. Studies adoptingoscdepitt
specific IS misuse behaviours (e.g. modifying data without authorisation) aghéérese using
intention items focus on broad and less specific security/misuse behaviours. This may
therefore, account for the disparate findings as detection certaintgifferydepending on the
specific insecure behaviour. For example, people may have a higher detection cértia@yty i
modified data on a system (as the modification may get recorded) than if they sheir
password with a colleague. Subtle differences in detection certainty in relatspedcific 1S
misuses have not been explored in literature to date but rather those studedraoad
measures may suffer from abstractionidifities. Further highlighting the need for specifcity in

IS behavioural research.

In their review of GDTD’Arcy and Herath (2011) argue that compliance and IS misuse may
not be two sides of the same coin and that there may be different antecedbath tgpes of
behaviour as one is positive and desirable while the other is negative and undesitaiot@ayTh

be particularly important for perceived certainty as literature using a amplapproach (e.qg.
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(e.g. Herath & Rao, 2009a, 2009b) has supported its role whereas those studies lok&king at

misuse have not supported its role.

Other research has explored the rolénédrmal sanctionsvhich refer to sanctions that are not
covered explicitly in thdS policy such as disapproval of colleagues/peers but may occur as a
result of an employee’s insecure behaviour. Siponen and Vance (2010) found that certainty and
severity perceptions of informal sanctions (e.g. loss of respect, jeamhndismotion
prospects) did not significantly predict intentions to perform infownatsecurity policy
violations. D’Arcy and Devaraj (2012) also found informal (social desirability pressure and
moral beliefs) sanctions to directly and indiredtifluence individuals’ intentions to misuse
technology. However, Li et al. (2010) explored informal sanctions in the context ettudj
norms and found that it did not significantly relate to compliance intentiontéonet use

policy.

Johnston and Warkentin (2015) argue that existing research does not distinguish between formal
and informal sanctions. When exploring these separately, they found that infamaailon
severity and certainty were found to be significant determinants of compliatention with
protective strategies whereas formal sanction severity and certaintynareiggnificant. The
authors suggest that the potential to lose the regard of colleagiseméihsanction) is a more
significant motivator to engage in security behaviours as informal sanetiengss discrete

compared to formal sanctions.

As little research has explored the role of informal sanctions, there isuppertsfor its
potential role in deterring IS misuse. For formal sanctions, there is a wealttsadrch
exploring sanction severity and detection certainty, with literature sumggedbat employee
perceptions of sanction severity are more effective in deterring misusthéuwaperceptions of
the likelihood of getting caught. This suggests that detection mechasisimsas computer

monitoring only work if backed with severe sanctions.

A major assumption of studies adopting the deterrence approach is that empleyegararof
formal sanctioning procedures outlined within IS policies or that they \aeeeathat the
behaviour is illicit in the eyes of the policy compliance approach. There appdae a lack of

studies addressing whether employees are aware of the sanctions of insecure behaviour.

2.2.6.4 | Environmental Influences: Rewards/Incentives

The role of rewards and incentives for influencing behaviour stems from warly on
behaviourism. Skinner’s work on operant conditioning showed that people’s behaviour could be

shaped through positive reinforcement, where a desirable stimulus is presented as a

consequence of an individual enacting a behaviour (Skinner, 1938). The importance of rewards
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for behaviour and motivation is part of other well-known theories including | soaignitive

theory (Bandura, 1997), and self-determination theory (Deci & Ryan, 1985).

Organisational reward systems are often in place within organisations; such as qreréorm
related pay and bonuses. Rewards can be tangible and include money or material goods such as
prizes whereas intangible rewards include praise, recognition and achievements. They are
largely explored in relation to employédstrinsic motivation and job performance. Meta-
analyses on incentives in the workplace have found them to have moderate effegioyrem

job performance (Condly, Clark, & Stolovitch, 2003). However, their influence olvation is

less clear (Pierce & Cameron, 2003) particularly those relating torpenfice-contingent

rewards.

Deci, Koestner, and Ryan's (1999) meta-analytic review found performance-contargghlke
rewards ld to decreases in individuals’ intrinsic motivation but positive feedback or intangible
rewards resulted in enhanced motivation. Other research has found that tangible rewbeds ca
useful for intrinsic motivation when the rewards meet progressively demandingttginable)
standards rather than a constant required task performance (Pierce & Camerom Gt
meta-analysis by Cerasoli, Nicklin, and Ford (2014) indicated that rewards aterglelictor

of the quantity of performance whereas intrinsic motivation is a better predictor of quality of jo
performance. They conclude that they are not necessarily antagonistic and thatoncdindti

incentives are best considered simultaneously.

The role of incentives or rewards for security-related performangederstudied. Security is
often seen as a secondary task in job performance (Beautement et al., 2009) so bedraviour
unlikely to be coveredvithin an employee’s performance-contingent rewards. The limited
research has been unsupportive of their role. Posey, Roberts, and Lowry (2011) found that
tangible rewards such as financial incentives were a weake of employees’ motivation to
protect information security but intangible rewards such as management suppod Btrong
source. Siponen et al. (2014) also found rewards of compliance did not significaaiiytoel
compliance intention. Bulgurcu, Cavusoglu, and Benbasat (2009) found that rewards
(combination of tangible and intangible) were only important for compliance irogegs with

a longer organisational tenure. The literature suggests that intangiblelsenay be important

for driving security behaviour. However, the influence of tangible or intésgewards on

employees’ performance needs further investigation.

Rewards have mainly been studied in relation to perceived maladaptive rewards, i.e. the benefits

of engaging in risk-taking behaviour such as the rewards of writing down pdssamma

reduction in cognitive demand and saving time. PMT posits that rewards decreasditfumtik

of an adaptive response but increase maladaptive coping. Rewards are often undénstudied
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PMT research as there #slack of conceptual difference between rewards for maladaptive
behaviour and the response costs for the adaptive behaviour (Abraham & Sheeran, 1994)
Research exploring the rewards of maladaptive behaviour has found that intangilvtis rewa
(e.g. saving work time) significantly negatively affected compliance intention é/ahal.,

2012) Posey, Roberts, and Lowry (2011) looked at both tangible and intangible maladaptive
rewards and found that intangible (e.g. personal gratification and satisfaction) rewards
negatively affected motivation to protect information assets. They found tanaible
maladaptive rewards had no relationship to motivation. The research suggestaritheac i
rewards from engaging in maladaptive risk-taking behaviour nebaiiviiuence engagement

in security behaviour.
2.2.6.5 | Environmental influences: Positive Organisational Behaviour

2.2.6.5.1 | Organisational Commitment

Organisational commitment is ammployee’s identification with and/or loyalty towards an
organisation(Morrow, 1993). It can be considered to be the degree to which they have a
positive relationship with their organisation an@ isable indicator of employees’ intentions to
remainin a job (Mowday, Porter, & Steers, 1982). Organisational commitment has been
differentiated into three forms that reflect different psychological stéteggr & Allen, 1991)
Affective commitmentrefers to the emotional attachment employees feels towards their
organisationgontinuance commitmenthen employees evaluate the costs and gains associated
with leaving the organisation amtbrmative commitmenwhich refers to moral obligations
employees may have towards their organisation. Of the three forms, affemtiveitment has
been shown to significantly relate to performance, attendance and organisationakltiiz
behaviour (Meyer, Stanley, Herscovitch, & Topolnytsky, 2002). As organisational commitment
is a positive form of organisational behaviour and has positive links toveagoational
performance, individuals with greater commitment may be more likely to engaggcurity

actions.

The relationship between commitment and security has been relativelystugsa. High
organisational commitment has been found to relate to greater securigjobetand less
engagement in counterproductive behaviours (Stanton, Stam, Guzman, & Caledra, 2003)
abiding to acceptable use policies and discussing these policies with colléStuesn &
Mastrangelo, 2004) and intending to comply with IS policies (Herath & Rao, 2008&3e T
studies suggest that commitment may play some role in security, particuladpdaypriate

and acceptable use of IS systems. However, the research is relatively in its infaitsyiaksl

to security behaviours merit further investigation.
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2.2.6.5.2 | Organisational Citizenship Behaviour

Organisational citizenship behaviours (OCB) are positive organisational betzadiefined as
‘discretionary contributions that go beyond the strict job description and that do not lay claim

to contractuakecompense from the formal reward system’ (Organ, 1988). They go beyond an
individual’s job performance and relate to behaviours that contribute to the optimal functioning

of the organisation. These individuals “go above and beyond” the minimum requirements of

their job role and as such, organisations benefit from increased productivitigneffiand
customer satisfaction when employees engage in OCB (Podsakoff, Whiting, Podsakoff, &
Blume, 2009).

Williams and Anderson (1991) distinguish between two forms of OCB. The ifirst
organisational citizenship behaviour towards individuals (OCB-I) which arevioeins targeted

at fellow employees within the workplace. The second is organisational shipdpehaviours
towards the organisation (OCB-O), those which directly benefit the ogg@mis The
importance of OCB has been demonstrated in occupational psychology literature aeérhas
found to have many positive consequences for organisations such as higher unit sales
(Podsakoff & MacKenzie, 1997) and increased job performance (MacKenzie, Podsakoff, &
Ahearne, 1998)The role of OCB in the security context has remained unexplored. However, it
would be expected that individuals who engage in discretionary behaviours may comibute
and engage in more security-related actions. Further research on the role of iBfoBration

security is required.

2.2.6.6 | Environmental Influences: Design and usability of security
“When security gets in the way, sensible, well-megndedicated people develop hacks and

workarounds that defeat the security” (Norman, 2009)

The design and usability of security systdma necessary pre-exquisite for ensuring that users
can perform security tasks. When systems are unusable, users will circumvent the process or
find workarounds to the systeto perform their job (Adams & Sasse, 1999), or adopt less

secure practices that are more usable.

Whitten and Tygar (1999) define usable security as a set of priorities in which the dxmste
is; “(1) reliably made aware of the security tasks they need to perform; (2) are able to figure
out how to successfully perform those tasks; (3) don’t make dangerous errors; and (4) are

sufficiently comfortable with the interface to conte usingi. ” (p. 2).

Early work by Whitten and Tygar (1999) on the issues surrounding usability andtysecur
mechanisms are still of importance today. Their pa@@ry Johnny Can’t Encrypt” highlighted

important issue®n the state of play of security software design and usability for consumers.
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They argued that design standards for consumer software are not sufficient fity sétah
they demonstrated through a user study of email encryption. Since their early warkhaker
been increased interest in usable security from researchers and practitioners, and avbddy of
has been dedicated to designing solutions so that they are more usable, pariicula
authentication research.

Therefore, the design of security is important in driving appropriate and caeatity
behaviour in users. However, in isolation, usable security is not enoughytaridiérstand the
complexities surrounding poor security behaviour as despite usable securiystilsbehave
insecurely. Initially, studies of usability and anti-spyware found a link betweeilitysahd
perceived behavioural control but not of their intention to use it (Dinev &2007; Lee &
Kozar, 2008), and at best it may play an indirect role via attitude (Kumar et al., 2008).

More recery, support has been found for role of perceived ease of use and perceived
usefulness on intentions to adopt an email authentication service (Herath et al., 2014) an

security software (Shropshire et al., 2015).

Perceived usefulness and perceived ease of use appear to be important for protective actions that
involve software usage. However, contradictory evidence is found in the small amount of
research exploring their rolen attitudinal and motivational components of security software

usage.

2.2.6.7 | Environmental Influences: Persuasion and Deception

The role of persuasion in influencing individuals into engaging in insecure ibehds best
understood in connection with the success of social engineering. Social engirisering
particularly problematic for organisations and is considered a major secueidy (hfitnick &

Simon, 2003). Social engineering techniques rely on human interaction and involve non-
technical methods of intrusion from attackers. They adopt social persuasion techniques to target

the human element in security (Applegate, 2009)

There are many social engineering methods used to try and trick individuals. ifitiase
tailgating, baiting, pretexting and phishing to name a few. Phishing emails are tieenaddt

common forms of cyber social engineering as attackers can cheaply and easilytalistribu
millions of emails but require a very small return to achieve substantial tseff@fiunderstand

the success of social engineering tactics, it is necessary to explore how people are persuaded and

deceived into behaving insecurely.

One of the most prominent theories of persuasion is the elaboration likelihood (BbbEl
Petty & Cacioppo, 1986) that posits that individuaddtitudes can be changed through

persuasive communication, arglof particular relevance to phishing emails. When presented
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with persuasive information, individuals engage in some level of elabor&tamording to
ELM, there are two routes to persuasion: the central route and the peripleahich are
moderated by the ability and motivation of the individual (Petty & Cacioppo, 1986%ehtel
route involves greater elaboration and cognitive effort than the peripheral routeftemd
involves extensive thinking and diligence. When receiving a phishing emag, Wias process
it using the central route may carefully examine the information in the neeg¢say the
perceived legitimacy of message content), scrutinise the email (e.g. examine thecytloénti
links and the sender email) and consider other heuristics that could indicateiagpémail.
When individuals do not elaborate on information, they will go dowsedpheral routen
which they rely on simple heuristics such as the communicator credibility or gressatent.
As such, individuals’ peripheral route may be fooled by the email content (e.g. a false urgency
or a promise of reward) and the false representation of legitimate companigedesgof
mimicked companies). The peripheral route relies on mental shortcuts, netngea@uatively
thinking about the information and as such, relies on superficial factors. Theutes are not
mutually exclusive and are often used in combination. However, individuals whoylasgeh
peripheral route when using email are more likely to be phished as they do not engage
necessary relevant thinking (e.g. phishing detection). On the opposite side af gxsremely
persuasive phishing email could engage central route processing but still leédualdito act

on the email.

Message credibility plays an important role in the peripheral route to frppesuasion (Petty

& Cacioppo, 1986). Attackers impersonate large organisations that users will kmough
impersonation they are relying on the credibility and reputation of the compasysitade the

user. Furthermore, the use of a business logo, signatory and copyright may enkance th
credibility of the message (Wang, Chen, Herath, & Rao, 2009). As research has fdaund tha
personalization/spear-phishing emails also leads users to click on links (Habdyi 2015;
Jagatic, Johnson, Jakobsson, & Menczer, 2007; Rocha Flores, Holm, Svensson, & Ericsson,
2014) and more so than emails which are not personalized (Rocha Flores et al.jH2014),
presence of personalisation, therefore, enhances the perceived credibiigynuéssage. Other
research has found that the sefslemail address influences trust in the email (Dhamija, Tygar,

& Hearst, 2006; Karakasiliotis, Furnell, & Papadaki, 2006; Kumaraguru, Acquisti, & Cranor,
2006; Vishwanath, Herath, Chen, Wang, & Rao, 2011), which is problematic as they can be
easily spoofed. Wang et al. (2009) argue that an authentic looking sender emailiaduire s

the features of assessing information credibility in emails. Perceived &tedikil, therefore,

determine the persuasiveness of a phishing email.

A second important contributidio research on social engineering is theories of deception. One
of the prominent theories is the interpersonal deception theory (BullBur§oon, 1996)
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however Wang, Herath, Chen, Vishwanath, and Rao (2012) argue that it focusestoridaee-
communications so its applicability to phishing is limited and retiesmany channels of
communications (including body language and speech patterns). They use the Theory of
Deception (Johnson, Grazioli, Jamal, & Zualkernan, 1992) as it is more appropriaestor |
interactive and non-fadm®-face communications such as email phishing, and focuses less on the
interplay between deceivers and targets, but provides more consideration on the taeel of
individual in the cognitive processing of deceptive information (Grazioli, 2004).

The theory focuses on the information processing involved in deceiving anctirdpte
deception. When receiving an email, individuals first compare assurance and trus.gues (
email phishing heuristics) with their expectations about these cues and whenstlagre i
inconsistency between the observed cues and what is expected, activation raises suspicion and
directs attention to the cues. Individuals then use their domain-specific know(edge
evaluating multiple phishing heuristics) to assess the genuineness of the cwetudtsdthen
form an overall deception assessment reguftiom one strong assessment (e.g. the link in the
email is clearly illegitimate) or the result of several weaker ones comigingdthe sender
email does not match the address, the attachment is a zip archive and the corgating a
sense of urgency)An individual’s competence at identifying deception cues is indicative of
better detection performance (Grazioli, 2004) so individuals with greater &dgeviof what to

look for in phishing emails are better at detection.

Vishwanath, Herath, Chen, Wang, and Rao (2011) found that when individuals receive a
relevant email (e.g. from a service provider they use), they will focus gdigpianality on
emotional triggers (e.g. urgency cues) and will ignore deception indicatorsh@ gpurce, and
grammar and spelling elements within emails), which will increase suscéptibiticusing on
these latter elements will not lead to elaboration whereas focusing on urgencyoeses
influence elaboration as it garners greater information processing resouncesh& user,
triggering elaboration and reducing susceptibility. Individuals who do not entesrafi@n

may, therefore, be more likely respond to the email. Further research by avahg(2012)
found that those with greater scam knowledge paid more attention to deceptiotoiachcal
consequently have a lower chance of getting phished. Individuals with greatelelge pay

less attention to emotional triggers and rely more on deception indicatggessing that
knowledge and ability play an important role in determining how individuals te@ersuasion

and deceptive messages. This is supported by other research that has found thatsnditidua
greater knowledge and experience with social engineering threats are lgsgdilall for
phishing emails (Downs, Holbrook, & Cranor, 2007; Sheng, Holbrook, Kumaraguru, Cranor, &
Downs, 2010).
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2.2.7| SUMMARY OF FACTORS INFLUENCING SECURITY BEHAVIOUR
Overall, research suggests that users’ security behaviour is influenced by a range of factors tha

are both internal and external to the individual.

The literature included research from consumers’ behaviour to understand further what may
motivate security behaviour. However, employees’ behaviour is more complex within the
workplace setting as it is influenced by their organisation and working environesyite the
wealth of studies that explore the factors that influence employmestions to comply with
their organisatiots IS policy, there are only a few studies in which the determinants of the
individual security behaviours within the policy are explored (Ng et al., 2009; Véorlatial.,
2008). There is, therefore, a need to explore the research gap to identifyirtgates of specific
security behaviours in an employment sample rather than continued use of globalisedrindica

of employees’ security behaviour.

Additionally, while the existing research has provided a promising badelinsmderstanding
security behaviouin the workplace it is unclear which factors (e.g. internal and environmental)
are most important for security at work and whether the organisational coragstaptole in
determining these factors. The existing literature has largely focussed on the factthe
prediction of attitudes, intentions or behaviours. However, more understanding is needed f
what may influence these factors within the workplace and how they mesplay in

determining levels of different security behaviours.

50



2.3| BEHAVIOUR CHANGE

Section 2.1 explad literature addressing the influencers of secure and insecure behaviour. As
discussed, many of these studies have adopted behavioural models that focus on bathaviour
the individual level such as PMT, TPB, HBM and SCT. There has, however, beeaisdesk
these theories for driving security behaviour change. The question is, whaitqns to target

in an intervention?Conner, 2014). For instance, if self-efficacy consistently predicts securi
behaviour, interventions and systeoan be designed to best maximise users levels of self-

efficacy.

Despite investigating factors that influence behaviour, research has beed limiising the
findings in behaviour change interventions. They have been primarily dedicated to
understanding the causes of security behaviour, which is important, but legapoawhere

this knowledge has been udedactually change security behaviour. There are many approaches
to behaviour change which include focussing on the behaviour as an agent of change (e.g.
Diffusion of innovations; Rogers, 2010), integrated research-driven frameyeogkdehaviour
change wheel; Michie, van Stralen, & West, 2011) or combining knowledge from behavioural
economics and psychology (e.g. MINDSPACE; Dolan, Hallsworth, Halpern, King, & Vlaev,
2010). However, as this thesis is interested in intervening at the individual feiseimportant

to consider the body of work on behaviour change processes for intervening at e¢his lev

Consequently, other behaviour change approaches will not be discussed in-depth.

2.3.1 | MOTIVATIONAL AND VOLITIONAL APPROACHES

PMT, TPB, and HBM as discussed in section 2.2.1 are examples of motivalieoaés that

place behaviour change on a continuum and view intention as the best predictor of subsequent
behaviour and that levels of the determinants of intention give rise t@higlv engagement in

the desired behaviour. However, research exploring the link between intention and behaviour
indicates that intentions are insufficient in predicting actual behaacaounting for 1/3 of the
variance in actual behaviouran issue referred to alse “intention-behaviour gap” (Sheeran,

2002).

Motivational theories may only explain the first part of behaviour changév@ing people to

intend to change), with more attention needed on the second part (aiding intenders into
behaviour change). Motivational approaches do not explain how intentions are traimstated
action and are not sufficient in creating large changes in behaviour (Webb &i$h2@06)

The lack of translation into actual behaviour is because while many peopleteg o act;

they may fail to follow through with their intentions. Therefore, inagoh, a motivational
intervention may not lead to desired and sustained behaviour change (Hagger et al., 2002)

Attention has therefore been drawn to understanding the volitional pescésvolved in
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enacting and maintaining behaviour and bridging the intention-behaviour gagxafople, one
of the reasons people fail to enact behaviour is due to poor self-regulation straediese

such strategy is planning (Abraham, Sheeran, & Johnston, 1998).

Theories which consider the volitional processes in translating intemionstions are “stage-
based” in which movement through a stage is influenced by different variables (Weinstein,
1988). These models have moved away from the limitatbasher social cognition models as
they do not focus solely on intentions as the most proximate predictor of behaviour grcons

the transition from motivation to actual behaviour engagement.

One of the most commonly used is the transthmatanodel (TTM Prochaska & DiClemnte,
1983). The model is distinguished by six mutually exclusive stages that positechsara
process that unfolds rather than as a discrete event. Individuals progress thatughtage,
although relapse and multiple attempts are recognised. Individuals are categorised ofto one

six stages:

1. Pre-contemplatioris where people do not intend to take action in the near term and
may be unaware that their current behaviour is problematic.

2. Contemplationis where people intend to change their behaviours in the short term and
are beginning to assess the costs and benefits of their continued behaviour.

3. Preparationis where people intend to take action soon, have a plan of action and are
beginning to take small steps towards behaviour change.

4. Actionis where people have made modifications to their behaviour but as action is often
equated with behaviour change, individuals must maintain the behaviour.

5. Maintenanceds where the person has been able to sustain the behaviour and is working
towards preventing relapse.

6. Terminationis where the individual has zero temptation to revert to the old behaviour.

The TTM also identifies ten processes of change and strategies whiclduadsviise when
progressing through stages (Prochaska, Velicer, DiClemnte, & Fava, 1988). The TTM is a
dominant model in health psychology and has received significant empirical supparh,(Sutt
2001). However, its use in understanding security behaviour alongside other stage theories has
remained relatively underexplored. The TTM will be used within the final inteoretdi assess

participants’ readiness to change their security behaviour.

The Health Action Process Approach (HAPA; Schwarzer, 1992), Rubicon Model iohAct
Phases (Heckhausen & Gollwitzer, 1987) and the Precaution Adoption Process Model
(Weinstein & Sandman, 1992) are other examples of stage theories. They all rdiffer i

number of stages proposed and what strategies help individuals transition thtaggh.
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However, a central component of all these stage theories is that there araitwstages to
behaviour changea motivational stageand avolitional stage The motivational stage contains

the motivational elements of models such as the Theory of Planned Behaviour andoRrotect
Motivation Theory, focussing on the determinants that led individuals to inteedéct the
desired behaviour (such as enhancing threat and coping appraisal). Followingriugofoof

an intention, individuals must then form a goal and consequently, a commitmentote fol
through with behaviour change. This is called the volitional stage and foamseas initiation

and maintenance of behaviour change through the use of self-regulatory processeslsuch goa
setting and planning.

2.3.2 | IMPLEMENTATION INTENTIONS

Implementation intentions are a volitional technique that has been used in behaviourtehange
help translate intentions into action. They are a planning technigderitfy behaviours that

will be performed in specific critical situations (Gollwitzer & Sheeran, 2@0@) take the form

of “if-then” statements; a type of action plarhe “IF” component is where the individual
specifesthe situational cues or critical situations that will prompt the behae(og. IF | leave

my workstation..). The “THEN” component is the god-directed response which is in line with

the overall desired behavioural changeTHEN | will lock the work computer) and is to be
cognitively associated with the situational cue. If-then statements allow a stseagiation
between the situational cue and the specified response and are quite stable over timediGollwitz
& Oettingen, 2011). Unlike goal intentions that specify desired future behaviour, thetstiengt
implementation intentions lies in the specificity of the plan by detailingn, where and how

the individual will perform the behaviour (Gollwitzer & Sheeran, 2006). Thearisituation

then becomes highly salient to the individual, reducing the likelihoodissed opportunitiet

enact the desired behaviour (Webb & Sheeran, 2004). Implementation intentions are a useful
self-regulatory strategy for managing the critical situations that leasghdesired habitual
responses. They can break down unwanted habits and promote new, wanted behaviours. When a
person attempts to alter their existing behaviour, implementation intentenseful to link the

new behaviour with the situation that previously led to the habitual behaviouaéfdd, de
Ridder, & de Wit, 2009; Gollwitzer & Sheeran, 2006). For example, an employee who knows
they are unlikely to lock their computer when they leave their desk may usdldvérfg plan

to help counteract that habitual respori$el am tempted not to lock my computer, then Ilwil

remind myself it does not take long to log back in

Implementation intentions have been shown to be effective in bridging the intbatiamiour

gap for a variety of health-related behaviours (Hagger & Luszczynska, 2014)aidyaes of

94 studies have shown them to have a medium to large effect size (d=.65) for gualeatta

(Gollwitzer & Sheeran, 2006). Whilst there is a plethora of research expland
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demonstrating the impact of implementation intentions on behaviour change, they halye larg
been comprised of populations drawn from non-occupational groups, mainly students (e.qg.
Arden and Armitage; 2012; Milne et al., 2002) or the general public (esgvsBer, Elliott, &

Kelly, 2015; De Vet, Oenema, Sheeran, & Brug, 2009), with less research exploring their
applicability within the workplace setting. There is no research which has edplor
implementation intentions in the context of security behaviour in the wogkplamvever
research has shown them to be effective for pro-environmental behaviour (Hél&ais], &
Langendam, 2006), health and safety training attendance (Sheeran & Silverman, 2003) and anti-
smoking behaviour in the workplace (Armitage, 2007).

As discussed, an intervention combining motivational components accompanied by volitional
strategies will lead to greater behaviour change than the sole use of one of theubehange
techniques. Combined interventions have shown to be effective in driving behakienge
(Chatzisarantis, Hagger, & Wang, 2010; Hagger, Lonsdale, & Chatzisarantis, 2012;tMilne e
2002; Prestwich, Ayres, & Lawton, 2008)

A central aim of this thesis is to develop and evaluate an intervdntiomprove the security
behaviour of employees based behaviour change principles. The thesis seeks to adopt a
stage-based approach to designing an intervention that combines motivational (usmgicont

theories) and volitional approaches (implementation intentions).
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2.4 | RESEARCH EXPLORING BEHAVIOUR CHANGE FOR SECURITY

Changingusers’ security behaviour and decisions has been largely understudied. The majority
of attempts have focussed on designing better systems and software so that they are more
usable. While usable systems are essential for reducing the burden tdhesgrrsyibus section

has shown that there are a number of influencers of secure and insecure behaviowes that ar
independent of software/system design. This section of the literatire/fecugeson research

that has attempted to influence users’ security behaviour - both in consumers and within the
workplace rather than literature focussing solely on usable secumitparticular, it will
concentrate on the growing body of literature utilising psychological knoel&agnotivate

users to behave more securely and those that target the processes underlying atingregul
security behaviour.

Despite efforts to understand the security behaviour of employees, there hitléettention
dedicated to improving this behaviour. The security domain is inundated with papers and
reports highlighting the importance of awareness campaigns and informationydeaumiing in

the workplace and survey literature has positioned this approach to improvatimotbut not
actual behaviour. There is a large research gap between experimental saidaekitbss the

effectiveness of interventions and approaches to improving aetcaiky behaviour.

Taking a policy-compliance approach, methods in the workplace have largely foamssed
training, education, and awareness campaigrismiprove compliance with the companies’ IS

policy. These approaches have taken a number of different forms including presentations,
newsletters, video games, and posters. Topics covered in training and awareness programs can
include social engineering, password security, security on the internet, phislaiitgyamd clear

screen policy (Bauer, Bernroider, & Chudzikowski, 2013) along with otbpics and

behaviours that may be coveriedhe companies’ IS policies.

Information security training has been considered to be different fromfotines of training as

it relies on persuasion (Karjalainen & Siponen, 2011) and not merely education; it is designed to
influence behaviours and persuade employees to take a particular course of dwtiothaat
purely focusing on awareness building and skill acquisition. For effective behabhiaoge in

the workplace, training and awareness campaigns need to be theoretically-grourimed
effective. Unfortunately, reviews have indicated that this is largely notdbke in existing
approaches for IS security training. For example, Puhakainen and Siponen (2010) revéewed th
existing literature on IS security training and concluded that previous approachelsekave
largely non-theoretical and anecdotal, with the majority of approaches lackingicampi
evidence and a theoretical grounding. For interventions to be effective amgh afuaility, they

must be based on theory so that they can provide an explanation of how and why they work.
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Similarly, approaches also need to provide empirical evidence of their effickenthat they

can demonstrate whether their approach works in practice. Puhakainen and Siponen (2010)
argue that training approaches within the IS domain often take a pedagogical afproach
improving employee compliance and of the 23 studies reviewed in their study4 avdye

found to have a theoretical underpinning and only 2 of these provided empirical evidence.

To overcome the previous issues in IS training approaches, Puhakainen and Siponen (2010)
developed a training program using persuasive communication to increase e-mail @mcrypti
They found that persuasive communication can successfully improve policy compliance
behaviour of employees. Furthermore, they suggest that IS training should use methods tha
enable learnetssystematic cognitive processing of information and should adopt learning tasks
that are of personal relevance to the learners. This study is one of the few ¢&hatthaory-

based grounding and provides empirical evidence demonstrating the utility of adoptiryg theor
based IS training.

Training approaches to behaviour change may be more appropriate for dasiaijours that
require a level of skill such as detecting phishing emails. The training @ietgiip individuals
with necessary skills to undertake security actions. However, not all tgeahaviours are
skill-based so the appropriateness of training for specific security behavioerds

consideration.

Reducing susceptibility to phishing emails is an area of research whamegtaas been shown

to be effective. Kumaraguru et al. (2009) conducted awedtt evaluation of “PhishGuru”, an

email embedded training system that trains users with strategies to aviogl fiail phishing
emails. The system works by sending simulated spear-phishing emails to users. iddaé w

for phishing emails are then presented training in the form of comics. By being embetided
phishing email, it provides a highly salient training system that is linkatle individual’s
current insecure behaviour. They found that the training led to retained knowfenige8adays

and additional training messages resulted in decreases in disclosing iigortoaphishing
attempts. However, participants could be more cautious simply because they feel they are being
monitored by their organisations as research has shown that perceived momiftwergres
security behaviou¢D’Arcy & Greene, 2014). Other approaches adopting embedded training in
simulated phishing emails have been found to be somewhat effective but only a small

percentage of victims (12.65%) go on to take part in the training (Jansson & von Solms, 2011).

Training and awareness promotion in isolation is not sufficient for behaviangehA wealth
of research indicates that users and employees do not behave securely despite having the
necessary knowledge and skills. Recent research has shown that there is no diffeffemce in
security behaviour of experts and non-experts despite experts having better nosietal oh
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the interné (Kang et al.,, 2015). This suggests that knowledge in isolation cannotrexplai
secure/insecure behaviour. Other research has shown that despite taking paitdn treéms

still behave insecurely. Kearney and Kruger (2013) found 69% of those users who disclosed
their passwords in their phishing study had completed the security traininge ipaist.
Approaches that combine training alongside behaviour change principles may |eacditarst
sustained behaviour change for security.

The following sections of this literature review have been broken down into recurring
approaches that have been investigated to promote security behaviour. Thedéadfieacy

manipulations, fear appeals, serious games, message framing and persuasive communication.

2.4.1 | SELF-EFFICACY MANIPULATIO NS

Within the existing research that has utilised training or educational apprdaéhgsove end-
user security behaviour by using principles of enactive mastery througtiydiraming the

user and then requiring them to practice the behaviour. However, there are fewshidies

discuss the theoretical underpinnings in relatmself-efficacy.

Wirth, Rifon, LaRose, and Lewis (2007) designed an intervention as&MT to increase
self-efficacy and protective online safety behaviours with 547 high satodénts through
enactive mastery. The interactive programme covered safety issues focusingemtialyot
dangerous encounters through emails, social networks, surfing and financialtivassdhey
were providedwith the option of “show me how” to train them how to protect themselves
against a particular issue. They found that those exposed to the enactive masteamtioner

had higher levels of self-efficacy compared to those who were not exposed. Howeverathere w
no main effect of the self-efficacy intervention on intentions to engage in pvetéethaviour
except for intentions to use privacy settings in browsers. Overall, thevention increased
levels of selfefficacy and had some influence on students’ motivation to adopt protective

behaviours.

Shillair et al. (2015) used PMT to enhance security behaviours of internet Tiseyswere
interested in the role of personal responsibility for security. They beltea¢geople who have
a higher sense of personal responsibility for security are more likely totakelesecurity
behaviours. Individuals with high self-efficacy view security as their respdtsibihereas
those with low self-efficacy may diffuse responsibility onto other sources @sidheir 1S
policy). They were interested in whether manipulating responsibility perceptioyside
enactive mastery training would lead to greater intentions to engage sediety behaviours
compared to using persuasive threat messages (providing simple suggestions that they could
cope with the security threat). They found that those exposed to theowscarkperience
treatment had significantly higher coping self-efficacy than those withinp#rsuasion
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condition. It had no direct effect on intentions in isolation but when combined thgth

responsibility manipulation it improved intentions.

Boehmer, LaRose, Rifon, Alhabash, & Cotten (2015) also looked at experimentally
manipulating personal responsibility to increase protective behaviours (reaigizgy policies,
changing passwords, changing browser privacy settings, reading licencingnegpeeor
software, changing IM settings, backing up files and verifying the identity ofit@spsThey

did not manipulate self-efficacy but looked at the influence of existing levellseoeffects of

the responsibility manipulation. Like the Shillair et al. (2015) study, ppatits were exposed

to a responsibility manipulation; in which they were either persuaded that online security is thei
personal responsibility or is shared responsibility. They were interestée ieffects of this
manipulation on intentions and also the potential role that existing leValsif-efficacy and
safety involvement may play.

They found that framing the message towards personal responsibility led ¢asegrin
intentions to engage in security behaviours. The effect was greatest faduativwith high
existing levels of online safety involvement and high self-efficacy, and thatirnighvement
users exhibited greater protective behaviours. The manipulation did not warkdigiduals
with low sdf-efficacy and low involvement: the authors position these as potentially the most
vulnerable group. They found that they had lower security intentions when presattex
personal responsibility manipulation suggesting that they were discouraged froningehav
securely. The findings suggest that this novice group may be easily discouragqutedested
with security information that informs them to take responsibilitysecurity online as they
also lack self-efficacy to undertake the behaviours. The findings indicate theontsalbr
interventions to participants existing self-efficacy perceptions as thpadstial for negative

effects.

2.4.2 | FEAR APPEALS

“Fear appeals are persuasive messages designedr® seople by describing the terrible
things that will happen to them if they do not dbaivthe message recommendgVitte, 1992

p. 329). Fear appeals traditionally target aspects of individtlaisat appraisals by using
statements of the severity of threats and their potential susceptibitite threat. The appeals
may also target coping appraisal with statements of response efficacy andicatirefiVitte
and Allen's (2000) meta-analysis of fear appeal literature found that fearlsappeduce
moderate effects for fear arousal and large effects for perceived severity and susgeptiey
also found that the stronger the fear appeal, the greater effect it hadunte aintentions and

behaviour change.

58



Johnston and Warkentin (201@pked at fear appeals and adoption of anti-spyware. The fear
appeal sought to target the severity (e.g. potential to affect computer perfornasace)
susceptibility (e.g. providing likelihood statistics) of the securityahend statements about
coping with threat and the efficacious of such coping approaches. They fouridlltvaing
exposure to the fear appeal, there was a significant increase in severity, ilsiliscepelf-
efficacy and response efficacy for those exposed to the fear appeal.

Recent work by Johnston and Warkentin (2015) compared three fear appeals covering password
theft, data theft from not logging out and USB theft within multiple goverhrogganisation

and their effect on changing passwords, logging out and USB protective behaviouardJuneey

that existing fear appeals focus on threats to information, data and systems sentht¢ke
relevance to the individual and this is often the conventional approach in I&fesals. They

add sanctioning rhetoric to account for the threats to the human asset as they pibsitisatio
non-human assets (e.g. data) lack robustness to the user since they lack descriptions of threats of
a personal nature. They explore this personal relevance in the context of santtionghey

argue directly affects the individual and thus can enhance the personal relevahoeaof
appeals ‘{enhanced fear appeals elements”). They found that there was a significant difference

for all PMT constructs (severity, susceptibility, self-efficacy, responseaef) and additional
constructs for sanction rhetoric (formal/informal sanction severityndtimformal sanction
severity and sanction celerity) between those exposed to the fear appeat@rdobgroup

who experienced no fear appeal. They also found that there was a significamndédfén
compliance intention with those in the fear appeals groups, which significanttpidijreater
intention to engage in protective security behaviour. The study does not repanfesagtial
statistics comparing the three types of fear appeal to ascertain any pdiffetences in PMT

constructs and intention.

Jenkins, Grimes, Proudfoot, and Lowry (2013) used ijuithe fear appeals to reduce
password re-use. Their system detected when users were reusing an existing password (using
keystroke dynamics wheamuser generates the passwords.g. a re-used password is routinely
processed information so will have a faster typing flow than when creating a new password) and
then presented them with the fear appeal. The fear appeal ereghlaige-using a password

puts the user at risk of being hacked (perceived susceptibility). The mentemgfhacked is

to influence perceived severity of re-using a password. The fear appeal concluded by saying that
to protect themselves, they must choose a unique passwofidencing the response efficacy

of the user. For the behaviour change manipulation, 88.41% of those who received the fear
appeal created unique passwords compared to 4.45% of users in the control. The findings

suggest thaa justin-time fear appeal was a useful approach to reduce insecure behaviour.
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Vance, Eargle, Ouimet, and Straub (2013) explored static and interactive (visual rdasswo
meter) fear appeals on selecting strong passwords which they compared to a comtnobiand

fear appeal password meter. They found that those exposed to an interactive fear appeal selected
stronger passwords than those in the static fear appeal treatment, control and those who received
a password meter. There were no differences between those receiving the static fear appeal or
interactive password meter compared to the control group. Their findings provide strong support
for the addition of interactivity in fear appeals on enhancing their effectiveness.

Overall, the evidence for the use of fear appeals to influence security bebappears to be
promising with studies demonstrating changes in PMT constructs (severity, subtyeséi-
efficacy, response efficacy; Johnston & Warkentin, 2010, 2015), changes in intentions and
actual behaviour (Boss, Galletta, Lowry, Moody, & Polak, 2015; Jenkins et al., 2013% ®anc

al., 2013) and recent findings showing that the addition of interactivity anéhjtiste fear
appeals can lead to better password behaviour (Jenkins et al., 2013; Vance et al., 2013).

2.4.3 | SERIOUS GAMES
Serious games may be useful for behaviour change as they provide entertainment to the user

with the potential for changing user behaviour through learning and skill development.

A systematic literature review by Connolly, Boyle, MacArthur, Hainey, and Boyle (2012)
exploring the empirical evidence of serious games in other domains have found mited res
Some reoccurring outcomes were improved knowledge acquisition and affective and
motivational outcomes. A few studies have looked at the effects of serioes dpminaviour
change, which were varied in their methodologies and focus, but suggested thatthbg

useful to change behaviour.

Games have been used in the context of security with varying levels eksuémnti-phishing
training has received much attention in research in an attempt to helgdeseify phishing
heuristics at the email level. Anti-phishing Phil teaches users how to idemgiiiate URLs
through four rounds that become increasingly difficult. Sheng and Magnien (2007) fotind tha
participants trained with anti-phishing Phil were better at identifying tri@nd websites than

individuals who read an anti-phishing tutorial or read existing online training.

Game designs based on behaviour change are in their infancy, however, Davinson and Sillence
(2010) used risk manipulations (targeted via heightening perceived susceptibdig) drathe

HBM alongside anti-phishing Phil to promote secure behaviour. Participants were kandom
allocated to one of four conditions in which they were given training or norigaamnd a low

threat or high threat message. Those in the low threat condition were preséntad at low”

risk message, which stated they were 20% at risk of being a victim of fraase Th the high
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threat condition were told they were at an 80% at risk of victimisatioticipants were led to
believe that the risk message reflected their baseline scores, however, intheglitvere
randomly allocated to low or high-risk message regardless of their actuahb&asaturity
behaviour. They found that the use of anti-phishing Phil had no effect on secure behaviour at 1-
week follow-up which could be due to the lack of tailored messages relatihgitdoaseline
behaviour as giving high threat messages to people who already behave seayileldnthem

to dismiss the threat and subsequently reduce their behaviour. Their measure ¢ securi
behaviour was also quite broad and they did not discuss the effect on specific security
behaviours that were measured (including the behaviour that was directdtkaithin the
anti-phishing Phil paradigm i.e. identifying suspicious URLS). They also found noeffeah

of risk warning score between the two types. However, they found that it iedri@dsntions to
behave more securely regardless of the level risk of presented and that follow-ugy secur
behaviour was significantly higher than baseline. This suggested that users odly nee

information generically regarding their susceptibility rather than seemingly thilore

Other games have largely been training-based such as cyber-CIEGE (Irvinggsohor&

Allen, 2005) in which the game player takes the role of a decision maker foricadict
organisation and they are required to make choices regarding procedural, technical and physica
security.

Research has argued that serious games could be improved by utilising best pautice f
behaviour change literature (Blythe & Coventry, 2012). Furthermore, caution has been
suggested for the potentially intrusive nature of these games and the legs b&haviour that

they collate and store (Blythe & Coventry, 2012).

2.4.4 | MESSAGE FRAMING AND PERSUASIVE COMMUNICATION
Research has also been dedicated to looking at the effects of message drainpegsuasive

communication on improving security behaviour.

Anderson and Agarwal (2010) looked at influencinglergraduate students’ attitudes and
descriptive norms towards performing security behaviour (a broad non-specfisure)

through manipulation of goal-framing and self-view. They manipulated the message fogming
presenting participants with either a positively focussed message that discudsedefite of
performing security behaviours or a negatively-focussed message that discussed the severity and

probability of security threats.

They also manipulated a participanself-view, which aimed to focus an individigattention
on themselvesor others. This involved priming an individual towards an independent or

interdependent view. For the independent view, they were primed to think of themselves a
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distinct and separate from others (e.g. a conscientious cybercitizen). Thaejmedent view
was that they were told to think of themselves as part of a larger groua @gmunity of
cybercitizens). By manipulating self-view, the aim was to influence levels oéddivg and
descriptive norms as the closer a referent group is perceived to be, the liraotensams are.
Those primed with an inter-dependent should have reghbigher subjective and descriptive
norms than those primed with an independent self-view. They further posit that itrersamy

interdependent view respond more to prevention-focused messages.

They found that there was no significant interaction of self-view and goal framimdtitudes
towards protecting one’s own computer or the Internet. However, its effects were approaching
significance for their influence on subjective norms. Further analyses founthdkat primed

with the independent self-view with a promotion focused message had significagitlyr hi
levels of subjective norms compared to those with the same self-view but a prefecuimed

goal. There were no differences in subjective norm for those within the interdependent self-view
for either goal frame.

The authors conclude that positively framed messages may be more persudisveointext of
security as existing approaches typically focus on loss aversion and prevention such as fear
appeals. Furthermore, they posit that these positively-framed messages may htere grea
effectiveness in combination with an independent self-view manipulation. Additiotizasly,

argue that attitudes may be harder to influence thaimdividual’s subjective norms in the

context of security.

Shropshire, Warkentin, and Johnston (2010) also explored message framing for technology
uptake and found that negative message framing is more powerful in encouraging users to adopt
detective technologies (e.g. biometric keyboard) than preventive technologies (e.iyeadapt

email filter) in undergraduate students.

Unlike Anderson and Agarwal (2010) and Shropshire et al. (2010) who focuslwenaihg
positive security behaviour, Barlow, Warkentin, Ormond, and Dennis (2013a)ntenested in
reducing employeégassword sharing by discouraging neutralizations. These are employees
rationalisations of their insecure behaviour, for example, they may siergpassword with a
colleague because they rationalise that it will allow them to gebthdgne quicker and no one
is being harmed as a result of theicions. They found that the deterrence-focused and
neutralization-focused communications both resulted in significantly loweriviol@tentions
compared to scenarios where no focus was given. There was no significasnhdédfbetween
the two forms of communication suggesting they were equally effective. Tleerealso no
significant effect of the negative or positive framing of the scesanivintentions compared to
the no framing scenario suggesting that neither was more effective in rediciaton
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intentions. The authors conclude that organisations should focus on neutralisatjationitin
their information security efforts in addition to communications focussing on deterrenbisanct

as they are both equally effective in reducing neutralizations.

Shepherd, Mejias, and Klein (2014) conducted a longitudinal study in the workplace to
investigate the effectiveness of persuasiveness communication on reducing internet abuse.
Participants were presented with messages reminding them of the acceptabliiese(AbIP)

in their organisation. Based on deterrence theory, they were interested in corttpaeffgcts

of a mild AUP (reminding users that the systems are for business use onbysandre AUP
(emphasising sanctions for non-compliance). They used emplogesby logging their
website usage. They found that when using a mild AUP message that non-waordt itredfic
decreased from 55% to 43% whereas the severe AUP message decreased from 92%to 39
2-week follow-up, non-work traffic had increased but was still lower thartrpatment levels

for the severe AUP but for the mild message, it had increased to levbis at pre-treatment.

The findings suggested that the more severe AUP was better at reducing itteseedrsd had
better longevity than the mild AUP message.

Overall, there is little research on the influence of message framing oryséetnaviour. The
existing research has indicated mixed findings. Anderson and Agarwal (2010) suggested that
positively framed messages may be more effective for influencing attinmsubjective
norms in the behaviours dfome users. However, they use a very broad term of “security
measures” and additional research has found that negative message framing does have an effect
on different types of security behaviours more than others, with a greater infareadepting
detective technologies than preventive technologies (Shropshire et al., 2010). Beeardhr

by Barlow et al. (2013) within the workplace has found that neither negative Bdiv@o
message framing had a greater effect on deterring employee violaéintians but other recent
research by Shepherd et al. (2014) found that negative framing based on detledeice
decreases in internet abuse. The role of message (positive or negative) foamnagivating
security behaviour requires further research to understand its potential doMing behaviour

change.

2.4.5| SECTION OVERVIEW

The existing experimental research for security behaviour change is a stagtisTadack of
research exploring the effectiveness of theory-based studies with experimental evaluation within
the workplace. Studies with occupational samples have been supportive of tleadaflof
theory-based training, fear appeals and message framing. More research is néleeetksign

of interventions that are theory-based with a contextual understanding of theatomcal

setting and their efficacy validated through experimental studies whichbevitken up in
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chapter 6. More attention is also needed looking at the role of volitioategitrs in security

behaviour change.

There are some limitations with the current literature base. yimtly a few studies are
conductedn a workplace setting (Barlow et al., 2013; Jansson & von Solms, 2011; Johnston &
Warkentin, 2015; Kumaraguru et al., 2009; Shepherd et al., 2014). The majority of réssarch
explored behaviour change in the context of end-users but, has largely relied on stuplest sam
(Anderson & Agarwal, 2010; Boehmer et al., 2015; Boss et al., 2015; Davinson & Sillence,
2010; Sheng & Magnien, 2007; Waddell, McLaughlin, LaRose, Rifon, & Wirth-Hawkins, 2014;
Wirth et al., 2007). Research has shown the bias of using student samples in researeh and th

lack of generalizability to the general population (Henrich, Heine, & Norenzayan, 2010).

There is also a need for more stringent evaluation of behaviour change interventiens. T
ACMA (2011) in their review of Cyber-security educational campaigns found that was @f lack
evaluation and absence of measures put in place before, during and after atieemithey

identified to help assess impacts.

Randomised Control Trials (RCT) are considered to be the gold standard eagltate a
behaviour change intervention as they provide valid and reliable evidence mggéndi
effectiveness of the intervention. An RCT design allocates participanss texperimental
condition and control condition (which is not exposed to any form of treatment), mgduci
confounding variables as participants experience all the same factors of thenitber (except
differing treatments/control). Randomization is also an important componentREaras it
reduces selection bias. The importance of RCT and evaluation of interveratiens
recommended by the Behavioural Insightsai (Haynes, Service, Goldacre, & Torgerson,
2012) and the Medical Research Council (Craig et al., 2009). RCTs will beiugbe

evaluation of the intervention developed in this thesis.
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CHAPTER 3: EXPLORING THE DETERMINANTS OF INFORMATION
SECURITY BEHAVIOURS: AN ELICITATION STUDY OF BEHAVIOUR
CHANGE FACTORS WITHIN THE WORKPLACE

Work from this chapter has contributed to the following publications:

Blythe, J.M. (2013). Cyber security in the workplace: Understanding and promoting behaviour
change. IrProceedings of CHItaly 2013 Doctoral Consorti(pp. 92-101).

Blythe, J.M.,Coventry, L., & Little,L. (2015) Unpacking security policy compliance : The
motivators and barriers efnployees ’ security behaviors. IrEleventh Symposium on
Usable Privacy and Security (SOUPS 20(f). 103-122). USENIX Association.

3.1| INTRODUCTION

The literature review demonstrated that there are a number of factors thatfimayce the

degree to which an employee may undertake protective action. An over-reliaacgoboy

compliance paradigm for exploring security behaviour in existing organisates®drch means

that we do not yet fully understand individual behaviours and their influencers. Thiewwés

whether all security behaviours are equal and influenced by the same or diffitentcers
remains unanswered. This has resulted in the first step of this thesis to explore and understand
what motivates individual security behaviours that contribute to informationityepoficy

compliance. Protection Motivation Theory and the Theory of Planned Behaviouware t

important behavioural theories that have been used to explain compliance behavidile zut |

known about their potential utility in understanding specific security behaviourthe
workplace. Of particular impattice to PMT is employees’ perceptions of security threats and
appraisal of protective actions to mitigate these threats. TPB is concdthegppraisal of their
attitude, perceived behavioural control and influence of subjective norms on thessiyeot
behaviours. Eliciting these perceptions for individual behaviours will help uaddribw they

may differ by behaviour; identify areas for further exploration and atgiy, interventions to

promote behaviour change. To this end, the current study adopted a qualitative method to
explore the two theories using semi-structured interviews to address lheirfgl research

questions:

RQ:. What are the causes of employees’ secure and insecure behaviour across different

security behaviours?
RQ.. What are the potential barriers to security actions?

RQs;. What differences exist in employees’ psychological ownership and organisational

citizenship behaviour?
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This rest of this chapter will present justificatifor the approach before presenting details of

the study.

3.1.1 | QUALITATIVE METHODS FOR SECURITY

Qualitative methods are a useful approach for understanding security from the perspéotive of
participant. They are used less often in behavioural organisational IScheaedrthis lack of
adoption could be due to the poteryiahtrusive nature of information security research and
concerns for the reputation of recruited organisations (Kotulic &CR004) These methods
afford anin-depth understanding of the reasons for specific behaviours and warrant more use

within organisational research.

Existing qualitative studies have been exploratory and inductive in naturegaiongenerate

data pertinent to a research question that is not necessarily attachezhticular theory or
paradigm (Albrechtsen & Hovden, 2010; Albrechtsen, 2007; Beautement et al., 2009). This
approach has often taken the form of semi-structured interviews which allow explofdtan

issues and themes in relation to the research question under study. However, thesnhas
little research using a deductive approach. Elicitation studies are one form emfuatice
approach used within behaviour change literature and are a proposed stage in soroarbehavi
change models. For example, in the context of the TPB, the purpose of an elistiadipis to
determine the beliefs (behavioural, normative, and control) of a target populAjzam &
Fishbein, 1980). They are considered a valuable part of understanding behaviour (Downs &
Hausenblas, 2005) as interviews with the target population ensure that beliaeftitadds are

data driven rather than pre-det@ml by previous research and the research team’s
preconceptions of the target group. Other behaviour change models recommendbrelicitat
stages for questionnaire development, for instance, Protection Motivation Theory (PMT,;
Rogers, 1975) and the Integrated Behavioural Model (IBM; Montafio & Kasprzyk, 2008). The
current study is interested in the interplay of factors that are panese behaviour change
models for security behaviours. A deductive approach was, therefore, considered more
appropriate as it will allow an understanding of how these factors may fliffendividual
security behaviours but also allow additional factors to emerge from theiemterthat may not

have been covered by #emodels.

Such an approach has proved useful to others. For example Searle, Vedhara, Norman, Frost, and
Harrad (2000) utilied components of protection motivation theory in a qualitative application

to investigate parents’ perspective of children’s compliance to wearing eye patches. It has also

been used to analyse existing qualitative data, a recent study by Davinson and @0&dge

explored financial-related security behaviour in an interview setting usingBM to analyse
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the data. They found the application of a behaviour change model in a qualitatige teelie

useful in guiding understanding of factors influencing security behaviour in finaetialgs.

Elicitation of behavioural determinants using theoretical models as a basis rigpariant
approachin behaviour change as it ensures that underlying attitudes and beliefs argdentif
from the population under investigation. However, this approach has remainedekelativ
untapped in the information security domain. A deductive approach for understanding
components of PMT and TPB is therefore more suitable approach to address the research

questions.

3.1.2| SECURITY AS A SENSITIVE TOPIC

A qualitative approach may be a useful for understanding the behavioural cofitext o
information security; however it relies on honest and open discussions withppats. Within

the workplace, employees have designated roles and responsibilities for undettaiking
primary work tasks. Security, however, can be considered a secondary task Z&085t, With

primary tasks, employees have a clear understanding of how to perform and cdmejr¢td t

duties. However, secondary security tasks can be considered to be much more nebulous. These
task differences are further elaborated in the work of Gross and Rossoh {&@0@rgue that
employees’ security management lacks the affordances of normal work tasks such as
boundaries, constraints, specific goals and resources. Security is not multifaceted, time-bound or
goal-oriented, and employees lack feedback on their efforts for performing semiriys.
Employees may have general awareness of security and practices but lack detailedgenow
(Gross & Rosson, 2007). Employees may therefore find it difficult to discusdtgeasithey

may view it secondary to their primary job tasks. Furthermore, security caonbielered to be

subject to social desirability bias as it is directly linked to an individual’s job performance and

failure to comply with security practices can have disciplinary consequencesdsow
employees. Researchers may find it difficult to elicit honest responses abwltacree. For

these reasons, security can be considered a sensitive issue and alternatippsowhes to

engage employees are required to aid discussion of security practices and behaviours.

Vignettes may be a suitable tool to help engage participants with sensitive seygogity
discussion in interviews. Vignettes are versatile and can be usedniamizer of purposes
including icebreakers to build rapport, elicit attitudes and beliefs about@ tmmnpare group
differences and investigate topics that are sensitive to respondents @d&trold, 1999)
They have been used for a variety of sensitive issues including health dbelingetelated
concerns, such as suicide, relationship violence and drug taking (Hughes, \tffttes can
be presented in many forms such as videos but are typically in writteatf@nch often take the

format of short stories presenting a fictional scenario in which the stargsplae behaviour of
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the character in a concrete context and allows the researcher to expiaiipapts’ views on

the issues arising from the scenario. Vignettes are useful for exploringledtiand beliefs
towards behaviours and can be used to compensate for lack of personal experience of the
behaviour under question. They can generate data untapped by other methods such as interviews
and questionnaires allowing them to be used in isolation or in conjunctionothi¢h data
collection techniques (Renold, 2002).

3.1.3 | BEHAVIOUR CHANGE FACTORS IN THE WORKPLACE

Security behaviours are protective actions that secure information and systems anbeastn be
understood using theories that explain why individuals are motivated to ptiotesselves.
PMT and TPB are two of the most commonly used theories in behavioural iritorreaturity
research (Lebek, Uffen, Neumann, Hohler, & Breitner, 2014). However, they have begn wid
studied quantitatively for understanding IS policy compliance and protectigeritge
behaviours in consumers. There has been little qualitative research exploringtititgifor
specific security behaviours in the workplace and how they may be moderated at tideidhdiv
level within an organisational context. The current study, therefore, seeks to equlors f
from these models qualitatively for a set of behaviours that comprise infonmsgicurity
compliance to identify how they may be optimised to maximise security behavibese

factors are shown in Figure 7:

Threat Evaluation

Attitude (TPB)

Perceived Severity (PMT)

Perceived Susceptibility (PMT)

Security Behaviour

Response Evaluation

Response Costs (PMT)

Self-efficacy/PBC (PMT/TPB)

Social Pressures (TPB)

Response Efficacy (PMT)

Figure 7. A combined model of behaviour change factors to be explored qualitatively
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3.1.4| ORGANISATIONAL INFLUENCERS ON BEHAVIOUR

Information security research presently gives little attention to treceahtnts of behaviour in
organisations. Research principally uses general behaviour change theories (sieciRB t

and PMT)to explain behaviour but these are not workplace-specific. Using existing behaviour
theories will help to provide a clearer picture of the complexsi@sounding what causes
secure and insecure behaviour in the workplace. However, there may be organisatiasal facto
that are not covered by these models which may be important. Behaviour becomes more
complex under the constraints of different environments so greater consideration is needed on
potential organisaitonal factors that may uefice employees’ behaviour. The study of
organisational behaviour explores how employees behave within the awekghd may
provide insight into other potential factors. There are many definitions of ordanaat
behaviour that focus on the interplay of situated social behaviour that is shgptcd
communities, beliefs, values and employment systems and practices of the orga@@@atign

& Hardy, 1999).

Two unexplored factors that may be important for security behaviour in thelace and are

of interest to this thesis are organisational citizenship behaviour and psycHotwgiesship
discussed in section 2.2.6.5.2 and 2.2.5.5 respectively. The current study sergr® if
there are differences between the two recruited organisations in these corstrulissussed

in the literature review, both are organisational constructs that influence e®splggb
performance and may play a role in their security behaviour. Intellectopeny is of
particular interest as employees may experience a connection with this informationcangeper

it as “theirs” (Pierce et al., 2003) and higher levels of psychological ownership towards a target
leads to enhanced protective strategies (Dipboye, 1977; Korman, 1970). Academic aoHl resea
institutions both work with information that can be considered intellectaglepty, but may
have differing organisational procedures pertaining to intellectual progedtypwnership. The

two organisations for the current study were chosen as a “close match” in terms of types of job

and research outputs. Similarly, citizenship differences between the orgmsigaty explain

potential differences in the qualitative findings.
3.2| METHOD

3.2.1| APPROACH

This study used a semi-structured qualitative approach of vignette bastdameeinterviews
and employed framework analysis to elicit factors that influenceiget@haviours. Interviews
were chosen over focus groups as the topic of security was considered sassitisdinked to

an employees’ job performance.
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3.2.2| PARTICIPANTS

A purposeful sample of 20 participants were recruited from two organisgfamsiversity &

industry research institution) from the North of England and South of ScofMine:cruited

participants were (1) currently in full-time employment, (2) used a comparterirk tasks on a
daily basis and (3) dealt with sensitive information classified under the Bbataction Act

(1998)or information considered sensitive to their company’s intellectual property.

3.2.2.1 | Organisation 1

Organisation 1 was a university basedhe North of England. 5 males and 5 females took part
from this institution, aged between 25-49 years (mean =33.5, SD=9.07). The tenure ranged from
9 months to 15 years with an average tenure of 3.78 (SD=4.25) years. Of the 10 that took part, 4
were on permanent contracts while 6 were on temporary contracts. All gertgiused a
computer for more than 4 hours daily. Only 1 participant had read the infonnscurity

policy which was in the last 1-6 months. All participants used personally-owned sl@vitte
workplace and 9/10 conducted work tasks on their personally-owned devices. 7 of these
participants also stored personal data on their work devices.

3.2.2.2 | Organisation 2

Organisation 2 was an industry research institution based in the East ah8cdtmales and 6
females took part, aged between 26-57 years (mean age of 39.10, SD=10.61), tendre range
from 5 months to 27 years with an average tenure of 11.12 (SD=10.89) years. 8 of those
participants were on permanent contracts while 2 were on temporary contr@¢ig
participants used the computer for more than 4 hours daily while one used theercimput
three to four hours. 9/10 participants had read the information policy, of which r2dwhdhe

policy in the last 1-6 months, 2 had read the policy 6-12 months ago and 5 had reactyhe poli

more than 12 months ago.

All participants used personally-owned devices in the workplace, 6 partEipamiucted work
tasks on their personally-owned devices and 7 participants also stored personal tthaia o

work devices.
3.2.3| MATERIALS

3.2.3.1 | Questionnaire

Participants were required to complete a short questionnaire to gather demognagbhic
background information about their gender, age, employment sector, tenure, usegd of
computers and personal devices. Questions were included that assessed detehnativeens t

deemed difficult to explore within the interview context. These were m@#onal citizenship

behaviour and psychological ownership.
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Organisational citizenship behaviouas measured using tGECB-O questionnaire developed
by Lee and Allen (2002). The scale consists of 8 items Defgnd the organisation when other
employees criticisé). All items were measured on a 7 point scale that ranged from 1 (b@ver)
7 (always) in which participants indicated the extent to which they perfloencitizenship
behaviours. See

Appendix A for full scale.

Psychological ownershipvas measured using 4 items based on the scale from Anderson and
Agarwal (2010) in which the target was changed to reflect the work congnderork data2

items measured the subscale of psychological ownership of work dataféelga high degree

of personal ownership for the data stored on théicdel use at work A further 2 items
measured the subscale of psychological ownership of the work computdrdenge that the
device | use at work is MINE All items were scored on a 5-point scale ranging from strongly
disagree to strongly agree. Participants were required to indicate the exteithtohei agreed

with the statements. See Appendix B for full scale.

3.2.3.2 | Information Security Policies Review

Due to the vast array of behaviours depicted within security policies, a reviesowducted of

25 information security polies available online and revealed 11 behavioural categories with
expected security behaviours. These behavioural categories are displayed im.Tahke
categories represent shared consistency across the policies, while the aevalbRvithin

each sub-category varied depending on the company. This current study will explore wha
influences and prevents security behaviours within these categories, these cataigories

therefore used as a basis for the interview guide.
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Table 4. Behavioural security categories

Category Description Example behaviours from policy
Remote Actions for working on mobile  Avoid accessing sensitive information wht
working devices and in external location connected to public W

Portable storage devices tha
Removable can be connected to and remow: USB keys and other removable media mt

media from a computer (e.g. USB be encrypted
sticks)
Strong passwords should be used e.g. have
User access How access controls are

least seven characters, include one or moi

management allocated and managed numerical digits
F:r:?a\lliiirgbosn of Actions to prevent malicious Users must not alter, bypass, disable o
software remove the anti-virus software from compute
software
Breaches of Steps for recovering and Employees must report suspected breacl
security reporting security incidences to a nominated point of contact i.e. IT servic
. . All personal and sensitive business
. Strategies to physically protec . . .
Physical . X / information held in any form (e.g. on paper
. infrastructures, information and .
security . . memory sticks etc.), should be locked awa
information resources
when unattended and not left on desks.
Information Responsibilityin protection, Employees must store company informati
control storage and processing of on the designated drive and not on the
information computers C: Drive
Software & So_f_twarg antldl system Software must be authorised prior to
Systems acquisition, installation and installation
maintenance
Acceptable Appropriate usage of Employees must not use their email to
usape information systems, email and violate any laws, interfere with network user
9 the internet services, or equipment, or harass other use
. . All users of portable devices for example
. Outlines prevention and s
Continuity . laptops, PDA’s, smart phones and USB
. recovery from internal and . . )
planning memory sticks must ensure the information

external threats also stored on the network drives.

Complianceto legislation acts
such as the data protection ac
(1998)

Employees must conform to freedom of
information requests

Complianceto
legislation

3.2.3.3 | Interview guide

The interview was semi-structured to allow exploration of key issues and thertinsrpdn
the research question while also allowing flexibility to probe the unexpesteds that are
important to the participant (Hutchinson & Wilson, 1992). As such, an isterguide was
developed to lead the course of the interview and elicit the behavioural idetetsrthat have
been investigated in security research. The guide covered the behaviouraliestegntified
from a review of information security policies to ensure that the scopgoomation security
was covered by the interviews. The behavioural categories (see Table 4) plerecexia the
vignettes and further discussion with participants. For the behaviours édgctiss questions
within the interview guide were targeted to elicit their potential detemts. See Table 5 for

explored behavioural determinants and example questions. It was also of intexegliote
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potential factors that were not covered by the previous reseswclurther discussion on

security behaviour not covered by the interview guide was encouraged.

Table 5 Example questions from interview guide

Determinant Example elicitation questions
Self-efficacy If you want to perform these behaviours, how certain are you thatars
Experiential Attitude What do you like/dislike about these behaviours?

Instrumental Attitude What are the advantages and disadvantages of performing these behavi

Social pressures Who would encourage/ discourage you to perform these behaviours?

Response efficacy How effective do you think these behaviours are in reducing threatstard

Response cost What are the costs in terms of monetary, time and effort in perforinisg t
behaviours?

Perceived How vulnerable to a threat are you by not performing these behaviours?

Susceptibility
Perceived severity What are the potential consequences of not performing these behaviours

3.2.3.4 | Vignettes

Sixteen vignettes were developed for the current study covering issues reltdtedsézurity
behavioural categories identified from the review of information security polithesvignettes

were used to provide a safe way to open discussion on security for each behavioural category

and to encourage honest disclosure from participants.

These scenarios were designed based on recommendations in previous research. As a result, th
vignettes remaied relatively mundane and avad unusual events and characters, while also
appearing realistic to the respondent (Barter & Renold, 1999; Finch, 1987). Tie¢tedgalso

had to provide enough contextual information so that respondents had a cleaandaeysif

the situation but be ambiguous enough to ensure that multiple solutions exist (WézaskyPo

& Hyman, 2002). As such, the scenarios were designed based on common security incidences

related to the eleven categories identified from the information security policies.

Additional vignettes were provided for categories that had many sub-categovi@snoG
security incidences were identifiebrough security provider’s reports, news reports, and the
researchteams’ knowledge and experience. The vignettes focused on basic security hygiene
behaviours required by all users (Stanton et al., 2005). The wording of vigneites w
particularly important to ensure that they did not influence the respo(\&sbn et al., 2002)

and were designed to avoid stating the consequences of the characters attierst(ady was
assessing perceived severity). The vignettes remained ambiguous in whether the bahdviour

situation portrayed was secure or insecure. Avoiding the consequences of dogechaction,
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enabled assessment by the participant of the implications of the charactens. athis
approach is outlined b$euin and Ambrosio (2002) who argue that vignettes should have
unresolved issues and finish at the height of tension in the story. The vigvertteiseutral and
covered behaviours people may not perceive as insecure but are known to be risky from
secuity perspective. See Figure 8 for an example vignette and Appendix C for all egynett
used.

Removable media

Joe is a 24 year old administrative assistant working for a large telecommunications
company. As Joe likes to avoid the rush hour traffic he normally arrives at work half an hour
before he is due to start. After parking in a public car park, Joe walks towards his office
building and finds a USB stick lying on the ground. Due to his curious nature, Joe pockets the
USB stick and decides that he will check the contents of the device when he arrives at work,
on his work computer. Upon arriving at work, Joe inserts the USB stick into his computer and
opens a number of files.

Figure 8. Example cyber security vignette

3.2.3.5 | Pilot study

The study was piloted with 8 employees to assess the appropriatenessnefttbdology and
the use of vignettes. To evaluate the suitability of the vignettes, 4ijpantE took part in an
interview with vignettes while another 4 participated in an intervielwwowit the vignettes. The
pilot found that while the vignettes did not lead to more insecure behaw®aesed by
employees; they were useful for exploring participants underlying beliefs #ndedttowards
security in the workplace. Furthermore, they proved beneficial in understanding employee’s
awareness and knowledge of particular insecurities and addressing whether partigpdohts
engage in the behaviour. Based on the pilot, the vignettes and interview guidéakesre

forward to the main study.

3.2.4 | PROCEDURE

The full interview guide and procedure can be found in Appendix D.

Participants who met the criteria for participation were recruited usiegnaitemails in the
participating organisations. Participants were interviewed individuallypiivate room at their
organisation and on arrival were asked to read an information sheet covering @8 afplee
investigation, including the purpose of the study and what they were requided They then
provided written informed consent. Participants then completed a demographic questionnai

that was followed by a semi-structured interview lasting 45-60 minutes.

Participants were first introduced to a topic area (see Table 4) ainwieé researcher provided
a short description of the topic. Participants were then presented with atevigelated to

individual behaviours from the topic area and asked to imagine how they veaatdin that
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scenario. Following this, discussion centred on how participants currentlywebéhathe
workplace for each IS policy area. At this point, the interview guide wad tmseelicit
behavioural influencers for the behaviours discussed. Participants were then given the
opportunity to provide any other factors or reasons for their behaviour notedolgrthe

interview guide.

On completion of the study, participants were presented with a debrief sheet thakfldlined
the purpose of the investigation and re-emphasized participants right to witthdriavdata.
Participants were all entered into a prize draw to win a £560 Amazon voucher.  Following

interview completion, the interviews were transcribed verbatim.

3.2.5| ANALYSIS PROCEDURE

The data was analgd in NVivo 9 using the principles of thematic (Braun & Clarke, 2006) and
framework analysis (Ritchie & Spencer, 2002) and verified by conducting a mini-audibby tw
members of research staff at Northumbria University, who agreedtheéttheme constructs.
The current study used the five-step (see Figure 9) procedure set out by Srivastava
Thomson (2009)

Familiarisation:
Become immersed in data by transcribing and re-reading transcripts

Identifying a thematic framework:
Utilise existing framework and identify any themes not anticipated by the framework

Indexing and charting:
Index and use charts to map data and classify under headings

Mapping and Interpretation:
Development of schematic diagram to guide data interpretation

Figure 9. Framework analysis procedure
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3.3| RESULTS AND DISCUSSION

3.3.1 | PSYCHOLOGICAL OWNERSHIP AND ORGANISATIONAL CITIZENSHIP
BEHAVIOUR

Data was scored and entered into SPSS where independent sample t-tests were conducted t

investigate differences between the organisations.

Table 6. Means (and standard deviations) of psychological ownership of data atethnology and
organisational citizenship of employees from the research and education companies

Psychological ownership Psychological ownership OCB-O

of data of technology
Research institution 4.75 (1.01) 4.60 (1.17) 4.85 (.66)
Education institution 4.35 (.88) 4.35 (.82) 4.28 (.65)

The findings suggest no significant differences were found between the two atigasisor
perceived data ownership (t(18)=-.944, p=.358), perceived technology ownership (t(18)=-.533,
p=.587) or organisational citizenship behaviours (t(18)=-1.96, p=.066).

3.3.2| THEMES

Seven themes emerged from the framework analysis of the data. Table 7 provides an overview
of these themes and Figure 10 provides an overview of how these themes magelinkrtand
influence security behaviour. Response evaluation stems from PMT but with the adfition o
perceived benefits. Threat evaluation also stems from PMT but also gives attention t
employees’ information sensitivity appraisal and their individual threat models. Knowledge,
experience, security responsibility and personal and work boundaries emerged from the data and
did not necessarily confound to PMT or TPB. Security behaviour also emergedhalstlaeine

and consisted of three levels of security hygiene. The following sectitinsewdedicated to

discussing these themes individually.
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Table 7. Summary of emergent themes

Theme Brief description

Assessment of security behaviours as charaetHois response
efficacy, perceived benefits and response costs.

Appraisal of the threats to information security as influenced by
Threat Evaluation individual threat models, susceptibility, severity and information
sensitivity appraisal.

Knowledge of security risks and protective actions and the sour
that contribute to this knowledge

Previous experience of security including security breaches and
work experience

Whom employees perceive is responsible for security in their
workplace

Response Evaluation

Knowledge
Experience

Security Responsibility

Personal and Work

. Boundaries individuals have between personal and work
Boundaries

The actions employees take to ensure information security vghic

Security Behaviour categorigdas either high, medium or low-security hygiene

Security Responsibility
— [3.3.2.6, p.96]

|—P Threat Evaluation
[3.3.2.2, p.83]

Experience & —> . .
Knowledge Security Behaviour
[3.3.2.3, p.88] > 13.3.2.7, p.98]
(3.3.2.4, p.91]

| Response Evaluation
[, p [ Personal
& Work Boundaries

[3.3.2.2, p.93]

Figure 10. Thematic framework of security behaviour

3.3.2.1 | Response evaluation

Prior to undertaking a security action, employees evaluate the response and itgteassoci
outcomes. This is referred to as response evaluation whidharacteried by; response
efficacy, perceived benefits and response costs. See Figure 11 for visualisati@mesiponse

evaluation theme.
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Response Evaluation

Response Efficacy Perceived Benefits
Response Costs
Cognitive Costs Monetary Costs Product vity Costs

| e

Figure 11. Thematic map of Response Evaluation

3.3.2.1.1 | Response costs

Security behaviours require different levels of input and effort on behalf of @re Tise
findings from this study indicate that employees appear to make a decisionwdigtler to
execute a security action, which is based on an appraisal of the costs assdtliatedrhe
major cost concerning employees is the degree to which security impacts golttesrthere
appears to be ‘groductivity threshold” regarding security actions. This can lead to a number of
behavioural outcomes, for instance, the employee circumventing the securityspooces
disregarding the security behaviour. This security vs. productivity imbalance wasrapioa
behaviours relating to information access such as password restrictions. rromrghaasks
such as restarting the work computer for security updates were also seen damgnmgpac
productivity. Employees recognise the disturbance these restarts cause to tkidinwand
will subsequently postpone the task until a period of low inactivity ol thei end of the
working day.

“I will postpone it (the computer), postponing security updates happens a lot
because they usually time them at really inconvaniines..it’s like well do you

wantmeto domy job?....” [P14, Company 2]

This security vs. productivity imbalance is also evident in softveaquisition procedures.
Organisations often place restrictions on the software employees cah amstidleir work
machines, requiring administration rights and authorisation for the installatreewo$oftware.
There were organisational differences in the current study with regards tthé@empanies
mandate software acquisition. The university has a very restrictive sydtera users have no
administration rights, employees can only install pre-authorised softwaezkiT services to
deploy a computer administrator to install additional software. The reseatithtion, on the
other hand, had a less restrictive system allowing employees to freely instatireofBoth

organisations had the option of allowing employees to install authorisedédité&oem the

78



company network. The lack of installation restriction meant that employeestlibnsider the
licencing agreements of software and would download software without consultationT

including pirated and open access versions.

There are also monetary and time costs associated with acquiring legitintat esoOfficial
procedures for software acquisition are considered “time-consuming due to the organisational
process for procuring new software. Furthermore, new software requiresedllbcatyet to be
able to purchase the product. However, employees recognise that theteoftendbudget
available, in which employees express a “don’t bother” attitude that leads to risky software

acquisition such as the downloading of freeware obtainable online.

“but because | know it is going to end up as a no aywlyust don’t bother with
that.. just save yourself the grief and go andtgetfree thing, that does the job

equally well without the hassl€’ [P14, Company 2]

Security vs. productivity is the largest response cost that employees are ifficad ivdirectly

affects “doing their job”. However, there are other response costs employees associate with
security behaviours. Monetary costs were mentioned less and typically referrdub t
acquisition of software for personal devices such as purchasing anti-virus oovthdaptop.
Cognitive demands were another major cost which occurred as a result of usiwgrgas
Passwords are a form of knowledge-based authentication which relies on the user to remember a
password to validate them as the user. Many online services require passwordsimdthrthe
strength requirements. In addition to this, employees also have their workplae®Esto
remember which they mayelforced to change regularly by their organisation. The result of this

is that employees have many passwords that they are required to remember, witht differen

password requirements resulting in high cognitive demand on the user.

“Well passwords.. you know actually after many yeassng computers the
passwords just get longer and more complicatecetoember, most of them are
just randomly generated letters and numbers whigh make them hard to

remember especially if you.. well especially if ybave to change them[Ps,
Company 1]

Not all security behaviours have response costs as some actions require miménaaidieffort
on behalf of the users. Specifically, the security behaviours of locking the conkageing a
clear screen and desk policy, and checking physical environments when working in public
locations were seen as having minimal costs. Employees recognise that these thgss cos

behaviourdecome more of a “habit” to ensure they follow through with the action.
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“.. there is no real effort on my part ahdhean ultimately it is CTRL ALT DEL
and you have locked your computer ahdt’s all it is.. soit’s not exactly an effort
from my perspective that’s probably it.. itdoesn’t delayme or put a burden on
what | am doing generally.. | imagine it would bfod.. | would be a little bit

more resistant if there was a lot more effort..ffegto do stuff... ” [P4, Company 2]

Perceived response costs are part of PMT (Rogers, 1983) and previous researctedias m
findings with regards to response costs and security behaviours with a number af stdie
supporting a relationship (Crossler et al., 2014; Crossler, 2010; Gurung et al.|fR@6fy,

2011; Ng et al., 2009). However, this study supports the negative relationship betweererespons
cost and compliance intention (Herath & Rao, 2009b), anti-malware software (Chenovgth et a
2009) and intentions to engage in password protective behaviours (Zhang & McDowell, 2009).

The current study suggests that different security behaviours have a diffearehtreagponse
costs that are not equally as costbsuggested by the IS policy compliance paradigm. These
differences in response costs by security behaviour may account for the esxétd n the
security literature. The findings also support the “compliance budget” that suggests that
individuals choice to comply or not comply is determined by the perceived costs and benefits
(Beautement et al., 2009).

3.3.2.1.2 | Perceived benefits

Another aspecbf an individual’s response evaluation refers to their perceived benefits of
performing security actions. Overall, it emerged that employees understedoemnefits of
security behaviours regarding protection of information and technology from onaliothers

and maintaining the confidentiality of data.

“Again advantages are that you can keep your inftomasecure you can be

confident that.you re taking responsibility [P2, company 1]

There was also an overall perception of “layers of security” in which the individual security

actions help contribute to the overall picture of information security.

“It’s like having a burglary, if you leave your door ope’s like inviting someone
in but if you put extra locks ont's deterring them so | think the stronger your

password is, the more of a deterrent it is to peopl[P8, Company 1]

Reassurance in security was another perceived benefit within an irdigidwesponse
evaluation. Employees gain reassurance that their actions are aiding inforseatimity and

they feel safer in what they are doing.
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“1 like it (anti-virus) because | think’s important, it gives you an element of

security that what you are using is safso youdon’t have to worry as much..

[P8, Company 1]

“.. well I think having it there, whethét’s effective or not just makes me feel just

a little bit safer.” [P1, Company 1]

3.3.2.1.3 | Response efficacy

This sub-themes an individual’s assessment of the effectiveness of security behaviours. The
findings from the current study indicated that employees struggle to evéheaeffectiveness
of security actions as they lack awareness and feedback on security behaviour.

“I don’t know. Again/’m not a techie so | am not really sure but.. | mé@on’t
know, if you password protected it whether someboalyld still access it, don 't

know. | guess they probably coulgP4, Company 1]

Feedback appears to play an important role when employees evaluate security behaviour.
Gaining information regarding thedecurity performance allows them to assess how effective it

is. A lack of feedback about security behaviour indicates that emplopeest develop an
awareness of the utility of the security action. This indicéigsthere is an “action-feedback”

gapin employees’ information security efforts.

“The one time that | did get a virus on an emalile tomputer picked up on it
straight away and | just rang IT and they came gotdid of it so obviously that is

protecting the computer.. erm. so yeah.. effectiVies, Company 1]

“They say things that if yodon 't notice something has gone wrong that that is a
sign of effectivenessthat’s what they say so | am gonna go with | think it is

working (antivirus)..” [P14, Company 2]

Furthermore, individuals estimates of security response efficacy directly relates to their
perceived susceptibility. As discussed in the “Susceptibility” sub-theme of threat evaluation,
individuals perceive different levels of susceptibility depending on a physicgber security
threat. Employees’ response efficacy iS cappechs there is an overall “sense of insecurity” in

their actions in which hackers or the IT savvy can still get access, undegrttiei effectiveness

of their security efforts. However, they do perceive their efforts astefé against the average

end user or criminal.

“I think it’s (encryption) effective.. if someone really wantsfind out what is on
there.. they will find out.. if they are a hackdsut i¢’s enough to stop.. like if Joe
picked it andput it into his computer and it said you can’t read this file because it
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is password protected or encrypted in some waynay be enough to stop him

and just hand it and say | have found this.. soiragahink it is a good enough

deterrent and as | say if someone for whateverarasally wanted what was on

that stick.. | am sure they could find ways of diag the encryption but it is a

good enough deterrent for 90% of the populatidfr19, Company 2]

Regarding behaviours that were perceived to be most effective for securityrtést study

also asked participants to pick three security behaviours that they perceivmd rtmst

important for information security (the findings of which are presented in Table 8).

Table 8. The perceived effective security behaviours and their frequency, ranked from most
prevalent to least prevalent

Category Behaviour Frequency
Access controls (n=19)
Don’t write passwords down 1
Use strong passwords 11
Use access controls (physical and online) 3
Change passwords regularly 4
Physical security (n=9)
Protect physical documents 2
Physical storage of information 1
Use ID badges 2
Use lockable cabinets for physical data 2
Locking computers 2
Awareness and (n=7)
responsibility Treat information confidentially 1
An awareness of security implications 1
Personal responsibility for security 1
Awareness of contemporary practice 1
Don’t share information unnecessarily 1
Awareness of location of company-issued hardware 1
Careful of opening files on your computer 1
Use security (n=6)
software Use anti-virus software 2
Use firewalls 4
Removable media (n=4)
Use encryption with removable media 1
Not storing information on removable media 2
Don’t use removable media 1
Internet Security (n=3)
More cautious and careful online 2
Don’t download stuff you shouldn’t 1
Email security (n=2)
Non-disclosure of personal details over email 2
Company (n=2)
Procedures More regular security training 1
Use IT resources 1
Business continuity (n=1)
Back up data 1
Personal Usage (n=1)
Don’t store personal information on work computer 1
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The findings show that access control behaviours were perceived to be mosiaih for
security, followed by physical security behaviours and an awareness and resppribilit
security. Using security software and security with removable media wsoe sakn as
important. The findings indicate that while employees struggle to evakmigtg actions, they

do place more importance on some security behaviours over others.

A large number of models within the behaviour change domain means that these models share
overlapping constructs however it has been argued that they are more simildistiaiiar
(Maddux, 1999) in their theoretical underpinnings. One patrticular overlapping conistruct
outcome expectancy thadfers to an individual’s expectations of the outcomes that will follow

a given behaviour (Williams, Anderson, & Winett, 2005) including the posithet negative
consequences of acting and not acting. Perceived benefits and response efficacyt foirianpar
individual’s outcome expectancies. Perceived benefits in the current study, however, refers to
individuals estimation of the advantages of engaging in security behaviours that may be distinct
from an individual’s efficacious perceptions. These factorshave received little research in

searity.

The role of response efficacy in email security behaviour (Ng et al., 2009)tiantemcomply

with security policies (Ifinedo, 2011), attitude toward security policies (Hera®ad&, 2009h)

and intention to adopt anti-spyware software (Chenoweth et al., 2009; Gurung 2&08l.,
Johnston & Warkentin, 2010) has been supported. However, recent research has notdsupporte
this relationship (Siponen et al., 2014; Vance et al., 2012) and recentuliteralviews
(Sommestad et al., 2014) on security compliance have found that response efficacy to be one of
the worse predictors of compliance and IS misuse. This study highlights a potemigal tba

high response efficacy that may account for the disparity in existing reseangienty,
employees cannot evaluate their security efforts as they lack feedback opetfi@imance.
However, they did indicate which behaviours they think are most effectiveetmrity with

those relating to access controls having most perceived utility. PMT arguesspanse
efficacy is part of coping appraisal and that higher levels of response effidhmcrease the
likelihood of engaging in the behaviour. This study suggests that employees do na receiv
feedback or information regarding security actions and the effectivendsssefactions. Lack
of/low response efficacy may, therefore, be a potential barrier to selsehgwiour within the

workplace.

3.3.2.2 | Threat Evaluation
Employees undergo an evaluation of the security threats to information and systems. This i
related to their individual threat models, their information sensitivityaaggl; their perceived

susceptibility and perceived severity. See Fedu for a visualisation of the theme.
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Figure 12. Thematic map of Threat Evaluation

3.3.2.2.1 | Information sensitivity appraisal

It emerged that the information employees work with holds high or lownmaftion sensitivity.
However, the latter was more prevalent in this sample. This appraisal washafied on an
assessment of the “value” of the information that they deal with which entailed a comparison to

data with a perceived higher sensitivity such as health-related and financial-relatedtioform

“Again, vulnerable in the respect that | could prolgado more but at the same
time, | am not sure what other people could do witd stuff that | leave lying
around,it’s not highly confidential or anything like that.sit | guess there are
levels of data that need to be kept securéaven’t got peoplesbank details or

anything like that” [P9, Company 1]

“yeah not a clever one.. having your password writtewn, in your bag.. again |
can relate to having to remember passwords altithe can be difficult.. | think
you have got to think of a better way of giving yself a reminder than having
that exposed especiallf it has got patient.. at that level healthcare that’s.. you

couldn’t take any chances with that sort of thing §¢p12, Company?]

Furthermore, employees’ appraisal also involved consideration of the “audience” for the

information and their preconceptions of who can use the data that they store.

“It’s not an equally weightedit’s not an objective.. there is no objective value to
this information that somebody has given us.. beeato the vast majority of
people it means absolutely nothing.’s pointless and they would not bothered

even if they were found olUfP2, Company 1]

This supports research by Adams & Sasse (1999) who found that emplpgessptions of

information sensitivity interacted with their perceptions of orgaioisal security. They found
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that employees rated information about individuals as more sensitive thaneooaliy
sensitive company information amdaced security as a higher priority on some systems than
others. The current study further demipates this appraisal through employees’ evaluation of

the value and audience of the information they work with in their job.

3.3.2.2.2 | Susceptibility
Perceptions of susceptibility to security threats appeareelan important factor in employees’
behaviour. Perceived levels of susceptibility differ across participants andiepeynding on

environmental or online threats.

Environmental threats to information and systems involve a physical attempt (iiee)offl
infiltrate the information security of organisations which can inchirdeattempts of criminals

and malicious employees. Susceptibility to these kinds of threats appeartoto amongst

most employees as they perceive low threat likelihood. Individuals perceiventhiainmental
threats will be malicious others acting in a more opportunistic manner rather than pre-meditated.
Individuals appear to hold an optimism bias with environmental threats, comparing the

likelihood of a physical threat to other employees or other organisations.

“Yeah the physical security | feel fairly protecteanti-virus, hopefully protected
by the IT department.. | would say also becaustheflikelihood of people who
surroundmeto come and search througty files is just next to zero so yeah | feel

very securé [P3, Company 1]

“it’s perfectly safe until somebody wants to get in comes along so you know... SO
in that respect it’s probably absolutely safe 99.99% of the time to leave completely
personal information all over your computer andviedt unlocked because the
majority of people that come into contact with iillwmot be interested and not
want access to it and not want to do anything with it.. so it’s only to protect for
that minority of times.. for that possibility thabmebody might want it and want

access tar.. ’ [P2, Company 1]

With regards to cyber threats, employees perceive themselves to be highly suscephiisle t
type of threat. There appears to be an overall sense of insecurggroed helplessness in
behaviour online. This is particularly related employees’ response efficacy of security
behaviours. Individuals have an estimation of the effectiveness of diffepgg tf security
behaviours and practices. Howewhey feel that “hackers can still get access” and the “IT
savvy can still bypass security”. Employees understand the importance of implementing
security behaviours however they feel that their efforts can still be circumvegadiiess of

the level of security that they implement.

85



“I have no idea.. probably they are (passwords) effective if you are going to
protect yourself against somebody.. if you wankited of see security from the
person next to you however in terms of people whobkdt is to break passwords..
probably not very effective and do realise that¢hare people out there whose
vocation is to break people's passwords and viegple's computers so probably

not.. l have no idea...” [P3, Company 1]

“For somebody like me I think your password woulddmugh to bar me from
accessing your information, logging into your corgsubut | think somebody who
had good sound IT knowledge could probably bypdssntand get into other

people’s information” [P7, Company 1]

The relationship between levels of susceptibility and engagement in securityooehdas
mixed support in the literature. Its relationship with IS policy compliance iotertas
consistently been supported (Ifinedo, 2011; Siponen et al., 2014) as has its role iruanti-vir
software usage (Lee et al., 2008). A potential reason for the lack of suppoetious studies

is that their conceptualization of threats is often non-specific and they defapto types of
threat (e.g. Vance et al., 2012)his study demonstrates that an individual’s threat assessment
differs depending on an online or offline threat, with online having higher pettcei
susceptibility amongst employees. Previous studies do not make this distinction sdssings
perceptions of susceptibility. Perceived susceptibility to online threat®ssly linked with
response efficacy, i.e. they do not believe they are protected even if they behave securely.

3.3.2.2.3 | Threat models

Employees appear to have different security threat models. This is relaten knodedge of
security risks, their perceptions of appropriate security actions and vyeerdéielihood of
threats. For example, there appears to be a large difference in attitudes tovimgsdown
passwords. Some employees perceive this as being highly insecure and wouldn’t engage in this

behaviour, suggesting that they have more of a concern for physical threats tharttorkts

in password security.

“I am quite conscious that someone can find a sofggaper that | have written
with a scrap of paper with important company stuffso Idon’t do that.. even for

my personal stuff fon’t do it” [P14, Company 2]

Some employees, on the other hand, may perceive this as being insecure but balance the
likelihood of an online threat vs. an environmental threat, in which they petbeivatter as

being less likely so engage in this potentially risky physical behaviour.
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“I just have like a note.. well.. | have a note vathpasswords for all the different
places where | need stuff, like online becauseedhgsrtoo many passwords to

remember so | need to have them written down sorapsvh[P1, Company 10]

Other differences in threat perceptions were noted for working remotely amdingl
unauthorised users to use work devices, locking work computers, and using encryption on

removable media.

3.3.2.2.4 | Perceived severity

There was disparity in perceived severity of security breaches and theysef/edcurity non-
compliance consequences. Employees were highly aware of the conseqtentesr

organisation’s reputation and the potential implications of this. For example, competitors getting

hold of their company’s intellectual property and breaching legislation such as the DPA (1998).

“again other than the competitive threat that we are developing something that we
don’t want the competition to know about and they get access to that
information.... you know something like that | gaewould be of value to the

competition so that they would then have time to @wounter strategy togethér
[P16, Company 2]

“I guess anybody can get access to any sort of information, even if they shouldn’t
and that can lead to all kinds of issues and dabddéeption laws and even just the
sort of stuff that we have here like student filebat a student should give you
their information in the knowledge that only theopke who should have access to
it, have access to it.. so | guess, | mean theessthe.. the massive aren’t they..
the potential for press, the press could get hdlthe fact that the information

isn’t kept secure so that is all sorts of stuff blown ofuall proportion typically.”

[P9, Company 1]

The impacttowards technology, following a security breach, was also a consequence that
employees had a high awareness of. This was primarily the consequences of dogrdoad
virus or other malicious software to the work machine and the effect thitiasanon the

organisation’s network.

“if it’s a really bad virus it can like infect your computendal can assume it
kind... like.. if somewhere like here, I'm not sure how realistic it is but I suppose
technically it could affect the whole universityssgm which would cause massive
outrage and whatever, so | think you would get iatot of trouble for doing stuff

like that and I think it would have large conseqeesyY [P8, Company 1]
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Employees’ perceptions of consequences to themselves were relatively mixed as employees
were not aware of company action if they cause a breach in security. However,emsieid
assumptions about potential consequences that were often disciplinary actiedaation in

their own and companiegroductivity. Consequences to others were considered less and

included dissatisfied service users and distressed service users.

“I am not aware of the consequences for it.. | meam aware of the kind of
potential problems that you could cause, and thesstyou could cause people if
any information was disclosed about a particular person but I don’t know if I did
something that caused a problem within the university systems I don’t know what

actionwould be taken” [P7, Company 1]

Previous research has focused on the role of perceived severity in IS policy com(plienatie

& Rao, 2009b; Siponen et al., 2014), and anti-spyware adoption (Chenoweth et al., 2009;
Gurung et al., 2009). The role of perceived severity on anti-virus adoption (Lee Z2Q4),

being cautious with emails that have attachments (Ng et al., 2009) and other |Siteotitiyre
(Ifinedo, 2011) is unclear. The findja suggest that individuals perceive consequences and
severity differently. These are consequentegards the organisation, technology’ parties

and themselves. Within these levels, knowledge of the consequences also differs swith les
awareness of consequences towards others and oneself. This stggestsindividual’s
perceived severity is not one overall construct but may comprise of diftgpes of severity

implications. This may account for the differences in existing research.

3.3.2.3 | Experience
Experience was an emergent theme from the current study and related to individuals

experiences of security beaches and previous work experience. See Figure 13 for a visualisation.

h 4 A

Previous jobs Security Breach
Security behaviour Security behaviour not Misunderstanding Understanding
transfer transfered effective response effective response
Inappropriate Multiple Enhanced
behaviour behaviours seaurity behaviour
Overreactions Scattergun

Figure 13. Thematic map of Experience
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3.3.2.3.1 | Security breach experience

The current study suggests thatvious experience is important for current behaviour. Previous
job roles and experiences of security threats (including viruses and phishing exppda) to
promote awareness and secure behaviadur.employee’s experience of security breaches can

lead to different courses of action depending on their evaluation ofextiegfresponse to the
breach. If an mployee misunderstands an effective response, this can lead to “security
overreactions” in which they make take a scattergun approach to dealing with the breach to
ensure recovery and continuity (e.g. deleting contacts and changing passwords fodlowing

account breach).

“I mean lwouldn’t do anything.. | mean once.. something must haypéaed to
my email addressmy yahoo email address because people were jusingetti
emails just saying “try this money making scheme” so as soon as I got that.. |
deleted everyone offny contact lists because | had them somewhere elde an
changemy passwords and things like that.. but other thaat,timothing..” [P2,
Company 1]

Inappropriate behaviours are another form of “security overreactions” and can lead to non-use
of accounts and concluding that devices are unusable following a virus and aachiman

needs to be acquired.

“Hotmail. Microsoft.. whoever owns it and yeah just couldn’t get back onto it and
theywouldn’t allow it.. even though | gave them all the infotina that | could to
say it wasme.. they just said that iwasn 't enough information so gonel don'’t

use it anymore’.[P1, Company 1]

“I could see that it is not a right file and he sldouhave no idea why | clicked on
it and the computer is now very slow and unusable/s are going to be binning it
or selling it for parts.. no reason for that and/ibuldn’t be happening.. and we

know that we should never disable the anti-viifys3, Company 1]

These experiences typically refer to personal experiences; however work-related explsdence a
appears to be important for secure behaviour especially when it ingacets emploge’s
productivity. For example, when an eloyee’s organisation experienced a virus breach it led to

implications that affected the whole business operation.

“it made me realise actuallyere is.. this is not some pen pusher saying don’t use
pen drives.it’s actually really serious and that was a good ledsorme and |

think a lot of peopledon’t understand the importance of things like that but
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because | have got experience of what happenwahat could go wrong.. when it

goes bad.. when it goes wrong it goes wrong rezdliyly..” [P14, Company 2]

3.3.2.3.2 | Work experience

Previous job experience also appears to be important for current security behaviour.
Organisations differ in their approaches to information security and subsgdgheittimethods

to promote security awareness and practices amongst employees. This is known@sithe se
culture of an organisation which is their shared values and assumptions regardingtioform
security. An organisation’s culture is idiosyncratic so there will be differences in the levels of
security culture across companies. Employees transfer their behaviour from previous
organisations; this appears to be more evident in employees who come from organistitions w
a higher security culture than their current employer.

“Again from my previous job there was, the compaag  very very highit was
very secretive company and there was a lot of ekXasngvhere competitor
espionage and things like that was.. it was a vegular occurrence and a very
serious thing so security was.. it was like fortolrover there most of the time so it
just got drilled into you to lock your computer Wostation so that is just
something that | brought with me to this job.. Itine that a lot of peopldon’t

lock their work station8 [P14, Company 2]

“I kind of have a habit of doing that anyway.. likeay | used to work in a bank

and we used to always lock our computers.. buinktft’s just a habit really. [P2,

Company 1]

However, not all behaviours are transferred as there appears to be a semsfitgldhwhere
employees will not transfer the behaviour if it requires too much effortheim part. For
example, strong password enforcements in previous companies do not lead employees to adopt

a strong password management practice in their current job if it is not enforced.

“I have had the same password for the last 6 analfayélars on my computer. |
know | should change that, imy previous employer we got sent a reminder to
change the password, | think it was every three thomve had to change our
password... | know | should change it butjlist don’t have the memory space to

do that.. | would forget what | had changed it't@9, Company 1]

Experience has received little investigation in previous research but has beetesufgpanti-
spyware usagé€Sriramachandramurthy et al., 2009), adoption of online privacy protections
(Yao & Linz, 2008), and adoption of virus protection behaviour (Lee et al., 2008). &xpeis

also a source of information within PMT, influencing threat and coping appraisal. These
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findings suggest that previous breach experience is important for current behaviour.
Furthermore, employees’ experiences of security in previous jobs are also important and
potential transferability of behaviour has not been formally explored in epwlegcurity

behaviour.

3.3.2.4 | Security-related knowledge
The theme is illustrated in Figure 14 and comprises of sources of knowledge and keafledg

specific domains (i.e. security risks and security actions).

Colleagues Media Company Procedures IT Experts

S

Sources of Knowlege

Knowledge

Security Actions Security Risks

Figure 14. Thematic map of Security Knowledge

3.3.2.4.1 | Security risks

Knowledge of security risks is diverse and varies depending on security behaviougsaitg s
threats. Awareness of risks specific to poor password management is most pramelent
indicates that employeesan identify the risks associated with: using poor passwords, not
changing passwords, the disclosure of passwords, recycling passwords and writing passwords
down. Furthermore, knowledge of risks associated with employees having administratise rig
risks when working remotely, viruses and social engineering tactics such asglastails

were also high. Knowledge of risks related to mobile devices, removable meduhnyasichl

security were however quite mixed, with mobile devices in particular an aeya wimployees

lack awareness of the risks of using mobile devices and the potential sustepmtibitiese

devices.

3.3.2.4.2 | Security actions

Knowledge of security actions was also mixed, particularly with regards to thosh auf&
formally set in their organisations information security policy. Thereewdifferences in
employees’ knowledge of the security policy and its associated procedures between the two

recruited companies. Information from the demographic questionnaire indicated that in the
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academic institution only 1 employee out of the 10 recruited had regmblibg compared to

the other organisation in which 9 of the 10 employees had read their companies poliey. Whil
reading the policy does not indicate compliance with it or awareness of tiree @mtent;it

does appear to be a source of reference for some employees when determining appropriate
security actions. Those who are unaware of their IS policy rely on their awareness o
appropriate security actions when behaving with information and technology andepeiyd

more on other sources of knowledge to inform appropriate security actions (such as

recommendations from fellow employees).

Regarding security actions, encryption for removable media and work devices wasLitiitg se
action in which employees lacked most awareness of and sometimes there wesnéleson
between the differences between encryption and password protection. Other security action
employees appeared to be knowledgeable about were those associated with; authenticating
users, physical security of information and technology, and the prevention of malicious
software. Two-factor verification for cloud storage and email accounts wargtgeactions

that were mentioned less and could be behaviours that requires further awareness.

3.3.2.4.3 | Sources of Knowledge

Employees relied mainly on individuals within their workplace or socialecwhom they
regard as having “IT expertise” as a source of security information. In the workplace, this was
employees from the IT department but can also be fellow colleagues or frietdsT

expertise.

“.. I thinkit’s pretty good.. | have got windows laptops and léhget a mac and..
| have done research on the different virus sofewtirat you can use which is
freely available.. | only use the freeware stuthd | have askenhy friends as well

who are quite up on computers and what not andkensare that | use kind of the

same ones that they do[P1, Company 1]

Fellow colleagues and line management were nimtedlesser extent as sources of knowledge
and this most commonly related to the receiving of suspicious emails or files, in which case they

would seek information from their immediate peers before contacting “IT expertise” sources.

Other sources of knowledge were company procedures such as the IS policy or préfessiona
codes of conducts that cover aspects relating to the integrity of infomaatd its security. For
example, one employee has to sign non-disclosure agreements with service users and this

influences their behaviour.

“I probably used to leave my computer unlocked more.. but in the job that I do
now we have to sign non-disclosure agreements soufare working with a
92



university on certain things or different companigal have to sign NDAs and
there have been some projects which have been deaspretty secret | guess so
you have to sign them and say that you won't talk to anybody about them.. you
won't.. and as part of signing them it says when you leave your desk you must lock
your PC.. you will adhere to this and stuff so I am very aware of doing that..” [P19,
Company 2]

The media was another source of information such as reports about hacking to consumers and
organisations and their associated consequences such as identity theft aneldtadd-r
experience (individual) and network disruption and reputation (organisation). embats

relating to security risks and their implications were also noted such as gewtrhodies

losing unencrypted USB sticks with sensitive informatioriton

“Well.. so farit’s not too bad right other than thelmasbeen a few cases where we
have seen.. Facebook.. or Linkedln passwords beiagked so the information
that | have got on Faceboak: 't particularly of interest but of course then when

you go into online banking and everything that’s when it starts to get a bit scary..”
[P17, Company 2]

3.3.2.5 | Personal and work boundaries
The themas illustrated in Figure 15 and refers to the boundaries employees have between work

and personal life.

Personal & Work Boundaries

Blurred Boundaries Strong Boundaries
High personal usage Adoption of BYOD Limited personal usage Preference for work device
Low work/life balance High worlkj/life balance

Figure 15. Thematic map of Personal and Work Boundaries
An important factor influencing secure and insecure behavieauthe degree to which
individuals engage in personal activities on their work devices and the basmtsy have
between home and the workplace. Those who have strong boundaries between home and work
limit the personal usage they conduct, for example using the work email forus®rnly and

limiting personal browsing on the internet.
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“Well 1 try not to use it for anything personal saldrn’t really email anybody
outside of work with my work email, just try to usgy home one so in that respect

trying to limit that..” [P12, Company 2]

“Well actually when | am at work | just do work te honest and usually the sites
and places that | visit on the web are educatioraburces or whatever.. | tend
to.. | don’t think | don’t really surf the web and stuff ardbn’t just click on
random links and stuff.... | just stick to worka&td things and like | assume those
kind of resources are pretty clear.. IT also hawveed filtering thing so that might

help as well [P6, Company 1]

These strong boundaries also extend to outside of the physical workplace and relate to the use of
work devices for personal usage when working remotely. Employees with streswnade
boundaries use work devices solely for work purposes and don’t allow unauthorised users (e.g.

family, friends) to use the devices.

“I would suggest no, | mean personalbyduldn’t let somebody use it a work PC..

even to log them on as different user or somethirg3, Company 2]

“Don’t let anyone else use the computer. No one would want to use the computer
anyway but erm.. #on’t anyone else use it...dbn’t like leave it in anyone else’s
care..it’s always kind of, under my own care because’s not my computer to pass

around’ [P8, Company 1]

These individuals also demonstrate a preference for using work-issued dewesesheir
personal devices for work tasks. They may, therefore, be less likely to eng&)&0OD
activities.

“try not use personal devices.. that is as closi gets.. | just view it as a work

one,it’s just that | am using it with two different works.don 't use..
So what about that distinction of work and persona?

| think it’s important inmy mind having that line for a couple of reasonse th
information that is coming out of work.don’t want it stored omy home stuff for

any trace of it and there was another reasofP4, Company 1]

“Only to transfer files.. Hon’t get my work email onmy phone.. butthat’s not
actually to do with security butat’s to do with the fact thatdon 't want to gemy

email onmy phone. my phone ismy phone and Hon’t work stuff coming through
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on it.. /t’s not the security aspect of it scidven’t really considered the security

aspects of it becauggs not something that | plan to dgP17, Company 2]

The role of technology in employees’ work/life balance is well documented in organisational
psychology literature, ubiquitous access to the workplace can enhance individualipitgduct
however can also inflate individual’s stress levels leading to job burnout (Peeters, Montgomery,
Bakker, & Schaufeli, 2005). However, a strong wiif&-balance may also be important for
security. Working remotely is a necessity in some job roles, however, optiorahérs.
Limiting working remotely is important for security as it can reduce dgcrisks associated
with working outside of the workplace. Individuals with a high work/lifeahak limit or

prohibit doing work tasks outside of the workplace.

“I just generally don’t once I leave work that is me done but for serious work.. |
know for examplemy boss and other people they have work laptops heyl ¢an
work from home.. they get special equipment whigvey can do that.it’s not

really applicable tane..” [P14, Company 2]

They also have high psychology ownership of their personal devices and, themaforeotk-
related information on their own devices.

“Yeah Idon’t even know if it is a security conscious thingthink it is more just..
work/life balance of this isny phone.. ldorn’t want to contaminate it with work

stuff... yeah its mine, it’s not the company’s”’ [P19, Company 2]

“«

.. my phone is my phone and I don’t work stuff coming through on it.” [P17,
Company 2]

Individuals with blurred boundaries between personal and work usage are less restrictive in their
boundaries and engage in personal tasks on work devices. For example, they may have blurre

boundaries in email usage for work and personal.

“In terms of the first onelt’s quite tricky coz whilst I don’t really receive emails
from my like.. | kind of do receive emails from rMiyends at work coz they also
work here butl don’t receive emails from my friends who don’t work here on that
account but at the same time but | also have iupeto that | do receive my Gmail

stuff to that computer as well so it sort of kind of blurs the boundaries a little bit”
[P6, Company 1]

When working remotely these boundaries are also blurred; they may usessuel-idevices

for personal usage and allow others to use the work devices.
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“I have done it myself if my nieces have been up thede is only one laptop.. like
my own personal one and someone wants to do somge#ise then | would give

them the work laptop to do it..[P19, Company 20]

They have less distinctive boundaries between home and the workplace and conshkguently
a lower work/life balance, they prefer ubiquitous access to work informatiomagaise their
own personal devices to stay connected to work and subsequently engage in more BYOD

activities.

These employees also engage in more personal risky tasks on their work machinssl@sel di
highly sensitive information such as bank details as they rely on the seofirityeir

organisation and assume that it is more secure than their own devices.

“Because everything on mine is what | have put ontar iset up to work on it or
adjusted the settings and I don’t really understand what I am doing with stuff like

that so you assume that because you get an eroail ff services periodically
that goes to all users that says that we haveiftegha machine which is running
malware on the network and they will give you therkvstation name of it and you
eventually track it down, you assume that because it’s a corporate computer

system that there is some money and some resourteexpertise at keeping it

safe..” [P13, Company 2]

The use of personal devices in the workplace or BYOD (Bring Yawn Device) can bring
many advantages for businesses including enhanced employee productivity, satisfattion a
mobility (PwC, 2012). Despite this, BYOD also leaves organisations open to infummat
breaches. Despite calls for organisations to implement more stringent BYODysstategies
(PwC, 2012), there is little research exploring employee attitudes towards B¥®Exctors

that influence this form of behaviour and the role of personal device ownershifoomation
security. This study sheds some light on security behaviours and BYODiestreiating to

work/life boundaries.

3.3.2.6 | Security responsibility
The theme is illustrated in Figure 16 and refers to employees perceptions of wsppissiiale

for security.
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Diffusion of Responsibility Personal Responsibility
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Figure 16. Thematic map of Security Responsibility

Employees rely heavily on their organisation or “security experts” in their company for the

security of their systems. This appears to relate to specific types of seeeciyanisms suctsa
anti-virus, encryption on machines, and system procedures such as installing tgidatalan
behaviours such as passwords and handling data, in which participants recognise they have

responsibility.

“To be honest | assume thattifat’s what the company tell us to use then
somebody in the technology area has decided thasicure enough and that our

firewalls are there and whatevégr16, Company 2)

To prevent viruses and other malicious software, employees appear to rely heavisiron t
organisation with assumptions that “somebody else is taking care of it” and relying on the

expertise of those in IT to ensure that they are protected from viruses.

“I don’t understand bugger all about anti-virus software and all that kind of stuff
and you assume that somebody else takes care of it and if you need it, it’s sort Of

automatically deposited onto your computer and gssume that its therefore as
good as it needs to be or as good as it can bere thre people who work in IT

services andhat’s their job so you assumgat’s good enough’.[P13, Company 2]

“Yeah actually liaven 't checked what it is and how it works and whethshaduld

do something about myself oriifs something that just works in the background..
| ’'m hoping that it’s just something that’s in the background and then its updated
automatically and things like that.. maybe | shouldhavern 't checked so far, |

always just assuméat’s updated centrally from the IT servicg®10, Company 1]

In the adoption of new security practise, diffusion of responsibility was also esgppar
employees would adopt a new security behaviour but only if the company enforceckiorthe
relying on the company to introduce new security practices rather tham@ayee taking

responsibility and implementing a new behaviour.
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“Yeah I would be quite happy to do it if the company came out and saihe
USB stick that you put in has to be encrypted aedhyl would do it.. again it
becomes that another hurdle to get through in yadpetivity of work but | can

understand that reasoning for it..” [P19, Company 2]

This diffusion of responsibility was not just limited to the organisatitias the employees
work for but to also service and product providers of the technology they userotasks.
For example, there was a general perception that Apple products are secure so ymedd not

any additional security and that you can rely on Apple for the security.

“I have got a mac at home so as far as | kn@lanl’t need any security on it.. it

has got its own inbuilt’ [P12, Company 2]

“My understanding is thatit’s very basic first of all but understanding is that
its.. the operation system of the.. of apple products designed in such a way
that youcan’t download.. not download things butcdn’t quite explain what I
mean and what | know becausdol: 't even know it properly but yealh'’s kind of

protected.. idoesn 't require anti-virus.. [P3, Company 1]

The current study supports the findings of existing research (DourisheiGie La Flor, &
Joseph, 2004) which found that individuals delegate responsibility to ofmeiromodalities:
technology, individuals, organisations and institutions. However, delegation of responsibility fo

specific security behaviours has remained relatively unexplored in existing quantitatigs.stud

3.3.2.7 | Security behaviour
The final theme is illustrated in Figuder and refers to the actions employees undertake to

maintain information security in the workplace.
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Figure 17. Thematic map of Security Behaviour

Security behaviour is an important overall themd aslicates an employee’s ability to engage

in appropriate and effective security actions. Thertéhree forms of security behaviour, here
referred to as “security hygiene”, which indicates the effectiveness of the security actions
employees undertake. The previous themes of threat evaluation, response evaluation,
knowledge, experience, security responsibility and personal and work boundaries affect the

degree to which an individual engages in high, medium or low-security hygiene.

High-security hygiene, refers to the most effective security behaviowrsisadefined as
employees engaging in proactive security, using high prevention strategies, sgteeitghip

and being able to identify appropriate deterrents. Medium security hygiene are somewhat
effective security behaviours and is defined as medium prevention strategiesedumity
hygiene are the least effective security behaviours and are daf®d prevention strategies,

little to no security citizenship and lack the ability to identify appropriate deterrents.

3.3.2.7.1 | Prevention strategies

“prevention is better than cure as they say..” [P14, Company 2]

Prevention strategies are behaviours employees engage in which contribute towards information
security in the workplace and aim to prevent security breaches. For example, not downloading
suspicious attachments, not clicking on suspicious links online, adopting strong passwords,
locking computers, encrypting removable media and non-disclosure of sensitive information to

name a few.

Employees who practice high-security hygiene take appropriate action and have alstiiyng

to engage in the correct security action and take fewer risks with their géaiv@tviour. They
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rely less on their organisation for security and have a more proactive stance towards information
security. They can also correctly identify whether a physical or cybarityedeterrent is most
suitable for the security threat. For example, they will adopt encryption on remoneadia

rather than rely on keeping it on oneself as a form of protection.

“Yeah I use a USB stick with encryption and it’s just a bit of a reassurance
because having in the past, I haven’t lost a USB stick but I have not been able to
find it for a few hours, dunno where | have put aodfeel a lot more comfortable
now where there is using a USB stick with actuahcryption on and knowing
that if it did disappear then, you know, there wouldn’t be staff information going

into the wrong hands..” [P4, Company 1]

Those with medium security hygiene may take appropriate action and know which security
actions are most suitable but engage in more risks with their behaviour suehtasy a strong
password and then writing it down or locking the desk cabinet but leavingethéocated
within the vicinity. They are less proactive in their stance towardsnrdtion security and rely

more on their organisation for security.

“I put them in the filing cabinet butdidn’t actually lock it but they were out of
sight so | suppose that is as far as | wardidn 't lock but [ do remember going I
shouldn’t just.. because they are so easy.. it’s not like a computer or a laptop that
you would be seeing walking out with, the mobileopas were just too easy to pick
up so yeah I put them out of sight but I don’t think I actually locked them” [P10,

Company 2]

Employees with low security hygiene, on the other hand, lack awareness of appropudte se
actions and engage in inappropriate security behaviours. They rely heavily on “security
defaults” such as using the default security password and relying on the computer to lock itself
when leaving their desk. They are more reactive towards security needs asytloeyseturity
enforcement by their organisation for their security behaviour. They dackreness of
appropriate security actions for physical or cyber security threats, as suchmahengage in

non-technical deterrents when a cyber-security deterrent would be more beneficial.

“however the advantages are that I am much more consciously aware because 15-
20 times a day | need to pick my keys up and | @audtice if the USB.. because
the USB stick is attached to a.. like a lanyaraghihat goes around your neck so

if that was missing I would be really consciously aware of it..” [P2, Company 1]

Their behaviours are considered more negligent as they may be aware of secority ladti
fail to engage or perform the behaviour.
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“I have kind of blurred the lines a bit by havindgaptop.. it mostly stays at home
but when | do take it to work, it probably is sdneito have a password on but |

just don’t.. for ease of access..” [P6, Company 1]

3.3.2.7.2 | Security citizenship
This refersto actions individuals engage in which aid the organisation in business continuity
and recovery. Individuals with high-security hygiene may engage in these practteass

backing up data, informing colleagues and IT of security issues.

“Well.. the phishing thing.. they are all set updohk’t mess around with them, |
just leave it as itis.. erm.. if | see anythingddg | have emailed like IT before and

made them aware of it and sent them the efrail, Company 1]

“Usually every day or night, | back up the filestthhave updated.. the new files..
Is that useful?

| think so yeah.. better safe than sorry” [P11, Company 2]

Individuals with low security hygiene, on the other hand, rely more on thganisation for

business continuity practices and take less responsibility and action to aid the organisation.

“No.. that’s the one thing that | am really a bit confused abbulon’t know if

there are like official procedures for backing upifd should do it myself.” [P10,

Company 2]

3.4 | CONCLUSIONS

Overall seven themes emerged through the use of this deductive approach tiat expy
employees engage and do not engage in security actions. The results of thisiggest that
employees undergo a threat and response evaluation before undertaking behaviour. Knowledge
and prior experience also influence an employees’ security behaviour, as well as, their
perceptions of responsibility and boundaries between personal and work. All these factor
influence the degree to which employees engage in security behaviours; this studgdntata

there are different levels of security behaviour characterised by preventicegissaad

security citizenship.

There are key findings from each theme that are important for understandingséaech
question. Firstly from response evaluation, the study found that different belsatiave
different associated costs that can be either cognitive, monetary expenses @radigdivity.
Response evaluation also suggested that low response efficacy is a potentialcbsedarity

behaviour. Secondly from threat evaluation, information sensitivity may influeether
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employees engage in protective actioRsaployees’ susceptibility perceptions deperah
whetherit is an online or offline threat and their threat severity concernsspomd to four
domains (technology, personal, organisational and third party). Thirdly, setwefch
experience can lead to effective and ineffective responses and previous work expzmence
lead to security behaviour transfer between jobs. Fourthly, knowledge of weations and

risks is important for driving behaviour. Fifthly, personal and work bouesigriay a role in

risky behavioural engagement and provide an understanding of personal usage of company
resources in the workplace. Sixthly, perceived responsibility for securityaegpfe empower
employees to engage in protective security behaviours. Finally, security behavioafeumner

to relate to hygiene levels comprising of protective actions and citizenships behaviours.

The current study has provided a number of contributions to the security researemdarea
organisational practice. Firstly, the findings demonstrate that IS policy ool is
complicated as different security behaviours are motivated by differdotaand to varying
degrees. Where possible, future research should move away from using an IS policy cemplian
paradigm and focus on individual security behaviours. Likewise, organisational campaigns
would benefit more from targeting specific security behaviours.

Secondly, response efficacy was shown to be a potential barrier to some security behaviours;
response efficacy is low because employees lack feedback on how effectiveetheity
behaviour is at reducing threats. Systems rarely provide enough feedback or positive
reinforcement to users on th@roactivesecurity behaviour although they sometimes provide
information on theireactivebehaviour (e.g. weak password or non-updated system). Systems
need to provide more feedback on their efforts and provide information on théveffess of

these for prevention of security threats. Furthermore, employees perceive that théy secur
efforts may be in vain as they do not receive reinforcement from their orgamis@nagement

to keep up their behaviour. Research shows the importance of management feedback on
employee performance (Hackman & Oldham, 1976) and the importance of positive
reinforcement in shaping behaviour (Skinner & Ferster, 1997). One approach niay be
organisations to include security behaviasmpart of the performance appraisal of employees.

As securityis part of an employee’s job role, it should be given more focus and feedback from

the attention of management during deyday business operation and more specifically, as part

of their employees’ performance appraisal.

Thirdly, the current study showed that employees undergo an information sBnsitivi
assessment, evaluating the sensitivity based on their perceptions of the valuafofthation
and the audience for it. The study highlights differences in individuals’ threat evaluation;

employees’ perceived susceptibility differs depending on off- and online threats. Within

102



information security research, off- and online threats are often given equal ngightnot
specified. However, this study suggests that research needs to consider thessegmitato
information security issues (ons. offline) and campaigns need to focus on communicating
susceptibility to these threats differently to employees and being specific frdramg
susceptibility questions. More work is required to provide concrete defigibf sensitivity
levels, rather than it being determined in relation to other typ@gamation. The following
study will seek to explore this issue in more depth.

Fourthly, security responsibility was an emergent theme that suggested that employees
perceived different responsibilities for security tasks, some of which theptaesponsibility

for and others they diffuse the responsibility onto their organisafloganisations need to be

more transparent to employees with regards to what they are expected to do asdmithat i

their remit. Organisational policies dictate these responsibilities howbegr need to be
embedded within the culture of the organisati@inally, employees’ personal/work boundaries

may help explain risky behaviour in the workplace and adoption of BYOD Ipsations for

these boundaries. These boundaries need to be explored further.

The initial deductive framework included the factors social pressures, attitddlefficacy
however these did not emerge within the final framework. These threesfhetge consistently

been found to relate to security behaviour as identified by the literaturevréMie current

study found that attitude emerged more broadly across the other constructs rathees #han
separate construct. For example, security responsibility and personal/work bouhdsges
attitudinal components within them. For social pressures, existing litesatggests that what
people important to the user expect them to do influences their security behagmge¢tion
2.2.6.1). However, the current study found that when discussing security behaviour, esnployee
did not appear to be concerned about the behaviour of others and their line managiment, w
regards to their motivations for behaving securely. However, this factormptagymore ofa

larger component within the security culture of both of the organisations. Previcachesas
explored the role of security culture, which is the shared beliefs, norms, values and learned ways
that have developed through the organisatiaistory (Brown, 1998) and are captured in the
mission statements and the vision of the organisation as they represent teghatusish to

be known for. A poor security culture is one where security is not built into #iesed
assumptions and is not part of “the way things are done around here”. In the absence of a
security culture, individual-level motivational factors may play morarofimportant role as
information security is at the level of the employee rather than drivedawp-and across the
organisation. This may account for the lack of discussion about social pressunestivot

participating companies. The study did find that employees use social influencers & atou
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information regarding security, so while they may not be influenced by neensdicurity

behaviour of others, they may seek guidance for their security concerns.

Another factor that has received attention within information security bmiraid the role of
sanctions. The findings suggested that employees were not influenced by the feataamtgt cer
of sanctions in the workplace. This is somewhat supportive of the existiraguiteas sanction
severity is consistently related to security behaviour but sanction cgfiginbt. The lack of
discussion and consideration of sanctions could be due to low sanction centantpgloyees
supporting the literature base that while employees perceive sanctions to be dwmvere, t

likelihood of being sanctioned may be low.

The lack of discussionf environmental influencers social pressures and sanctions and no
other emerging environmental factors indicates that internal influenceplayag larger role in
determining security behaviour. Environmental influencers may play a m@teitnmole in
security but internal influencers (threat and coping appraisal) may be tdestoaexplain
security behaviours as indicated by the current study. The role of thessairfactors will

further explored in the following chapters.

The current study also aimed to address differences in psychological ownership and
organisational citizenship behaviour between the two recruited companies. Tgsisana
indicated that there was no significant difference between the two for psychbmgiership

of technology and data and organisational citizenship behaviours towards the organisation i.e
those behaviours that help aid the functioning of the organisation. The lacindfcant
difference for psychological ownership could be due to the type of companies recruitéd. Mos
employees from both organisations worked in a research capacity involving #iepaesnt of

their own ideas or research. Although the research institution, compared to tieniaca
institution, has a more explicit intellectual property ownership poliayputd be that the level

of input and effort on behalf of the employee accounts for more of their perceinedstip of

their performance outputs rather than explicit policy. Furthermore, organisatitimahstip

refers to discretionary behaviours that go beyond the job role. The current ctundly that
“security citizenship” was part of the security behaviour performed by employees and may be a

form of OCB. Security citizenship refers to behaviours that go beyond the job rtbe of

employees but help serve the organisational information security goal.

Despite the benefits of this approach for the furthering understanding of the chusszure

and insecure practice, the approach has its limitations. Self-efficacy pildfiedlt to assess

within an interview context and this could be due to the construct itself and tdpfbngn

individual's perceived capabilities of engaging in security tasks. Certain constructs may

therefore, prove difficult to tap into with an interview context, it mayrioge suitable to assess
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these constructs within a questionnaire format to give an indication of thks lefs these

constructs within the target population.

The use of the deductive approach incorporated factors from many behaviour change theori
which allowed the comparison of the final framework with existing theory. The final thematic
framework of security behaviour is primarily PMT based with other ggetontextual factors

that may be able to explain additional variance in behaviour if it was texpkred
quantitatively and with regression analysis. By exploring these constructsatinelly, the
study was able to explore what leads to high or low lemdisese constructs and the individual,
system and organisational components that may influence different perceptionaglthigiit

has provided better clarity of the use of PMT in security and may expkitigparate findings

for PMT constructs (severity and response costs) in rese&uure research will investigate
components of the thematic framework to explore what influences security behaxsmgs
structural equation modelling. This will give an estimation over whiclofaaxplain the most
variance in intention and actual behaviour, this information will help provide the basis fer futur
intervention efforts to influence the determinants of behaviour to bring about change. An
iterative approach will be adopted to ensure full scope within the study; thisnvdlve
investigating the themes from the current study, supported factors in pregmugy research

and other potential factors from behaviour change models.

The use of a deductive elicitation approach proved a useful application for expherifagtors
that influence security behaviour. Refinement of the initial thematicefnark through the
qualitative data allowed the emergent factors to be driven fully from the data setsand
allowed comparisorto the behavioural determinants that were identifegriori from the
existing literature. Furthermore using this approach allows exploration ottivabiconstructs
with target populations ensuring that beliefs and attitudes are data-drivvem tiaén pre-
determined by the research. This is important for behaviour change lasvg tie data from
the qualitative interviews to be used to develop a questionnaire to quanjitdegtetmine the

degree to which the constructs influence intention and actual behaviour.

Overall, the current study provided further understanding of the causdsmaiels to secure
behaviour. The use of a deductive approach proved useful to assess previously tesearche
constructs and understand how these differ for different security behaviourndihgs will

prove valuable for future intervention efforts.

3.5| NEXT STEPS
Components of the thematic framework will be taken forirrfditure studies. In particular, an
extended PMT model (see Figure 18) will be explored throughout the rest of the thesis
comprising of the original PMT components: threat appraisal (severity and shiticgptind
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coping appraisal (response costs, response efficacy and self-efficacy). Thésreatirided to
include additional factors of information sensitivity (WISA), securigsponsibility, and
experience derived from this qualitative study and psychological ownership andsatigawail

citizenship from the literature review.

Psychological
Ownership

WISA Responsibility

Severity

—P Susceptibility —

Experience

Self-efficacy

Response Efficacy

Figure 18. Extended-PMT model to be explored in thesis

Attention will be given to these factors as they are consistently underatesgaand while
appearing over-researched more woiK wlso be given to understand the role of the PMT
constructs; threat and coping evaluation with specific security threats aadidags. The
themes of knowledge and personal and work boundaries will not be taken forward in future
studies. Knowledge will not be explored as it often an implicit part of many lmehiashange
models and not directly measured. Personal and work boundaries will also not be eaplored
this factor played more of a role in risk-taking behaviours, whereas fututies will focus on
protective behaviours.

Prior to validating the extended-PMT model, a scale must be developed to assesstio o
sensitivity and further explore its influence on security behaviours (Chapteo#twing this,

the model will be explored for its ability to predict engagement witbethapecific security
behaviours (Chapter 5). Resulting from the findings of Chapter 3-5, the fidgl will assess
whether the knowledge of the supported influencers from the model can be applied to an
intervention (Chapter 6).
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CHAPTER 4: DEVELOPMENT OF THE WORKPLACE INFORMATIO N
SENSITIVITY APPRAISAL (WISA) SCALE

This chapter builds on the findings from Chapter 3 by developing a Workplacen#tion
Sensitivity Appraisal (WISA) scale. There is currently a lack of empigealies investigating
information sensitivity and its role in employee security behaviour. Tieetlso an absence of
scales measuring how employees appraise information sensitivity.cli@ipter outlines the
design, development and validation of the scale with an employment sample. To detegmine th
validity of the scale, the factorial, content, discriminant and critericie@lvalidity were
assessed. The scale was found to comprise of five subscales: Privacy, Worth, Coasequenc

Low proximity interest by others and High proximity interest by others.

The final 17-item WISA scale, alongside its five subscales, was found to have fsirtorgal
validity which was confirmed across eight target information types. The scale wisualdao
have strong content validity, good criterion-related validity and adequatéardisnt validity.
Furthermore, the scale was found to have high internal reliability and nefsreae

comprehensive measure of information sensitivity appraisal in the workplace.

The study also sought to explore sensitivity differences for company informatiomimgrtai
directly to living individuals (personal, health, financkllifestyle) compared to information
that is organisationally-focused (intellectual property, day to day, commertifd)&Financial
information was found to have the highest ratings for sensitivitpvi@t by health and HR.
These information types were also found to be the highest for thré®e dfve sensitivity
subscales, in particular, Privacy, Worth and Consequences. Information about indiigdyals
personal, health and lifestyle) was considered to be of significantly higierest to
employees high proximity interest groups (i.e. family and friends) in comparison to
organisational-focussed information. For low proximity interest, the opposéet &fapparent
with organisational-focussed information perceived to be of interest (eetiedcthial property
(IP), day to day, commercial) to low proximity groups (i.e. criminals, fellow eyags &
business competitors). Finally, the findings indicated that the more an emplogleewith an
information type did not influence their sensitivity ratings. There wé@vever, some

differences in security behaviour dependent on data usage grouping.

This chapter starts by providing evidence of whyiaformation sensitivity scale should be

developed and then outlines the research questixpiered in the study.
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4.1| INTRODUCTION

An under-investigated area is the role of information sensitivity appraisemployees
protection efforts. Chapter 3 identified that employees appraise the sensitivity of theatidorm
that they work with and use this as a pre-cuesiio whether it needs protection. To explore
this further, it is necessary to understand how individuals evaluate infonns&nsitivity and
how this may be linked to their security behaviours.

4.1.1 | WHAT IS INFORMATION SENSITIVITY?

There is no clear global definition of information sensitivity. In thi€, the protection of

citizen’s information is regulated by the Information Commissioner’s Office and governed more
specifically by the Data Protection Act (DPA; 1998). The act seeks to control how individuals’

personal data is usdd businesses by specifying different levels of protection required for
personal data and sensitive personal data. Personal data refers to identifiable information such as
name and sensitive personal data refers to information such as ethnictigalpopinions,
religious beliefs, health, trade union membership, sexual health and criminal re¢mrd3PA
stipulates that these be considered sensitive due to:

“The presumption is that, because information aloete matters could be used
in a discriminatory way, and is likely to beof a private nature, it needs to be

treated with greater care than other personal dé@O, 2015)

Whilst in the US, there is much broader definition provided in the Computer Secatityf A

1987 in which they define sensitive information as:

“any information, the loss, misuse, or unauthorized access to or modification of
which could adversely affect the national interestor the conduct of federal
programs, otthe privacy to which individuals are entitled under section 552a of
title 5, United States Code (the Privacy Act)...” (Computer Security Act, 1987)

The US Federal Trade Commission considers sensitive information to be persanadtiofo
They have two primary categories; personally unidentifiabte personally identifiable
information. Personally identifiable refers to information such as name, adahesg, number
and credit card information whereas unidentifiable refers to information suaobndsrgage,
and occupation (FTC, 2015).

Within the research domain, the majority of studies do not provide a cladtiole. However,

there are two clear divides in the way that research has conceptual@ethiion sensitivity.

Some conceptualizations focws the privacy and intimacyf information as a basis for

evaluating sensitivity. For example, Weible (1993) defines “the level of privacy concern an

individual feels for a type of data in a specifituation” (p.30). Sheehan and Hoy (2000
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present a broader definition and argue that information sensitsviggmply the distinction
between what is private and what is not private. Other researchers considerityetasitlate

to intimate self-disclosures. Lwin, Wirtz, and Williams (2007) define mfdion sensitivityas

the perceived intimacy level of information and Moon (2000) defines at¢irself-disclosures

as those information types that are high-risk and heighten vulnerabdisciosed. The second

type of definition focuses more on thailnerability and potential exploitat nature of
information as a basis for evaluating sensitivity. For example, Gandy (1993) argues that some
people view sensitive information as any information that if disclosed woulse charm.
Mothersbaugh, Foxx, Beatty, and Wang (2012) also define sensitivity as potential losses
associated with disclosing information.

The disclosure of certain types of information can have many negative -efibecisds
individuals such as potentially opening them to discrimination, identity thefiawve their
access controls exploited on systems and services. Seigjrifyerefore,a requirement to

maintain the confidentiality of sensitive information.

4.1.2 | INFORMATION SENSITIVITY AND PRIVACY

The majority of research investigating the role of information sertgithas explored its links

to individual$ privacy concerns and their willingness to disclose information. Bélanger and
Crosslels (2011) critical review of research on information privacy disesighe many
definitions of privacy and information privacy specifically. They acknowleatige definitions

of privacy can include the consideration of moral and legal rights with regardseto t
information or concern an individual’s ability to control their information. They conclude with a
broad definition by Clarke (1999) which defines information privasy the interest an
individual has in controlling, or at least sign#ictly influencing the handling of data about

themselves.

Research (Adams & Sasse, 2001; Mothersbaugh et al., 2012; Phelps, Nowak, & Ferrell, 2000)
suggests that information sensitivity works along a continuum of “willing to disclose” to “not

willing to disclose” and that individuals do not make simple binary judgements of sensitivity.

On this sensitivity continuum participanare most willing to disclose demographic (e.g. age,
marital status and occupation) and lifestyle (favourite pastimes) informdtfay are less
willing to disclose purchase-related or lifestyle-related information (e.gntecedit purchases)

and least willing to disclose personally identifiable or financial rmation (e.g. telephone

number, social security number).

Research suggests that willingness to disclose may be linked to perceiverssistisited with

that information, with more sensitive information indicative of greatsks and losses.

Malhotra, Kim, and Agarwal (2004) found thatlividuals’ perceived risk of disclosure differed
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depending on the sensitivity of the information. Sensitive personal infemgig. financial
data) had higher risks associated with disclosure than less sensitiveaiidorife.g. product
preferences). Highly sensitive personal data such as identifiable or finauficiaiation is open
to exploitation and can lead to identity theft, which may explain the increagmiective

measures taken by consumers in limiting their disclosure of this information.

Previous research has largely focussed on individuals’ willingness to disclose different types of
sensitive information (Cranor, Reagle, & Ackerman, 1999; Phelps et al., 20@0¢ldar from
research that individuals are more open to disclosing information that is Ieifiabie (such
as lifestyle) than more personal information (such as health and financi#l).thé/ exception
of a study by Malhotra et al. (2004) who focussed on risks of disclosure linkefbrimation
sensitivity, there is less research exploring if and how individuals apphessensitivity of

information.

Furthermore, studies traditionally focus on individaasvn information however employees
regularly work with information belonging to others and must abide by orgamiahtand
legislative regulations in the security and disclosure of this informatiois, Itherefore,
importantto understand how employees evaluate the sensitivity of information belonging to

others and their organisation.

4.1.3 | INFORMATION SENSITIVITY AND SECURITY

There has been limited research exploring the direct link between infmnnsa&nsitivity and
security in the workplace. Adams and Sasse (1999) found that employees perceivea sensitiv
information within the workplace to require more protection and securitgy Tound that
confidential information about individuals (personnel files, emails) were r@tedensitive
whereas commercially-orientated information (such as customer databases andl faeagi

were often seen as less sensitive and consequently needing less protection.

The sensitivity of data has been found to have no effect on password lengibngmuokition
(Zviran & Haga, 1999) but does have an ietpan password re-use (Grawemeyer & Johnson,
2011). Thee findings suggest that users do consider the sensitivity of the data stoeed on

service and adjust their security behaviour accordingly.

The findings from the qualitative study (reported in Chapjdo@nd that employees appraise
the sensitivity of their work information by considering the perceived valdieeoihformation
and the perceived interest to others. Health and financial informationde:ened to be more
sensitive than organisational data such as intellectual property and required oteceqgor and

secuity.

110



4.1.4| STUDY FOCUS

4.1.4.1 | Research Aims

The study has two aims, the first aim is develop and validate a new measure exploring
employees evaluation of information sensitivity called the Workplace Information Seitgiti
Appraisal (WISA) scale. The second aisto then apply this scale to explore differences in
information sensitivity and security behaviour for different informatiopesy participants’
knowledge about legal and organisational regulations applying to the informagties aynd

their frequency of data usage.
Specifically, the research steps involved to address these aims are to:

e Explore the underlying factor structure of the WISA scale

e Test the content, discriminant and criterion-related validity of the scale

e Ascertain the reliability of the scale

o Explore differences in WISA ratings for different information types

¢ Identify differences in sensitivity ratings for different informatitypes and security
behaviour based on participant perceptions of legal and organisational regulations and
their frequency of data usage

4.1.4.2 | WISA scale development

There is currently no scale that measures information sensitivity whithiworkplace. Previous
studies exploring information sensitivity have largely used scales investigdtlimgness to
disclose (e.g. Cranor et al., 1999) or privacy concerns (e.g. Buchanan, Pawiasén, 2007;
Preibusch, 2013). However none of these explicitly investigate how individuals seprai

sensitivity.

Previous research and the qualitative study in Chapter 3 identified four aspmttgroation
sensitivity appraisal: thprivate nature of informatigrpotential consequences associated with

information thevalue of informationandperceived (third party) interest in information

The WISA distinguishes between two gealdiypes of information. The first is information
about living individuals replicating the four information types used by Littiegd3, and
Coventry (2011). These four types are: personal information (e.g. address, gender, déte of bi
marital status), health information (e.g. physical and mental health historyhtwgily
medical history), financial information (e.g. banking details, credit ratmey; history) and
lifestyle information (e.g. shopping habits, hobbies, intereste\wever, the focus of the items
has been changed to other individtaisformation, rather than the ermogke’s own
information. The second refers to organisationally-owned information in whicé &ne also

four types: intellectual property (e.g. trade secrets, creative ideas thdtleadlto patents,
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copyrights, new products), dag-day business information (e.g. current customer & supplier
details, quotes, purchase history, call records), commercial information (e.g. stpidaEgic
business financial data) and personnel/HR information (e.g. appraisal, disgiptitamation

salary, sickness records).

As discussed earlier, individuals do not perceive organisational data as baegskive as
personal information. Y8 exploring principles of sensitivity analysis of personal and
organisational information, it may identify reasons why individuals do not percmich

information as sensitive and if this affects their security behaviour.
4.2| METHOD

4.2.1| DESIGN

A non-experimental survey design was employed. The following approach (summarised
Figure 19 was used to explore the validity and reliability of the scale, following
recommendations by Hinkin (1995, 1998). The specific forms of validity explored: we

content, factorial, discriminant and criterion-related.

Stage 1: Face/Content Validity
Subject-matter experts and participants determine the suitability of items

\Z

Stage 2: Exploratory Factor Analysis (EFA)
Exploring the underlying factorability of the scale items and their associations with the conlstructs

\Z

Stage 3: Confirmatory Factor Analysis (CFA)

Testing the hypothesised factorial structure and estimating the degree to which it is a goad fit to
the sampled data

\Z

Stage 4: Discriminant Validity
Testing whether the WISA scale is unrelated to dissimilar constructs

\Z

Stage 5: Criterion Related Validity
Identifying the predictive power of the WISA scale on security behaivour

\Z

Stage 6: Reliability of measures
Determining the internal consistency of the WISA scale

Figure 19. The procesof assessing the validity and reliability of the WISA scale
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Content validity refers to the extent to which items within the scale represent the cdsitigct
measured (Hinkin, 1995) which can be further broken diotenface validity and item validity.
Face validity is whether the items are relevant, important and interesting prandests
(Onwuegbuzie, Daniel, & Collins, 2009), whereas item validity is the exdemhich the items

in the measure represent the intended construct (Onwuegbuzie et al., 2009). The cadfitgnt val
of the scale will be assessed using subject-matter experts and naive participaatadte the
suitability and comprehensibility of items.

Factorial or structural validity refers to how well the scoring struatfitbe tool corresponds to

the domain of interest by assessing the composition of the scales (Onwuegbuzie et al., 2009)
The factorial structure of the WISA appraisal will be undertaken to explofethaspects of

the WISA appraisal using exploratory factor analysis (EFA) and confirmatomyr facgalysis

(CFA).

The discriminant validity of a scale refers to whether it is unrelatezsimidar, yet distinct
constructs (Onwuegbuzie et al., 200B)p assess the discriminant validity of the WISA scale
organisational citizenship behaviour (OCB-was identifiedasan organisational construct that
may be linked to sensitivity appraisal. An organisational behaviour was chosersebecau
individuals who have high citizenship behaviours are involved in more actithaépromote
optimal functioning of their organisation (Organ, 1988). They comply with orgamisatules

and procedures (Borman & Motowidlo, 1997, 1993), which may include reading organisational
policies about information security and information classification. Howeves tlitebretically
distinct from information sensitivity so should not highly correlatéhwiite WISA scale and

may help demonstrate the discriminant validity of the scale.

Criterion-related validity is the extent to which the developed tool iserklatthe variable to
which it is hypothesised to relate (Hinkin, 1998). Asdbeent study is interested in the link
between sensitivity appraisal and information security behaviour, the critetadad validity
of the scale was also measured using a self-report security behaviour questioaseairen
best practices for security identified in a report for Department ofnBssj Innovation and
Skills (Coventry et al., 2014).

4.2.2| PARTICIPANTS

An opportunity sample of 326 (Age, M= 31.75, SD= 11.51) individuals were recruited online.
All recruited participants were currently in full time or part time employment or unemployed for
less than 3 months. 87 males and 217 females (22 participants chose not to thisalose
gender) took part with an average organisational tenure of 5.23 years (SD=6.66) temijeb

of 3.18 years (SD 4.7). 11% (34) were from a microenterprise (less than 10 staffyoh8%
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small enterprise (less than 50 staff), 9.2% from a medium-sized enterpristhfie250 staff)
and 61% from a large organisation (more than 250 staff). Appendix E presents the

organisational sectors recruited participants were sampled from.

Participants were recruited using a variety of platforms based on recruitmentrecdations

from Branley, Covey, and Hardey (2014) which included dedicated participation sites (e.qg.
callforparticipants.com), social media (e.g. Facebook, Twitter, LinkedIn), méiBisg student
participation pools and websites and forums. Snowballing sampling technique wiasouse
recruit participants in order to maximise recruitment, this involved encourpgitigipants to
share the study with their acquaintances such as retweeting the study linktten dwsharing

the recruitment advertisement on Facebook. In compensation for study completicipguesti
were entered into a prize draw to win an iPad or if they were univesjtchology students,
they received institutional participation points.

4.2.3| SCALE CONSTRUCTION

4.2.3.1 | ltem generation and reduction

Existing literature on information sensitivity was consulted to aid itemegation. This
deductive approach outlined by Hinkin (1998) is deemed most suitable when therficentsu
theoretical grounds to base the generation of items on. However, given the laeviofis
research on information sensitivity, specifically in the workplace, this appreasmot used in

isolation.

Therefore, the current study used a combination of inductive and deductive apprimach
enhance item generatioAs discussed earlier, an employee’s information sensitivity appraisal
comprises of the privacy, exploitability, value and perceived interest imfthrenation. Using

this definition, items were first generated using the quotes from thwiEws with employees
reported in Chapter 3. This allowed the dimensions to be clearly defined. $bitelped
ensure that the language used in the items was familiar to target respondestaeiterfurther
developed based on recommendations by Hinkin (1998) including the use of short and simple
items, avoidance dfdouble-barrelled” items and leading questions. Reverse-scored items were
also included to help reduce response bias. Following this, items were figtlerated using
the deductive approach. Existing literature on information sensitivityewplered. The WISA
scale was validated across 8 information types. 4 types of sensitive itilormvare taken from
Little et al. (2011) and an additional 4 were added to include workplace specifimatifon.
Following the generation of items by the lead researcher, these were reviewed and ropdified

other members of the research team.
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4.2.4| MEASURES

Alongside the WISA questionnaire, participants also completed an existing measure of
organisational citizenship behaviour so that discriminant validity could bessassend a
measure of security behaviour to assess criterion validity. Both scalesasered on a 7 point
scale ranging from 1 (never) to 7 (always) for which participants indith&edxtent to which

they perform the behaviourBarticipants’ knowledge of legal and organisational requirements
for information was also measured and on a 3 point sgag; ‘no’ or ‘I do not know.

4.2.4.1 | Organisational citizenship behaviour

This behaviour was measured using the same OCB-O subscale (Appendix A)dndL&ken
(2002) as used in Chapter 3. The scale of OCB-O had strong internal tgli@bdinbach’s o
=.89.

4.2.4.2 | Security behaviour

Security behaviour was measured using a 16 item self-developed scale based on hwest pract
security behaviours identified in the report for the Department for Business, liomogad

Skills (Coventry et al., 2014). Behaviours were worded to explicithyetatg workplace setting

(e.g.1 share passwords with other people at Woillhe behaviours comprised access control,
software updates, anti-malware, physical behaviours and reporting behaviours. The soape of th
scale was broado encompass the different working conditions employees may face. The
security behaviour scale had strong internal reliabilitpnbach’s o = .85. A copy of the scale

can be foundn Appendix I.

4.2.4.3 | Knowledge of legal and organisational requirements for information

For information types that participants worked with as part of their job Iludg, were also
asked if they thought the information was (1) publicly available outsideyadrganisation, (2)
access restricted by my organisation and (3) regulated by law. See Appendix F for scale.

4.2.5| PROCEDURE

Table 9. Presentation of questionnaire sections and associated appendices

Section 1 Section 2 Section 3 Section 4 Section 5
Evaluation of the Frequency  of Knowledge of legal anc Security Demographic
8 information information organisational requiremeni behaviour information
types using the usage and OCE of information that they questionnaire

WISA scale scale stored and processed as p

of their job role

Appendix G Appendix H& Appendix F Appendix | Appendix J
AppendixA
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Participants took part individually and were provided with a linkh® dnline survey that was
hosted on the Qualtrics website. The online survey first provided participahtsfeitmation
outlining the study requirements and exclusion criteria. Participants generatédua code
should they wish to withdraw at a later date and they then consented to taketperonline
guestionnaire. The online questionnaire was split into five sections. In secpanmtitipants
evaluated the sensitivity of the 8 different types of information. Section 2redquarticipants

to indicate the degree to which they work with each of the information types and they edmplet
the OCB scale. Section 3 was tailotedparticipants’ responses in section 2 where they were
asked about their knowledge of legal and organisational requirements of inforthatidhey
stored and processed as part of their job role. These were any information typegeythat
worked with at least “rarely”. Section 4 comprised the security behaviour questions which were
presented to participants who used a computer as part of their daily wakagalk at least
“rarely”. Section 5 requested demographic information from participants. Following completion
of all five sections, participants provided their email address to be entergddmnidze draw;

this information was stored in a separate database to ensure the questionnaire data remained
anonymous. Participants were then presented with debrief information. The onlieg surv
provided participants with the option to print or save a pdf version of theipant and debrief

informationto refer to at a later date.
4.3| RESULTS

4.3.1 | CONTENT VALIDITY (STAGE 1)

The content validity of the scale was assessed using subject-mattes egevell as naive
participantgdo evaluate the suitability and comprehensibility of items. A workshop with subject-
matter experts revealed that the items were suitable for measuring the ¢mismmiermation
sensitivity, however, concerns were raised regarding the information types tatgiiziti;,

two broad information types (organisationa individual) were used to compare potential
differences in their sensitivity ratings. It was decided following trssieas that eight types
were to be investigated as these adequately refi¢ioe information types that employees may
experience within their job role. Furthermore, targeting eight differéotmation types would
allow for greater comparison to previous research. Following the session, a conatstgnt r
scale “strongly disagree to strongly agreeéwas implemented across the 4 areas of the WISA
appraisal as research has highlighted issues in combining scores from diti¢irentscales
(Gliem & Gliem, 2003).

Ten participants were recruited as naive subjects to assess the itemsdisatcactivity, they
were presented with the questionnaire items and asked to sort the items into tiagtéett

most represented that collection of items. This followed a similar techiiqtieat used by
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MacKenzie, Podsakoff, and Fetter (1991). Participants were asked to define theiriegtegor
definitions were not provided to participants as it was hoped that this approachpsavitie
better clarity over how the constructs could be defined and would not be a pogelyive
sorting task akin to traditional card sorting with definitions (AndersoiG&bing, 1991)
Participants were also asked to read the questionnaire instructions and items, and a@mment
the clarity and complexity of them, and highlight any potential issues. Fipalfycipants were
asked to provide additional examples of types of information they woulsifglasder the 8
target information types. 60% of participants sorted the items into the sameucisnasr the
current study, this falls below tleeeptable agreement index of 75% (Hinkin, 1998). This was
to be expected as participants were not provided with the definitionsefdles another 4
participants were recruited to conduct the card sort with definitioniich 100% sorted them
into their respective factors. Changes were made to instructions and defirufiothe
information types following the on®-one sessions to improve the usability and

comprehensibility of the questionnaire.

4.3.2 | DATA SCREENING AND CLEANING

Data was checked for errors before EFA. Six participants were removed due to ineaafdet
Missing values analysis was conducted on the dataset and the findings revealed tleaagee av
percentage of missing data for the WISA scale items was 0.3%, indicating the awhount
missing data was low. To retain as much data as possible, pairwise data deletion wa

subsequently used to retain data cases.

4.3.3| ANALYSIS OF THE WISA STRUCTURE: FACTORIAL VALIDITY (STAGE 2

& 3)
Testing the factorial validity of the WISA scale involved two stages tesasiss underlying
structure. The first stage was EFA to explore its potential structure asddhed stage was to
confirm its structure using CFA. The data file was therefost split into two so that EFA

could be performed on one half and CFA on the other as recommended by Thompson (2004).

Following this, two statistical tests were conducted to determine the sujtabilite dataset for
factor analysis. The Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy aBdrtledt
tests of sphericity (BS) were calculated. KMO indicates the suitabilithefdata to factor
analysis by exploring correlations between the variables. The analysis revealé tK&MQ
output was .86 indicating a “good’ sample adequacy (Kaiser, 1974). The BS also assesses
whether the data meets the requirements for factorial analysis and a aigrifiding indicates
an appropriate sample. The BS test showed a significant resulf (31} = 5586.27, p<.001).
The findings from both tests, therefore, suge@tiat the data was suitable for EFA.
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4.3.3.1 | Exploratory factor analysis (Stage 2)

To explore the factor structure of information sensitivity appraisal, Pahdmmponent
Analysis (PCA) was performed using varimax with Kaiser normalization. Thieeths of the
original scale were entered into the factor analysis and factor loadings tloan 0.30 were
suppressed.

Table 10. Factor loadings for each item (factor loadings lower than .30 are suppressed)

Item Rotation Factor Loadings
Factor Factor Factor Factor Factor
1 2: 3: 4: Low 5: High
[ think <information type> is... ~ Privacy Worth Consequences proximity proximity
interest interest
...confidential .897
...private .898
...secret .850
...restricted 761
...privileged .656
...Insignificant* .834
...meaningless* .895
...worthless* .890
...embarrassing .869
...compromising .753
...discreditable .656
.. humiliating .866
...of interest to my friends 941
...of interest to my family .946
...of interest to business .895
competitors
... of interest to criminals .861
...of interest to  fellow .755 .360
employees
Eigenvalues 4.89 3.37 2.72 1.52 1.06
...sensitive .723 451
O o ...valuable 433 .733
W _
5 E ...important .553 .685
= Q  exploitable .359 601 359
u <
x W

of interest to the

general public .670 514

*Reversed scored

The findings from the PCA revealed that five factors (eigenvalues were abowald)explain

the data accounting for 79.73% of the variance. This complied with the ammizcceptable
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level of 60% variance and recommendations of eigenvalues above 1 for factors (Hink)n, 1998

All items loaded onto their expected factor above the accepted .40 criterion level.

The fourth-factor“interest by others” was found to be two distinct factors. Theoretically, this
seems plausiblas the factor contained various targets including family, friends, the general
public, fellow employees, business competitors and criminals. Factor four from the PCA
contained those targets that may be considered lmabproximity to individuals (i.e. business
competitors, criminals and fellow employees). Factor five, on the other hamdjrned those

targets which are in high proximity to individuals (i.e. family and friends)

The PCA revealed five items that crdsaded onto multiple factors and these were removed
(see Table 10) as theialues were above 0.4 (Hinkin, 1998). “I think <information type> is of
interest to fellow employe&swas left in the analysis as the cross-loading was less than .40 on
the second factor (Hinkin, 1998).

Overall, the PCA revealed that the five factors explained a large amoung ediiance in the
data and the items had strong factor loadings (above .40). The next stage wasctmdinm

this structure using CFA.

4.3.3.2 | Confirmatory factor analysis (Stage 3)

CFA was carried out on the data using AMOS (version 22) to explore the hypeth&sctor
structure and estimate the degree to which the model was a good fit to the déitee wtors

were presented as latent variables within AMOS and were permitted #rycofhe items for

each factor were only allowed to load onto their respective factor. Coeartzetween error
terms was only allowed where items were related to the same factoglliwgetl advice from
modification indices within AMOSThe item “privileged’ was removed as it shared too much
covariance across factors, had the lowest factor loadings and was deemed nonvsitigaific

the privacy factor. Figur20 shows the average standardised item loadings for the hypothesised

model.
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Figure 20. WISA Appraisal Confirmatory Factor Analysis with average Item Loadings
(standardised path coefficients)

Maximum likelihood estimation methods were used and the input for each analysis was the
covariance matrix of the items. The goodness-of-fit for the models was evalitttethe
following absolute goodness-of-fit indices (Jéreskog & Sérbom, 1986): (1)%thediness-of-

fit statistic; (2) the Root Mean Square Error of Approximation (RMSHK3)the Goodness of

Fit Index (GFI); (4) the Adjusted Goodness of Fit Index (AGFI). Non-signifiéénvalues
indicate that the hypothesised model fits the data and RMSEA values smailer tngual to

.08 are indicativeof acceptable fit. However, values above 0.1 should lead to model rejection
(Browne & Cudeck, 1992). GFI values greater than .95 are indicative of good fitahures
greater than .90 are indicative of an acceptable fit (Marsh & Grayson, 1995). AGFI values of .90
are indicative of a good fit and values greater than .85 may be considered an kectiekin

& Bentler, 1995).

Table 11. Goodnessaf-fit indices for WISA appraisal for 8 target information types

Information type X RMSEA GFI AGFI
Personal x*(92)=201.456, p<.001 .061 926  .890
Health x?(92)=211.818, p<.001 .065 921  .883
Lifestyle x?(92)=216.460, p<.001 .065 928  .893
Financial x*(92)=252.166, p<.001 .073 907 .862
Intellectual Property x?(92)=179.095, p<.001 .054 939 910
Day to Day x?(92)=170.270, p<.001 .051 941 913
Commercial x?(92)=223.679, p<.001 .066 923  .887
HR x?(92)=189.792, p<.001 .057 931 .898
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The final model (see Figure 20) indicated an acceptable level of fit for thrie dbur fit
indices and this was evident across all 8 information types (see Tabl@ 4 )it indices for

GFI and AGFI were all above .9 and .85 and the RMSEA were all below .08. The chi-square
indicated that the model was not a good fit to the data for all informafi@s,tyhowever, chi-
squared has been criticised for being too sensitive to large sample se@algsfor samples

over 200 (Hoe, 2008), as in the current study. Regarding the information tiypeaodel had

the best fit for intellectual property and the least best fit for Giminformation. However, it

was an acceptable fit for all types. Therefore, the WISA appraisal wasl@@usto be an

acceptale model to explain the data that it was tested on.

Table 12 shows the standardised regression weights for the latent variakleshfamformation

type. See Appendix G for the final WISA scale.
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Table 12. Standardised regression weights for latent variables per information type and overall mea(& SDs)

Privacy | Privacy <> Privacy Privacy Consequences | Consequences | Consequences| High Worth <> | Worth <>
<> Consequences| <> High <> Low <> High <> Low <> Worth proximity High Low
Worth proximity | proximity | proximity proximity interest <> | proximity | proximity
interest interest interest interest Low interest interest
proximity
interest
Personal| .29 13 -.01 .03 .08 .05 -.21 24 -.03 24
Health A4 A7 -.02 .01 .15 12 -.08 .28 -.01 22
Lifestyle | .09 .34 -.09 -.02 .07 .07 -.01 .23 .00 22
Financial| .41 .05 -.15 -.14 .03 -.05 -.05 .55 -.08 21
IP A7 -.02 -.07 .18 .32 -.13 -.50 13 -.16 43
DTD 27 13 -.07 .08 .28 -.03 -.40 -.03 -.20 .32
Comm 27 .10 .01 .07 22 -.01 -44 .03 -.25 .32
HR 42 .28 -.05 .04 .07 17 .07 .39 -.06 .18
Mean .33 15 (.12) -.05(.05) | .03(.09) |.15(.11) .02 (.10) -.20 (.22) 23 (.19) -.10 (.09) | .27 (.08)
(SD) (.13)
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Table 13. Standardised regression weights for scale items per information type and overall means (& $Ds

PRIVACY -> CONSEQUENCES -> WORTH -> LOW PROXIMITY HIGH PROXIMITY
INTEREST INTEREST ->
->
@ o g % ?, € 7 =
S = 2 ® = s o} 3 = < Z o | 28 | < S >
s |2 |2 |3 |5§|5 |3 |28 |8 |8 |8 |25/ 38 |£ |¢g =
@) x o 0 T O | o w = = = MmO |Lw |O LT s
Personal | .84 | .63 |.92 | 65 |.74 | .39 |53 |.75 | .62 |.74 |.78 |.73 | .62 55 1.07 90
Health 86 |62 |86 |.64 |81 |56 |.39 |.8 |.72 |.74 |.77 | .82 |.70 63 1.09 84
Lifestyle | .84 |.71 |.85 |.79 |.85 |61 |.39 |.82 |.71 |.81 |.74 |.72 | .55 66 1.02 94
Financial | .83 | .56 |.73 | .61 |.73 | .40 | .39 | .96 | .69 |.73 |.89 |.77 |.8l 56 1.07 81
E 86 |.70 | .85 | .83 |.87 |29 |.38 |.77 |.73 |.79 |.79 | .88 | .62 75 97 92
DTD 87 |50 |91 |81 |.80 |.30 |.45 |.78 |.78 |.86 |.93 |.83 | .50 61 92 1.01
Commercial| .86 | 61 | .93 | .88 | .81 | .24 |37 |.81 |.72 |.86 |.92 |.78 | .51 65 1.04 .89
HR 82 |63 |93 |.73 |90 |59 |.38 |.82 |.72 |.80 |.82 | .86 |.68 58 1.01 86
Mean (SD) | .85 | .63 | .87 |.74 |.81 |.42 |.41 | .82 |.71 |.79 |83 |80 |.62 62 1.02 (.06) .90 (.06)
(.02) | (.05) | (.07)| (.10)| (.06)| (.15)| (.05) | (.07) | (.04) | (.05)| (.07)| (.06) | (.11) | (.07)
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4.3.4| OBTAINING AN EMPLOYEES WISA SCORE
An employee’s WISA score is calculated by taking the scores for all 5 WISA aspects for the
information type they indicated they worked with most regularly (or the gedéfanore than

one).

4.3.5| DISCRIMINANT AND CRITERION- RELATED VALIDITY (STAGE 4 & 5)

Table 14. Descriptive statistics for OCB and security behaviour

Factor Mean (& SD) N=
OCB- total 35.6 (9.2) 310
Security behaviour Total 54.9 (11.1) 293
| share passwords with other people at work* 4.5 (.8) 292
| use trusted and secured connections, and devices (including \
4.1 (1.1) 292
when at work
I log out of websites when | finish at work 4.0 (1.3) 293
| use trusted and secure websites and services at work and ¢
4.0 (1.1) 293
securely
| am aware of my physical surroundings when online at work 4.0 (1.0) 293
I lock my computer when | leave my workstation 3.9(1.3) 293
| avoid security risks online and in the workplace 3.9(1.2) 292
| use complex passwords at work 3.6(1.2) 293
| use different passwords for different work accounts 3.4 (1.4) 293
| stay informed about security risks online and in the workplace 3.4 (1.2) 293
| ensure | run the latest and official version of software (incluc
_ 3.2(1.4) 293
operating system) at work
| report suspicious or criminal activities in the workplace 3.2(1.4) 290
| personally back up data on my workplace devices 2.8 (1.5) 293
| adjust account settings on websites that | use at work 2.5(1.3) 293
| personally run the security software including anti-virus, a
. 2.2 (1.4) 293
spyware and firewalls at work
| personally scan work devices for available software updates
2.1 (1.3) 292

install them at work

*Reversed scored

Table 14 indicates that employees report engaigingpt sharing passwords, using trusted and
secured connections and services and logging out of websites the most. The meanseao sugg
that employees are less likely to adjust account settings, personally scaailfdrl@software

updates and run security software.

124



The WISA scale was explored to identify whether it was unrelated to OCB irfaisamnt
validity) and the degree to which it can predict a composite measure afysbelaviour and

the individual security behaviours.

4.3.5.1 | Discriminant validity (Stage 4)

The findings revealed that 3 of the 5 aspects of the WISA scale wedlatad to organisational
citizenship behaviour, therefore, providing partial support for discrimiwatitliity for the
WISA scale.

Table 15. Correlations between WISA components and OCB (n=284)

Predictor variable 1 2 3 4 5 6
1. WISA Privacy -

2. WISA Worth .361**

3. WISA Consequences .209** -.098

4. WISA High Proximity .032 -.041 .159%*

5. WISA Low Proximity .071 .239** .045 .193**

6. OCB 137* 149* .021 -.039 .043 -

*p<.05; *p<.01

4.3.5.1.1 | Criterion-related validity (Stage 5)

Multiple regressions were performed to explore the predictive validity of the VEtake in
explaining security behaviour. The multiple regression revealed that B89, F(5, 287) =
5.586, p < .001 indicating that the WISA scale accounts for 8.9% of the variance in the
composite measure of security behaviour. 3 (Worth, Consequences & Low proximity)of the
WISA components were found to significantly contribute to the prediction, of which worth
contributed the most.

Table 16. Tests of significance for the predicted variable of security behaviour from the predictors
of the WISA appraisal

Predictor variable B B SEB P

WISA Privacy .100 1.454 918 p=.114
WISA Worth 143 2.562 1.138 p<.05*
WISA Consequences -.125 -1.887 .906 p<.05*
WISA High Proximity -.075 - 729 578 p=.208
WISA Low Proximity .140 1.616 .692 p<.05*

*p<.05; *p<.01

Further analyses were conducted to estimate the degree to which the WISA scals predict
individual security behaviours. As shown in Talile the WISA scale best predicts security

behaviours relating to access control and physical security.
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Table 17. Regressions with specific security behaviours and the variance explained

Behaviour Regression Variance
explained

| use complex passwords at wo R®=.106, F(5, 287) = 6.807, p<.01. 10.6%

| use different passwords fc R*=.056, F(5, 287) = 1.115, p<.01. 5.6%

different work accounts

| use trusted and secure R?*=.086, F(5,286) =5.361,p<.01 8.6%

connections, and device

(including Wi-Fi) when at work

| use trusted and secure websi R? = .075, F(5,287)=4.670,p<.01 7.5%

and services at work and conne

securely

| stay informed about securit R?=.050, F(5, 287) =3.019, p<.05 5%

risks online and in the workplac

| avoid security risks online an R?=.068, F(5, 286) =4.198, p<.05 6.8%

in the workplace

| am aware of my physice R*=.099,F(5, 287) = 6.281, p < .01 9.9%

surroundings when online

work

| adjust account settings c R?=.040, F(5, 287) =2.384, p<.05 4%

websites that | use at work

| lock my computer when | leav R?=.032, F(5, 287) = 1.897, p =.095. 3.2%

my workstation

Overall, the WISA scale explains a proportion of the variance in security behdhienafore,

demonstrating strong criterion-related validity.

4.3.6 | INTERNAL RELIABILITY (STAGE 6)
The final WISA scale comprises of 17 items. The majority of items demonsamatecceptable
alpha level normally deemed to be 0attabove (Hinkin, 1998; Kline, 1999). A few items fell

short of this .70 level (e.g. Ddag-day- WISA Low Proximity Interest). fiese items were still

above the .65 level considered to be at the lower end of the acceptable level for new scale
(Hair, Anderson, Tatham, & Black, 2006).
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Table 18. Reliability statistics for each WISA total and the WISA subscales across 8 infimation
types

Factor | No. of items | R@=) | N=

WISA Total 16 .70 319

< WISA Privacy 4 .85 326
2 WISA Worth 3 .75 326
E WISA Consequences 4 .69 326
WISA High Proximity Interest 2 .98 320

WISA Low Proximity Interest 3 .65 319

WISA Total 16 74 314

= WISA Privacy 4 .83 326
= WISA Worth 3 78 326
£ WISA Consequences 4 .76 326
WISA High Proximity Interest 2 .96 319

WISA Low Proximity Interest 3 .75 315

WISA Total 16 .73 313

<Q WISA Privacy 4 .88 326
2 | WISA Worth 3 80 326
QL WISA Consequences 4 77 326
- WISA High Proximity Interest 2 .98 318
WISA Low Proximity Interest 3 .67 315

WISA Total 16 .68 311

< WISA Privacy 4 .76 326
2 | WISA Worth 3 81 326
g WISA Consequences 4 .70 326
[ WISA High Proximity Interest 2 .92 313
WISA Low Proximity Interest 3 .76 314

_ WISA Total 16 72 313
S > | WISA Privacy 4 89 326
S @ | WISA Worth 3 82 326
T 2 | WISA Consequences 4 .68 326
S 0 | WISA High Proximity Interest 2 .94 316
WISA Low Proximity Interest 3 .79 313

- WISA Total 16 .70 310
3z WISA Privacy 4 .88 326
Q WISA Worth 3 .86 326
> WISA Consequences 4 .67 326
a WISA High Proximity Interest 2 .96 314
WISA Low Proximity Interest 3 .66 312

_ WISA Total 16 71 307
B | WISA Privacy 4 .90 326
) WISA Worth 3 .84 326
g WISA Consequences 4 .63 326
o WISA High Proximity Interest 2 .96 314
© WISA Low Proximity Interest 3 .67 308
WISA Total 16 .78 312

WISA Privacy 4 .86 326

x WISA Worth 3 .82 326
I WISA Consequences 4 g7 326
WISA High Proximity Interest 2 .93 314

WISA Low Proximity Interest 3 74 313

4.3.7 | INFORMATION SENSITIVITY DIFFERENCES

This section is dedicated to assessing the second aim of the study to eldoemces in
information sensitivity and security behaviour for the different mfation types, knowledge
about legal and organisational regulations applying teetimformation types andmployees’

frequency of data usage.
127



Table 19. Means (and standard deviations) for the 5 WISA aspects for each information type

N=315 | Information type ‘ Mean (SD)
Personal information 3.74 (.86)
Health information 4.32 (.68)
-~ Lifestyle information 3.02 (.93)
3 Financial information 4.55 (.58)
hé_ Intellectual property 4.01 (.82)
Day to day business information 3.67 (.86)
Commercial information 3.86 (.88)
HR information 4.34 (.71)
Personal information 4.10 (.71)
Health information 4.25 (.69)
Lifestyle information 3.68 (.81)
= Financial information 4.30 (.75)
g Intellectual property 4.25 (.65)
Day to day business information 4.00 (.69)
Commercial information 4.14 (.69)
HR information 4.22 (.68)
Personal information 2.34 (.68)
4 Health information 3.08 (.82)
8 Lifestyle information 2.70 (.72)
qg)_ Financial information 3.19 (.80)
2 Intellectual property 2.56 (.70)
8 Day to day business information 2.60 (.67)
Commercial information 2.66 (.66)
HR information 3.33(.85)
Personal information 2.76 (1.34)
> Health information 2.77 (1.28)
E 7 Lifestyle information 2.93(1.29)
E Q| Financial information 2.20 (1.08)
% E Intellectual property 2.21 (1.02)
% Day to day business information 1.89 (.93)
Commercial information 1.89 (.93)
HR information 2.17 (1.12)
g Personal information 2.97(.92)
§ Health information 2.80 (1.06)
< Lifestyle information 3.05 (.99)
‘g Financial information 3.22 (1.08)
'g Intellectual property 3.64 (1.06)
a Day to day business information 3.51 (.96)
% Commercial information 3.64 (.95)
- HR information 3.11 (1.05)

An 8 (information type) X 5 (WISA appraisal) repeated measures ANOVA watuctad to

explore differences in ratings for the 8 information types.
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4.3.7.1 | Main effect of WISA appraisal on ratings
There was a significant main effect of WISA appraisal on ratings (F(3.17, 994.48)=438.924.
p<.001) with Greenhouse-Geisser correction.

Table 20. Mean differences for ratings for all aspects of the WISA appraisal and p valuesselting
from Bonferroni corrected repeated measures t-tests

1 2 3 4 5
1 - WISA Privacy - -0.179* 1.131* 1.585** .696*
2 - WISA Worth 1.310** 1.585* .875*
3 - WISA Consequences A5G -.436*
4 - WISA High Proximity -.889%*
Interest
5 - WISA Low Proximity
Interest

*p<.05; *p<.01, ***p<.001

Post-hoc analyses indicated that there was a significant difference in ratiwgsrball WISA
types. Worth had the highest ratings (M=4.12), followed by privacy (M=3.94), low pitgxim
interest (M=3.24), consequences (M=2.81) and finally, high proximity interest (M=2.35).

4.3.7.2 | Main effect of information type on sensitivity ratings

There was a significant main effect of information type on rating = (F(5.73, 17892%35.
p<.001) with Greenhouse-Geisser correction. Tahlshows the results of the posthoc analyses
t-tests.
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Table 21. Mean differences for ratings for all information types and p values resulting from Bnferroni corrected repeated measures t-tests

Personal Health Lifestyle Financial Intellectual Day to Commercial HR
Property day
business

Personal - -2.96%* .139** -.309** -.1556** .045 -.057 -.255**

Health - 435%* -.013 1471 .341** .239** .041
Lifestyle - -.448** -.293** -.094* -.196** -.394**

Financial - .155** .354** 252** .054
Intellectual - .199** .098** -.101*

Property
Day to day busines: - -.102* -.300*
Commercial - -.300*
HR -

*p<.05; *p<.01, **p<.001

Post hoc analyses indicated that financial information had the highest rsting=19), followed by health informatiorM=3.48), HR information
(M=3.44), intellectual property (M=3.34), commercial informatidt=3.24), personal information=3.18),day to day business information was

second lowest for sensitivity ratingd£ 3.14), and lifestyle information was the lowest for ratinys=(3.04).
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4.3.7.3 | The Interaction Effect of Information Type and WISA appraisal
There was a significant interaction effect of information type and WISA appisadtings
(F(16.46, 5169.106)=110.43. p<.001) with Greenhouse-Geisser correction

Estimated Marginal Means of ratings
5.00 Infarmation type

= Personal
—— Heafth
Lifestyle
——Financial
Intellectual Property
“Day to day
Commercial
HR

i
o
3

3.009

Estimated Marginal Means

2.009

T T T 1 ]
Privacy Worth Conseqguences High Laow

proximity prosximity
interest interest
WISA

Figure 21. Line graph of ratings for each information type

Figure 21 shows that there appears to be a consistent trend in the order foirhhation types
across privacy, worth and consequences. This ordering appears to change famchigiv
proximity interest, particularly for the information types of finaneiadl HR for high proximity
interest, and commercial and day to day for low proximity interest. These ®ndiiigbe

further explored in the additional analyses outlined below.

4.3.7.4 | Follow-up of interaction effect
Differences in WISA appraisal for information types were explored by running posthoc

analyses using repeated measures ANOVAs for each WISA subscale.
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4.3.7.4.1 |PRIVACY

Figure 22. Mean privacy ratings by information type
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Table 22. Mean differences for privacy ratings for all information types and p values resulting from
Bonferroni corrected posthoc analyses

1 2 3 4 5 6 7 8
(1) Personal - =583 715%**  -818**  -293** 056 -.133 -.610™*
(2) Health - 1.23** - 235%* .290%* .639* * 450 * -.027
(3) Lifestyle - - 1.63**  -1.01%*  -.659%*  -847F* 1. 32%*
(4) Financial - .525%* 874> * .686™* .209%*
(5) Intellectual Property - 349 * .160 -.317%*
(6) Day to day business - 189 -.666%*
(7) Commercial - AT

(8) HR -

*p<.05; *p<.01, **p<.001

Pairwise comparisons of information type revealed that there were signifidéarentes
between each information type for privacy score. However, as shown in Tablee22 t
differences between some information types were not significant. Finan@ainaifon was
considered the most privat®l€4.55). Followed by HR informationM=4.34) and then health
information M=4.31) and IP M= 4.02) which were the third and fourth highest for privacy
ratings. Commercial informationME 3.86), personal informationM=3.73) and day to day
information M=3.67) were the fifth, six and seventh in order of privacy ratings. Finally,

lifestyle information 1= 3.01) was considered the least private.
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4.3.7.4.2 |WORTH
Figure 23. Mean worth ratings by information type
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Table 23. Mean differences for worth rating for all information types and p values resulting fran
Bonferroni corrected posthoc analyses

1 2 3 4 5 6 7 8
(1) Personal - =143% A426%* -.187** -.143* .103 -.022 -.105
(2) Health - - 570%** -.044 .016 2467 121 .038
(3) Lifestyle - -.613%* - 570%* - 323%*  _A49%F L [32%k*
(4) Financial - .044 .290*** .165** .082
(5) Intellectual Property - .246%* 121 .038
(6) Day to day business - -126* - 209%*
(7) Commercial - -.083

(8) HR

*p<.05; **p<.01, **p<.001

Pairwise comparisons of information type revealed that there were signifidéerentes
between each information type for worth score. However, as shown in Table 23 the difference
between some information types were not significant. Financial informatisrcevesidered to
have the most wortiM= 4.3), followed by IP W= 4.25 and health informatiorM=4.25), HR
(M=4.22), commercial ¥1=4.13), personal informationM=4.11), day to day M=4.01) and
finally lifestyle information 1=3.69).
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4.3.7.4.3 | CONSEQUENCES

Figure 24. Mean consequences ratings by information type
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Table 24. Mean differences for consequences rating for all information types and p values resulting
from Bonferroni corrected posthoc analyses

1 2 3 4 5 6 7 8
(1) Personal - =T44%x - 369%* - 8b6M* - 2B5%x 274wk 335%*  1.00%*
(2) Health - 375%* -.112 519 »* AQ*** A09%* - 258%*
(3) Lifestyle - -.487%* .144* .095 .034 -.633%*
(4) Financial - .631%* .582%* 521 % -.146**
(5) Intellectual Property - -.049 -.110* S TTTH*
(6) Day to day business - -.061 -.728* *
(7) Commercial - -.666%*

(8) HR

*p<.05; *p<.01, **p<.001

HR was considered to have the highest consequences raiings3d), followed by financial
(M=3.19), and health informationM=3.08). Lifestyle (M=2.70) was the fourth highest for
perceived consequences, commercial informatiém2.67) was the fifth highest and day to day
information was the sixthM= 2.61). IP was second to last for lowest consequence ratings
(M=2.56) and finally, personal informatiot& 2.33).
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4.3.7.4.4 |HIGH PROXIMITY INTEREST

Figure 25. Mean high proximity interest ratings by information type
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Table 25. Mean differences for high proximity interest ratings for all information types and p
values resulting from Bonferroni corrected posthoc analyses

1 2 3 4 5 6 7 8
(1) Personal - =179 -014  .560** 541w .862%* .862%* .581+*
(2) Health - 165 740%™ 721w 1.04%* 1.04%* .760%*
(3) Lifestyle - 575%* .556%* .876%* .876%* .595+*
(4) Financial - -.019 .302%* .302%** .021
(5) Intellectual Property - 321 %** 321 %** .040
(6) Day to day business - .000 -.281%*
(7) Commercial - -.281%*
(8)HR -

*p<.05; **p<.01, **p<.001

Pairwise comparisons revealed that there were significant differences betwearfaatdtion
type for high proximity interest score. However, as shown in Table 25 tleeetities between
some information types were not significant. Health information was the higbredigh
proximity interest 1=2.93), followed by lifestyle 1=2.77), personal \1=2.76), IP (M=2.21)
and financial ¥1=2.20). HR (M=2.17) was sixth highest for high proximity interest ratings, and
Day to day ¥=1.89) and commercialM=1.89) were lowest for ratings. The findings suggest
that information types whichnvolve individual’s information (e.g. personal, health and
lifestyle) areconsidered to be of interest to employees’ high proximity groups (i.e. family and
friends) compared to information of an organisational or commercial focus (e.g. IPeociaim
and HR).
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4.3.7.4.5 |LOW PROXIMITY INTEREST

Figure 26. Mean low proximity interest ratings by information type
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Table 26. Mean differences for low proximity interest ratings for all information typesand p values
resulting from Bonferroni corrected posthoc analyses

1 2 3 4 5 6 7 8
(1) Personal - =172% -.075 -.2437* - 670** - 540%* - 665** -.139
(2) Health - 247 L AQBM L8420 L 712% 837 - 311%*
(3) Lifestyle - -.168* -505***  _ 465** - 589*** -.064
(4) Financial - S A427F* L 2960 =421 *** .104
(5) Intellectual Property - 131+ .006 .531*
(6) Day to day business - -.125* .401*

(7) Commercial - .525*
(8 HR -

*p<.05; **p<.01, **p<.001

IP (M=3.64) and commercial M=3.64) were rated the highest for low proximity interest,
followed by day to dayM=3.51) and financial ¥1=3.22). The fifth highest for low proximity
interest was HRM=3.11), followed by lifestyle =3.05), personal \1=2.97) and health
(M=2.80). The is contrasting to the findings for high proximity interest as nmition with an
organisational focus (e.g. IP, commercial and day to day) were rated as high fotelest
proximity groups (. criminals, business competitors and fellow employees) compared to

information about individuals (e.g. health, personal).
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4.3.7.5 | Summary of sensitivity differences by information type

Financial, HR and health were the three information types to be amongst the highest for privacy,
worth and consequences dimensions whereas commercial, day to day, and personal are amongst
the lowest for these three dimensions. IP is amongst the highest for privacyodhd and
lifestyle are amongst the lowest, howevtiis observation reverses for the consequences
dimension. Intellectual property is considered to be highly private and has high luart
consequences of its disclosure are not percesedvere. This may be due to the consequences
dimension including emotional consequences (e.g. humiliating and embarrassing) which
employees may not associate with information that related to living individuals. Lifestyle
information is not perceive@s highly private and having high worth, but it may have
consequences if disclosed. For perceived interest in information, intellectual progesetypiidyt
information type to be amongst the highest for high and low proximityestterealth, lifestyle

and personal information were considered to be of interest to high proximity gutwepsas

commercial, day to day and financial were perceived to be of interest to low proximity groups.

4.3.7.6 | Perceptions of legal and organisational regulations

It was also necessary to explore whether there wekedlifts in employees’ sensitivity ratings

as well as their security behaviour, dependent on their perceptions oatebarganisational
regulations. For each information type, the regulations explored were; whethefotineation
was (1) publically available, (2) regulated by law and (3) access controlled by their diganisa
In the following analyses, participants are grouped based on their response tquibstions in

which they ratedyes, ‘no’ or ‘| do not know.

4.3.7.6.1 | Perceptions of publically available information and access restrictions by
organisation on sensitivity ratings

For each information type, a one-way MANOVA was conducted to explore differemces i

perceptions of publically available information and perceptions of access i@sériby the

organisation on sensitivity ratings. Findings revealed that there were no sigmfi@aneffects

of publically available information perceptions and access restrictionspiers on sensitivity

ratings (p>.05) for all information types.

4.3.7.6.2 | Perceptions of regulation by law on sensitivity ratings

For each information type, a one-way MANOVA was conducted to explore differemces i
perceptions of law regulations on sensitivity ratings for each inf@maype. Findings
revealed that there were no significant main effects of law regulationsnesiti\8® ratings

(p>.05) for all information types apart from personal information.
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The findings for personal information indicated a significant main effeperceptions of law
regulations on personal informatigensitivity ratings (Pillai’s Trace =.091, F(10, 460)=2.202,
p<.05).

Further analyses indicated that the effect of perceptions of law regulations wifisasity

different for low proximity ratings for personal information (F(2, 233) = 5.509, p<.05).

Gabriel posthoc analyses were conducted in which pairwise comparisons revealed no significan
difference between those witiv£ 3.12) and those withoutM= 3.29 perceptions of law
regulations for personal information low proximity interest (p>.05). There hawever,a
significant difference between those with and those without perceptions compared to ifglividua
who indicated that they did not knowl£2.55) (p<.05). This suggests that those with lacked
awareness of law regulations rated low proximity interests significkowlgr than those with

an incorrect awareness of law regulations pertaining to personal informatidghcsedwith a

perception that law regulations exist.

4.3.7.6.3 | Interaction effects
Findings from the MANOVAs indicated that there were no significant interactionebetany

of the perceptions of legal and organisational regulations on any information type.

4.3.7.6.4 | Perceptions of legal and organisational regulations on information security
behaviours

The degree teovhich a difference in security behaviour depends on employees’ perceptions of

legal and organisational regulations was further investigated using on&M@YAs. These

found no significant differences in security behaviour depending on regulation persdptio

all information types (p>.05) apart from personal information.

For personal information, differences were explored between those individualsenéeptions

of access restrictiondME57.86), those who indicated there were no access restrictmns
personal informationM=55.11) and those who did not know if there were access restrictions
(M=50.11). The ANOVA revealed that there was a significant difference in sedelftgviour
depending on perceptions of access restrictions for personal information (F(2,226)= 4.236,
p=.016). Gabriel posthoc analyses revealed that the only significant difference wasebetw
those with perceptions of access restrictions and those who did not ktimweifwere access

restrictions (p<.01).

Overall, this suggests that those individuals with perceptions that penstamaiation is access
controlled within their organisation have signifidgnhigher self-reported security behaviour
This was in comparison to those individuals who lacked awareness of accessiomestri
relating to personal information within their workplace.
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4.3.7.7 | Data usage

Data Usage
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Figure 27. The frequency of data usage for each information type

Employees indicated their frequency of storing and processing the inforntgies within
their workplace. Personal information was the most used with 82.6% using thistdatst
‘rarely, followed by health information (56.8%), day to day business information (58.9%),
commercial (53.1%) and HR information (50.9%). Lifestyle, financial and intabé property
were used by less than 50% of employees at leasly. Figure 27 shows the percentage of
participants and their frequency of data usage for each information type.

4.3.7.7.1 | Data usage and information sensitivity and security

Employees were split into three groups for each information type, dependingiroratings of
the frequency of data usage. Those who indicated that they never worked with tmatiofor
type were groupethto the “no” user group, those who worked with the information rarely or
sometimes were placed in the “low” user group and those who worked with the information

often or always intohe “high” user group.

One-way MANOVAs were conducted for each information type to explore if themre w
significant differences in sensitivity ratings for all 5 WISA dimensi dependent on data usage
group. Findings revealed that there were no significant main effects or interaction effects of data
usage groups on ratings (p>.05) for all information types. This, thereforeatexthat data

usage does not influence sensitivity ratings.
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One-way ANOVAs were conducted for each information type to explore whether weee
significant differences in the security behaviour depending on data usage gretgwHs no
significant difference in the security behaviour between data usage groups fdr healt

information, lifestyle, financial, IP and HR (p>.05).

Personal informationThere was a significant difference in the security behaviour between data
usage groups (F(2, 290)=6.595, p<.01). Post-hoc analyses indicated a significant difference
between théno’ usage group (M=50.41) andigh’ usage group (M=57.13) (p>.05) suggesting

that individuals who are high regular users of personal information data sigtijffieagage in

more security behaviours compared to those individuals that do not work with persona

information.

Day to day business informatiohere was a significant difference in the security behaviour
between data usage groups (F(2, 290)=8.295, p<.01). Post-hoc analyses indicated that there was
a significant difference between thao’ usage group (M=52.57) anthigh® usage group
(M=59.47) (p<.01) suggesting that individuals with high usage of day to day businfsmper

significanty more security behaviours than low and no data users.

Commercial informationThere was a significant difference in the security behaviour between
data usage groups (F(2, 290)=6.884, p<.01). Post-hoc analyses indicated that there was
significant difference between th@o’ usage group (M=52.55) and thlBw’ usage group
(M=56.95) and high usage group (M=57.98) (p<.01). This suggests that data users ntepend

of usage frequency perform significantly more security behaviours as comparestouseo

not work with commercial data.
4.4 | DISCUSSION

4.4.1 | SCALE VALIDATION

This study developed and validated a new measure for information sensitivity to heithged
a workplace setting. The resulting 17-item scale has five sub-sgalesicy, worth,
consequencefow proximity interestandhigh proximity interestThe WISA scale, alongside its
five subscales was found to have strong factorial validity which was confiacreds 8 target
information types. The scale also had good criterion-related validity asst found to
significantly predict security behaviour. Finally, the scale was found to laaleguate
discriminant validity as 3 of the 5 aspects of the WISA scale were foubd tmrelated to

organisational citizenship behaviour.

As discussed earlier, there is no clear consensus on defining information isgnkitiwever,

there were two clear themes in previous research of what comprises sensitivatiofar The
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first focuses on the privacy and intimacy of the information and the second focudes on t
vulnerability and exploitability of the information. The current study soughadd further
understanding to defining information sensitivity by combining the previoigsatire
definitions with the findings from Chapter 3. Following EFA, the final infation sensitivity
structure was found to comprise of privacy, worth, consequences, high and lowiroxi
interest. The only difference between the initial information sertgitsttucture and that which
emerged from the EFA was that “interest by otherfswas found to be two distinct factors — ‘high
proximity’ and‘low proximity’ interest groups rather than one encompassing factor. This revised
structure was found to be a strong fit to the data for the 8 target informgias This suggests
that this definition of information sensitivity is a strong explanationhef data which was
confirmed on 8 information types that may be stored and processed in organisatiens. Th
knowledge might be useful for how we conceptualise information sensitivityther research

and within government legislation such as the Data Protection Act (1998). Ditierevith
regards to information types and the five aspects of sensitivity ratihdpevilliscussed in the

next section.

The scale requires further exploration to improve its validity. The WISA sdaile show to
significantly predict security behaviour explained less than 10% of thenecarifor the
composite measure. However, when exploring its role on individual security behavieurs, th
scale was found to explain between 8-10% of the variance for use of complex passwargls, secu
Wi-Fi and awareness of physical surroundings. This indicates that the WISA scdbe wialy

to provide improved predictive validity for some security behaviours in compagdsotiérs.

This is promising as not one factor would be able to predict security behavisotation and

the qualitative study and existing security literature has shown that therawrdar of factors

that influence security behaviour. The use of WISA may, therefore, explainoadtlifiariance

in security behaviour alongside other important determinants such as PMT consthecsmT

of the next studyis to further explore the extended-PMT model derived from the qualitative
study, alongside the WISA scale, to estimate how much variance can be exjplaisedrity
behaviour and which factors are the best predictors. This will help priwritier evidence of

the discriminant validity of the WISA scale. Further evidence of criteetated validity will

also be obtained by exploring its role in specific security behaviours (i.emaltiare
behaviours). Further validation of the scale will provide more evidendésfpotential utility

for use within the workplace setting and for future research focussing on information gensitiv

A limitation of the current study is that convergent validity (a form of caoswalidity) could
not be assessed. Convergent validity is important as it measures the degreh tihe current

scale is correlated with scales that claim to measure the same consguatf¢rmation
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sensitivity) (Onwuegbuzie et al., 2009). Previous research (Cranor et al., 1996fri¥alhal.,
2004) have used related measures of information sensitiMibyvever, these were not
considered adequate as they had not been under validation assessmémttimey theasure
information sensitivity in the workplace or were related to assessfogmation that is not
about oneself. Furthermorehey measure the information sensitivity of consumers’ own
information and there is potential ownership and framing issues when used in comjpstfigon t
construct measured within the current study. However, despite this limité@autrent study
provides a basis for further development of additional scales measuring inforrsatisitivity
within the workplace.

4.4.2 | INFORMATION SENSITIVITY DIFFEREN CES

Financial information was found to have the highest ratings for sensitolioved by health
and HR. These aspects were also found to be the highest for 3 of the 5 semattiwis;
privacy, worth and consequences. As discussed in the introduction of this chapter and3¢chapter
employees rate information about individuals to be more sensitive than orgeakati
information. The current study supports these qualitative findings, however nufoathation
types are considered sensitive. For example, lifestyle information overdhédndmvest ratings
for sensitivity. This difference in information sensitivity with regardsindividuals data
supports previous research by Cranor et al. (1999) who found that individuals wierg teil
disclose lifestyle information (such as favourite snack) but not willingigolate financial
information (such asa credit card). Further research by Mothersbaugh et al. (20t02)
information disclosure has found that sensitivity works along a continuum. Thewganti
ranges from willing to disclose to not willing to disclose with derapbic and lifestyle factors
being the information people are most willing to disclose and persondfialg@atand financial
information as least willing to disclose. The current study supports thiatlite, howevelt
adds a further level of understanding by exploring how individuals make this appfaisal
sensitivity by considering its perceived privacy, worth, consequences and/périceerest by

high and low proximity others and if it affects security behaviour.

This study is one of the first to explore how individuals appraise the ségsitif/
organisationally-focused information (i.e. IP, day to day, commercial & HR). iftlads by
Adams and Sasse (1999), supported by the conclusibn€hapter 3, highlighted that
individual’s rate some information about individuals as more sensitive than organisational
information. Information regarding health and financial dateonsistently viewed as sensitive
across the dimensions of privacy, worth and consequences. Likewise, HR infornettidn a
individuals is also considered sensitive across these dimensions. Personal apieé lifest

information, whilst they refer to individudalanformation are not considered sensitive for
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privacy, worth and consequences. Commercial and day to day organisationally-focussed
information were consistently low for privacy, worth and consequencedetttell property

was the only information type that did not relate to individuals but wgdyhiated for privacy,
worth, high proximity and low proximity intere$® was not highly rated for consequences and
this was the same for other organisational information; commercial and day. {bheag arex
number of possible reasons for this finding; firstly this study defines consequences as
humiliating, compromising, discreditable, and embarrassing, which individuals may not
associate with information that is not about people. This could reflect thaedackensitivity

rating for consequences when comparing the two broad information types of organisational
focussed and individual-focussed. A second potential explanation could be that individuals lac
awareness of consequences associated with organisational information and, thrateftirem

lower.

This study is one of the first to focus on how employees rate sensitivitygahisational
information. The study confirms both the findings from Chapter 3 and those ofsAadadh
Sasse (1999) but also showed that employees do consider some forms of organisational-
focussed information to be sensitive i.e. intellectual property. This sugtedtsa binary
judgement of sensitivity is not sufficient for understanding how sensitivity isagepr and
consequently the current study suggests that individuals consider five comporthigs Ttie
main difference between individually-focussed information and organisational-fodasted

perceived high or low proximity interest.

High proximity and low proximity interest revealed some interesting findivigs regards to
differences in the two broad information types. Information about individuals (espnaér
health and lifestyle) was considered to be of interest to employégts proximity interes
groups (i.e. family and friends) in comparison to organisational-focussed informaticll @s
financial and HR information. For low proximity interest, the opposite effeapjmrent with
organisational-focussed information (IP, commercial and day to day) perceived tonterexti
to low proximity groups (i.e. criminals, fellow employees & business competitors)e Téer
limited previous research that looks at this form of sensitivity appraisahdlsion of which
was driven by the findings of Chapter 3 which suggested that employees comsidadience
(or interest) in information that they work with and use this as a basialoate the sensitivity
of the information. The current study contributes novel findings that suggest thvatregearch

may need to further explore perceived interest in information sensitivity concegioals.

This study also explored perceptions of legal and organisational regulationegeths to the
information types, and the impact of these perceptions on their sensgitntgs and security
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behaviour. There was only an observed difference for personal information. Forviggnsiti
ratings, a significant difference was found for perceptions of law regulatiwnpersonal
information for the WISA component - low proximity interest. These diffees were between
those who had perceptions and those who did not know there were regulations. For securit
behaviour, those with perceptions that personal information is access controlled had
significantly higher sé-reported security behaviour compared to those who lacked awareness.

Taken together, these findingsuld be due to employees’ knowledge of law regulations
surrounding the Data Protection Act (1998) suggesting that knowledge maygpte}l aiole in
personal information but not for any other. The DPA governs the informatiorviog li
individuals, including their personal information. Companies must abide by the DPiasad
restrictions in place to protect information governed byaitteThis mayaacount for why those
who are aware of access controls and legal regulations rate the informatmisansitive (for

low proximity interest) and engage in more security behaviours.

Thesefindings could also be due to attitudinal differences around personal informatiagestor
by those who indicated that théglid not know if there were regulations. These individuals
may be complacent towards information sensitivity and security which may rexgiai

significant differencein the low proximity component and self-report security behaviour

between those with perceptions and those who indicated they did not know.

The role of frequency of data usage in information sensitivity (and sgowgsy/also explored
Findings revealed that there were no significant main effects or interactiors effetzsta usage
groups on sensitivity ratings for all information types. This suggesitat the more an
individual works with an information type does not mean they rate the informetipmore

sensitive than employees who do not work with the information. There h@never, some
differences in the security behaviour of individuals for the information tygesonal, day to
day and commercial which suggested that individuals who work with these infonntyies

engaged in more security behaviours than those who did not.

This study is one of the first to explore how individuals rate the sehsit¥iinformation
belonging to other individuals in contrast to previous research (e.g. Craaby £999) that
investigates how individuals evaluate the sensitivity of their own infoomatFuture research
is needed to explore differences in sensitivity evaluation of self vs. otfifersnation and
whether individuals evaluate the sensitivity of their own informatiorewdfitly dependingn

data ownership.
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Overall, this chapter has outlined the development and validation of a new scale to ¢kaluate
sensitivity of workplace information. his study has identified differences in employees’
sensitivity evaluation of different types of information stored by organisatioressddie will be
further exploredn the next chapter for a specific sub-set of security behaviours; anti-malware

behaviours.
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CHAPTER 5: EXPLORING THE EXTENDED-PMT MODEL FOR ANTI-
MALWARE BEHAVIOURS

This chapter builds on the findings from Chapter 3 by investigating the induehdhe
identified factors with three specific behaviours; an anti-malware adtwehaviour (AMS
security; using anti-malware software to scan USB sticks for malware), ah ssnarity
behaviour (ES security; not clicking on links in suspicious emails) and a sefuymlate
behaviour (SU security; installing software updates when prompted). The studyoattds t
body of knowledge by exploring an extended-PMT model. The extensions are derived from
existing literature and Chapter 3 namely security responsibility, iafiiom sensitivity,
experience, psychological ownership and organisational citizenship behaviour. In guthmar

study addressed the following issues as identified in the literature review:

e An over-reliance on security policy compliance as representing a singletysecur
behaviour;

e A lack of studies exploring the behavioural determinants of single securityitetsyv
particularly in relation t@ specific security threat;

e A lack of understanding of whether behavioural determinants differ by security

behaviour.

These issues were addressed by focussing on malware as the specifinthtbate different
malware protection behaviours. The study found that an extended PMT-model and its
components differed by security behaviour. The revised models were a strong fit toathe dat
Overall, the findings suggested that the coping appraisal components (self-effesmynse

costs and response efficacy) of the model could explain security behaviours betterethan th
threat component (susceptibility and severity). In particular, response ef{madgentified
barrier from Chapter 3) was a significant predictor of all three betes:i From the extended
factors, responsibility was found to be an important predictor of the AMS and SUdehdv
component of the WISA appraisal (WISA consequences) was also found to predict the AMS
behaviour. Psychological ownership and organisational citizenship behaviour were ndbfound

influence any of the behaviours.

This chapter starts by providing evidence of whgsth anti-malware behaviours are important
and then outlines the hypotheses to be exploratidnstudy, driven by existing literature and

the findings from Chapter 3.
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5.1| MALWARE AND ANTI-MALWARE BEHAVIOURS

Malware continues to be one of the frequently experienced cyber-attacks faced by tioganisa
(Ponemon Institute, 2012). Despite companies best efforts, attacks remain retdilbbdywith
317 million new pieces of malware created in 2014 (Symantec Corporation,&@l&)rise in
more innovate and diverse tactics (Sophos, 2014).

Malware threats and malware prevention behaviours were chosen because thitiesly re
understudied within the workplacéd number of studies have explored consumers’ anti-
malware behaviours (Chenoweth et al., 2009; Dang-pham & Pittayachawan, 2015; Gurung et
al., 2009; Lee et al., 2008; Liang & Xue, 2009, 2010) but only the study by Ng et al) (2009
explored viruses in the workplace using behavioural models; investigating e®pldyeat

and coping appraisal for checking email attachments. More attention is thevefoamted to
understand employees’ malware threat appraisal and their evaluation of different anti-malware

behaviours.

5.1.1 | ANTI-MALWARE BEHAVIOURS

The current study seeks to address three specific anti-malware behavioufsantsenalware
software to scan USB sticks, avoiding links in suspicious emails and installingusofipdates

when prompted. The behaviours were chosen as they are important behaviours to prevent
malware and require different levels of input from the user so may provide potanigion in

the influence of their determinants. The current study seeks to address thetlgapank of

studies on behavioural security for these behaviours in relation to malware mitigation.

5.1.2 ] USING ANTI-MALWARE SOFTWARE TO SCAN USB STICKS FOR
MALWARE
USB sticks are used to store and share data as they are readily availablenexpalhsive and
portable. However, they are an important security concern due to their &bifitgre hidden
malware. Malware can be easily spread across computers as the user shares or pligB their
device into other machines; potentially passing on malware, without théeisgraware that
their device is infected. Removable media is recaghas a risk for malware infection in
businesses by the UK governmé@bv.uk, 2015).

There are some recommendations to protect against this risk including disagiamgn for
removable media and scanning USB sticks for malware (Zonealarm, 2013). The current study
seeks to explore behaviours at the employee-level and identify the determinargsatafriatto

engage in scanning USB sticks for malware.
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5.1.3 | LINKS IN PHISHING EMAILS

Oneform of phishing is “Malware-basd phishing” or “Malicious spam”, an attempt to get the

user to download a malware-infected attachment or click on a malicious link where malware can
be downloaded onto their machine. The tactics used by attackers are variable, oftemgchangi
the way malware may be distributed by email. For example, in October 2014 onlysp#no
emails contained malicious links, this rose to 41% in November 2014 and continued to rise in
December (Symantec, 2014)inks are less problematic for attackers as organisations’ security
software often scans and blocks attachments that they suspect of containing realw&ies
represent an opportunity to avoid detection from these security products.

Avoiding malware spread via phishing is an important deterrent in preventing dysboeaich.
Habitual clicking on links by susceptible employees is problematic in thextoof malware
prevention. Existing research traditionally focuses on phishing emails as a threatstowar
collecting sensitive information, but there has been less attention on the roktriiputing

malware in behavioural information security research.

5.1.4 | INSTALLING SOFTWARE UPDATES ON DEVICES

Malware targets the vulnerabilities of computer systems and software. Foplexarive-by
downloads exploit vulnerabilities in web browsers or plugins that allow malwdre installed

on users machines. Software such as Java, Flash and Adobe Acrobat have beexs used
platforms for cybercriminals to install malware on usenachines and these need to be kept up
to date (Microsoft, 2015). Security software and operating system updates are immortant t
make sure vulnerabilities are quickly removed. Attackers compromise sybtemgit zero-day
exploits in which attackers exploit vulnerabilities in software that ar@awk to the software

provider (Sans, 2015) and through uststayed machine updates.

In the workplace, identifying and deploying updates are often the responsibilitye IT
department. Even so, the employee may still be required to restart theinesathiallow the
installation. However, the findings from Chapter 3 suggest that employees mpgnaost
refrain from restarting their computer machines to reduce the impact orptbéuctivity. In
addition, software on employeemachines may be installed that is not maintained by IT that

requires the user to manage the entire update process.

There is a lack of studies exploring motivations of employees intentions &bl issftware
updates when prompted by their machine, however, there are a few qualitative studies on
consumers identifying the unintended consequences of installing software updates and the

negative implications of this towards security behaviour (Wash, Rader, Vaniea, & XKitd).

149



5.2 | STUDY AIMS AND HYPOTHESES

The current study aims identify key factors related to employees’ protection motivation for a
specific subset of security behaviours, in particular, anti-malware behaviemsvable media,
software updates and suspicious links in relation to malware mitigatiorintergled that this
will lead to a more concisenodel to understand the complexity surrounding individuals’
motivations to engagm protective actions. Furthermore, the findings of the study will help to
further explore threat and coping appraisal, alongside findings from theatualistudy and
explore how they may differ dependent on security behaviour.

Chapter 3 led to the development of the modified PMT framework to be explored thighin
current study which is presented below:

Psychological
Ownership

WISA Responsibility OCB

Hé6a Severity

FHEa—P Susceptibility

Experience H6b

Self-effi
LHSa efficacy

Response Efficacy
H6a——p

Response Costs

Héa—p

Figure 28. Extended Hypothesized Protection Motivation Theory in the context of security
In line with the original PMT model (as outlined in section 2.2.1.1) and exigs@arch in
section 2.2 and studies exploring these factors on specific anti-malwareduetg§@henoweth
et al., 2009; Gurung et al., 2009; Johnston & Warkentin, 2010; Liang & Xue, 2009; Ng et al

2009), the following hypotheses are formulated:

e Hypothesis: There will be a positive relationship between péred severity and
intention

o Hypothesis: There will be a positive relationship between péreg susceptibility and
intention

¢ Hypothesis: There will be a positive relationship between sffitacy and intention

e Hypothesis;: There will be a positive relationship between remmo efficacy and

intention
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o Hypothesis: There will be a negative relationship between respocosts and
intention

e Hypothesis. The effects of experience on protection motivatwith be mediated by
threat appraisal (susceptibility & severity) andpicy appraisal (response efficacy,
self-efficacy and response cost)

o Hypothesisy, There will also be a positive relationship betweexperience and

intention

Based on the qualitative study (chapter 3) and chapter 4 for WISA, the follbwpuihess

were formulated:

o Hypothesis: There will be a positive relationship between wdakg information
sensitivity appraisal and protection intention
o Hypothesis: There will be a positive relationship between s#guresponsibility and

protection motivation

Previous research as outlined in section 2.2.5.5 for ownership and section 2.2.6.5.2 for
citizenship lead to the development of the following hypotheses:

o Hypothesis, There will be a positive relationship between psjobical ownership of
data and intention

¢ Hypothesisy,: There will be a positive relationship between p®joljical ownership of
technology and intention

o Hypothesis, There will be a positive relationship between origational citizenship

and intention

5.2.1| IMPLICIT SECURITY TA SK

In addition to exploring self-report anti-malware behaviours, it was impomaeklore the
factors in relation to an objective measure of actual behaviour and expldneréf are
differences in the determinants of those who engage in the secure behaviour. By using an
implicit measure, it was possible to explore a behaviour that is not opeffi-tepset bias. The
implicit security measure will take the form of non-acceptance of an onbpk&ie, while
cookies are nothing more than text files and tleynot malware. They are stored on users’
machines and transmitted back to the website when they browse a site. They are agstitiated

a number of security issues as they can store sensitive information such as passwords and credit-
card details to pre-fill forms online. They are potentially open to explmitdty hackers if the
securityof the website and the user’s browser is poor or there is not appropriate encryption in

place to secure the data. This behaviour is not related to anti-malwarevenpihe current

study is interested in exploring if there are differences in the researched factors for those who do
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accept the cookie compared to those who do not accept the cookie. This will allow an
understanding of the effects of the factors on an objective behavioural medhkearetiran

solely focusing on self-report measures.

Hypothesis;. There will be a significant difference in levels tife extended-PMT factors

between those individuals who accept the cookiethnde who do not
5.3| METHOD

5.3.1 | DESIGN

A correlational design was adopted to understand the relationship between the predicabys (thre
coping and additional factors) and outcome variables (intention to engage in the three
behaviours).

5.3.2 | PARTICIPANTS

An opportunity sample of 526 (Age, M= 35.52, SD= 12.22) individuals were recruited online of
which 124 did not complete the demographic section. 422 completed the SU section, 324
completed the AMS section and 428 completed the email section. All recruited participants
were currently in full time or part time employment. 152 males and 243 ferbgbesticipants

chose not to disclose their gender) took part with an average organisationalae®il9 years
(SD=7.31) and job tenure of 3.81 years (SD 5.17). 36% of which had managerial

responsibilities.

58% stated they had réaheir organisation’s information security policy, 13% were unsure,

22% had never read the policy and the remaining 7% stated that their organisationhdzenot

a policy in place. Of those who said yes, 10% had read the policy withirsthadath, 29% in

the last 1-6 months, 18% had read it 6-12 months ago and 23% was more than a yhar ago,
remaining 20% were not sure. 8% were from a microenterprise (less thanfl ®%tdfom a
small enterprise (less than 50 staff), 10% from a medium-sized enterpriséngles60 staff)

and 73% from a large organisation (more than 250 staff).

71% of employees used their desktop PC most for work tasks, 26% used a lapttyjrl% t
smartphone and 2% their tablet. 84% of employees worked from their company-owned device
while 16% used a personally-owned device. 83% of employees used Microsoft Windows, 13%
Mac OS X, 2% Linux, 2% iOS and 1% used Android.

Appendix K presents the organisational sectors recruited participants were from.

5.3.3| MEASURES
Unless otherwise stated all items were measured on a 5 point Likert lsmalariged from

strongly disagree to strongly agree.
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Perceived Susceptibilityvas measured with 4 items. 2 items were taken from Johnston and
Warkentin (2010) in which the security threat was changed from spyware t@amaRvitems
were also based on Milne et al. (2002) and were re-worded to reflect the area ib§ segur
“My chances of developing CHD in the future ‘ameas changed to “My chances of infecting my
work device with malware in the future are higffhe scale had an internal reliability of a =

.72. See Appendix M for full scale.

Perceived Severitwas measured with 13 items. 3 items were based on Johnston and Warkentin
(2010) such as “If my work device were infected by malware, it wdube severé The
remaining 10 items were self-developed and were based on the findings from thetiggialit
study. The inclusion of these items was to target the four areas of pomnisequences
(technological, personal,3party and organisational) to provide a more grounded and
contextualperceived severity measure. An example item is “If my work device were infected by
malware, | could be severely disciplinédl'he total scale had an internal reliability of a =.88.

See Appendix M for full scale.

Security Responsibilityvas measured using a self-developed 7 item scale in which participants
scored themselves on apd@int visual analogue scale from “my company’s responsibility” to
“my responsibility”. An example item is “fo install anti-malware software on devices | use fo

work”. The scale had an internal reliabilityf o =.81. See Appendix N for full scale.

Workplace Information Sensitivity Appraisdkeveloped in Chapter 4 was used consistingj7of
items (see Appendix G). Participants were asked to select the infimrhate that they worked
with most which were those information types used within the previous stiejr. WISA
appraisal was then measured for this information type. The full-scale hatearai reliability
of a = .78. The sub-scale for privagyas o = .82, consequences a = .79, worth o = .85, low

proximity interest a = .75 and for high proximity interest o = .94.

Psychological ownershigvas measured using the same 4 item€hapter 3, section 3.2.3.1
(see Appendix B). The full-scale had an internal reliabdifyr = .87. The sub-scale for data

ownership had an internal reliability o = .80 and for device ownership o =.87.

Past experienc#vas self-devieped and consisted of 12 items. 6 items measured employees’
direct personal experience of the consequences of security breaches and the aimx 6 it
measured experience of these breaches in the workplace. An example of Aryitparsonal
account (e.g. email, social media) has been usesomeone without my permissianitems
were measured on a 3 point scale consistirfged, ‘no’ and‘l don’t know'. A total composite
score was created to represent their security experience as a continuous variappeSdix

O for full scale.

153



Organisational citizenship behaviowas measured using the sa®€B-O scaleas Chapter 3
section 3.2.3.1 consisting of 8 items (see Appendix A). The scale had an intéabdityebf o
=.85.

The following constructs were measured for each of the three security behaAlbtirs.items
were the same except the beginning of the sentence; here it is representsdcurity

behaviour>.

Response efficacyas measured with 13 items. 3 items were based on Witte, Cmaeron,
McKeon, and Berkowitz (1996)esponse efficacy template such as “<security behaviour>
works in preventing malwaie Additional items were included to assess ratings of response
efficacy for avoiding the negative consequences associated with the securitashpeawious
studies mainly focus on threat reduction in response efficacy measures. Intlineewieived
severity, these targeted the four areas of threat consequences. An example item is “<security
behaviour> works in protecting the reputation of anganisatiori. RE for AMS (a =.95), ES
(a=.95) and SU (0. =.95). See Appendix P for full scales.

Self-efficacywas measured with 4 items based on Milne et al. (2@@R)as “I feel confident in
my ability to <security behaviour> SE for AMS (a =.85), ES (a0 =.84) and SU (a =.84). See
Appendix Q for full scales.

Response costsere measured with 2 items based on Gurung et al. (2009). Security behaviours
had additional items that were specific to their associated costs. Anti-mal@faxare had an
additional 7 itemsuch as “Using the anti-malware software on my device tonsfta malware

would slow my device dowh The security behaviour installing operating system updates had an
additional 6 items such as “Installing operating system updates on my work cediould lead to

a less reliable or ‘buggy’ software version being installed”. Finally, not clicking on URL links

in suspicious emails had aflditional items such as “not clicking on URL links in suspicious
emails would affect my productivity at wétkRC for AMS (a =.84), ES (o =.89) and SU (a

=.87). See Appendix R for full scales.

Protection motivationvas measured with 3 items based on Johnston and Warkentin (2010) such
as “l intend to <security behaviour> in the next 2eks. <time element> was specific to

situation. PM for AMS (a =.92), ES (o =.88) and SU (0 =.93). See Appendix S for full scales.
Implicit security measure

Before starting the survey, participants were prompted with the following message:
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“This cookie stores basic user information on your computer, piddly improving the
browsing experience and helping us deliver morevat information to you. Do you want to

use this option?”

Clicking “don’t accept” was indicative of the secure behaviour (scored l=accept,n2=do

accept). See Appendix T for prompted message.

5.3.4 | PROCEDURE

Table 27. Presentation of questionnaire sections and associated appendices

Section1 Section2 Section3 Section Section Section Section 7 Section 8
4 5 6
<---order randomized----- >

Previous Devices used Malware = AMS SUitems ESitems Security Demographics
security at work, threat items responsibility
breach psychological perception

experience ownership
and OCB  and WISA

Appendix  Appendix L,  Appendix Appendix Appendix Appendix Appendix N Appendix J
P

9 & Appendix B M P P

Appendix g  Appendix Appendix Appendix Appendix

A G R R R
Appendix Appendix Appendix
S S S
Appendix Appendix Appendix
U u U

After consenting to take part, participants were presented with filiciinsecurity task. They
were then direetd to the first section of the questionnaire which asked questions about their
previous security breach experience and their levels of organisational citizefist second
section questioned participants about the devices they used at work, psychologicahipwne
and the WISA scale. Section 3 asked questions about employees’ malware threat perception.
Section 4, 5 and 6 were questions abauployees’ response evaluation of the three anti-
malware behaviours, the order of these sections was randomised. Participantscemamteg
with the AMS sectin if they answered “Yes” to whether their organisation allowed them to use
USB sticks. Each section presented instructions to participants, explaeyntehns and
images to help participants with answering the survey it@gsion 7 measured employees’

levels of security responsibility. The final section took demographicrrr#ton from
participants.On completion, participants were given the option to enter a prize draw to win an

iPad, thankdfor their participation and were provided with debrief information.
5.4 | RESULTS

5.4.1 | DATA ANALYSIS STRATE GY
A multi-stage process was adopted to test the hypotheses. Firstly, relationships between the
variables were identified. Following thi§FA was employed on constructs that had newly

developed items; both established (perceived severity, response efficacy and response costs) and
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new (psychological ownership and responsibility). Hierarchical regression was thkyyeun
to identify which factors from PMT and which additional factors predict behaviouedtion.
Finally, SEM was used to explore the hypothesimodel and the findings from the regressions

to ensure that the model is the best fit to the sampled data.

5.4.2 | PRELIMINARY ANALYSES

First, the data was screened for multi-collinearity, missing data and outlaianse Inflation
Factors were checked for multi multi-collinearity issues, all factors rafngedl.13 to 2.04 for

all behaviours and therefore were below the conservative cut offBifverman & O’Connell,

1990; Petter, Straub, & Rai, 2007) indicatingtthmulti-collinearity was not present. The data
file was split into three components per behaviour and EM estimation was perfornigel on
datato retain as many participants as possible. This was only permitted wémase hiad less
than 10% missing datinspection of the data indicated that there were no outliers. Correlational
analyses were conducted to explore relationships between the study variables. Tadef 28

for descriptive statistics.

Table 28. Descriptive statistics for variables under investigation

Variable Mean SD
WISA Privacy 4.03 0.78
WISA Consequences 2.10 0.81
WISA Worth 4.40 0.68
WISA Low proximity 3.25 0.87
WISA High proximity 1.72 0.93
Perceived susceptibility 2.21 0.73
Perceived Severity - Overall 3.49 .66
Perceived Severity - Organisational 3.45 0.87
Perceived Severity - Consequences 3.54 1.00
Perceived Severity - Personal 3.03 0.99
Perceived Severity - Productivity 3.91 0.68
Organisational Citizenship Behaviour (OCB) 3.58 0.68
Personal security experience 1.89 0.25
Work security experience 2.05 0.38
Psychological ownership Data 3.74 1.12
Psychological ownership Technology 2.05 0.38
Responsibility 2.94 0.83
Self-efficacy (AMS security 3.69 0.89
Response efficacy (AMS secubjity 3.72 0.63
Response costs (AMS secujity 2.62 0.67
Self-efficacy (Email securily 4.52 0.72
Response efficacy (Email secujity 4.08 0.64
Response costs (Email secuyity 1.55 0.81
Self-efficacy (SU securily 3.73 1.03
Response costs (SU security 2.73 0.84
Response efficacy (SU secujity 3.37 0.69
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AMS intention 3.54 0.99
SU intention 3.32 1.1
ES intention 4.67 0.65

The means show that employees intended to perform the email security behavioostthiEhe
software update behaviour has the highest ratings of response costs, followed BShe A
behaviour and email security behaviour respectively. The email security behbemuhe
highest ratings for response efficacy, followed by the AMS behaviour and SUidighav
Ratings for self-efficacy perceptions are highest for the email security baehafallowed by

the SU behaviour and AMS behaviour.

Ratings for perceived susceptibility appear to be relatively low, whereasitgeand its
components appear to be high with productivity severity having the highessr&imgloyees
have higher ratings for psychological ownership of data compared to technolodye FdISA
scale employeésratings of privacy, worth and low proximity appears to be high whereas
consequences and high proximity appear to be lower. Finally, organisational cifizensh
behaviour and responsibility appear to be trending towards a medium level.

Appendix V shows the inter-correlations of the variables. Inspection of the inter-conelati
revealed the presence of many significant correlations suggesting theatatkerelationships
between the variables under investigation. There appears to be strong cosrdiatiwaen
coping appraisal components (SE, RE and RC) and the three behavioural intentions.
Interestingly, threat appraisal (severity and susceptibility) does not appsairélate with any
behavioural intentions. These relationships will be explored in more depth iolkbwirig

analyses.

5.4.2.1 | Exploratory Factor Analysis

EFA was employed using PCA to explore the factor structure of the faljpwdnstructs:
response efficacy (for all 3 behaviours), security experience, respowystnilit perceived
severity. This was undertaken as these constructs were self-developed or @éxjpande
previous instruments. Only perceived severity suggested a factorial strbeftond one factor

and, therefore, was subjected to further analysis.

Using the same procedure as Chaptetm4 statistical tests were conducted to determine the
suitability of the dataset for factor analysis. The analysis revealechthKMO output was .85
indicating a “good’ sample adequacy (Kaiser, 1974) and the BS test showed a significant result
(BS ¥ (78) = 3099.20, p<.001). The findings from both tests, therefore, suggedtetadta

was suitable for EFA.
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To explore the factor structure of perceived severity, PCA was perfarsieg varimax with
Kaiser normalization. The 13 items from the initial scale were enteredhiattactor analysis

and factor loadings lower than .30 were suppressed. See Table 29 for factor loadings.

Table 29. Factor loadings for each item (factor loadings lower than .30 are suppressed

Item - If my work device Rotation Factor Loadings

were infected by Factor 1: Factor 2: Factor 3: Factor 4:

malware... Organisational Consequence Personal productivity
consequences  severity consequences consequences

...the consequences wou .854

be severe

...the consequences wou .892

be serious

...the consequences wou .879

be significant

...it would run significantly 811

slower

...my organisation’s 612

computer network could b
severely disrupted

..I could be severely 435 .670
disciplined

..I 'would be seriously .879
embarrassed

...it  could significantly 717
reducemy productivity

...there  would sever .812

complications  for my

organisation's servic

users/customers

...it could lead to my .844

organisation havin¢

severely dissatisfied servic

users/customers

...there could be sever 754

consequenceso company
data and files

...the organisation's imag .813

could be seriously damage

Eigenvalues 5.356 1.510 1.293 1.037
my personal 448 452

information and
data could be
severely at risk

REMOVED
FACTORS
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The findings from the PCA revealed that four factors could explain the dath atiounted
for 70.75% of the variance above the 60% minimum acceptable level (Hinkin, 1998). Al

eigenvalues were above 1 conforming to acceptable values as suggested by Hinkin (1998).

Most items were found to load onéorespective factor above the accepted .40 criterion level
(Ford, MaCallum, & Tait, 1986). Two items crosgaded onto another factor: “my personal
information and data could be severely at’tisks removed as it did not load onto one factor

more than the other and both levels were below .46. The second item, “I could be severely
disciplined’ loaded more onto factor 3 and conceptually seemed to link better to that factor as it

is more at the level of a personal consequence than an organisational one. The item was

therefore retained in factor 3 and will be further explored within the CFA.

Overall, the PCA revealed that the factors explained a large amotiié wériance in the data
and the items had strong factor loadings (above .40). The next stadge wadirm the four

factors using CFA.

5.4.2.2 | Confirmatory Factor Analysis

CFA was tested on the data using AMOS (version 22) to explore the factdurstraod
estimate the degree to which the factor structure is a good fit to the datéourHactors
constituting severity were presented as latent variables within AMO®enedpermitted to co-
vary. The items for each factor were only allowed to load onto their tespdactor.
Covariance between error terms was only allowed where items were related tmeéhiacar
following advice from modification indices within AMOS. Figure 28 shows the starsdardi

item loadings for the hypothesidmodel.

Service user Dissatisfied Organisational Organisational
complications service users Company data network image

¢ 4 4
85 [72 |
-84 P .80
Organisational Consequences
o Severe
.39

Disciplined 61 52 ul
30 46 » ) 05 Serious
- Personal Consequences » Consequence Severity —=
»
»
.24 .35
. 63| .83
Embarassing 4—1 Significant

Productivity Consequences

=

Efficiency Productvity

Figure 29. The perceived severity model with standardised path coefficients
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The goodness-of-fit of the models was evaluated using the following absolute goofifies
indices (Joreskog & Sérbom, 1986): (1) the X2 goodness-of-fit statistith€2Root Mean
Square Error of Approximation (RMSEA); (3) the Goodness of Fit Index (GFI); h@) t
Adjusted Goodness of Fit Index (AGFI) and (5) Comparative Fit Indices (CFl).

Table 30. Goodnessaf-fit indices for perceived severity model

Model X? RMSEA GFI AGFI CFI
Perceived X2 .062 .958 .930 971
Severity (47)=141.289,

Model p<.001

The final model indicated a good level of fit for three of the four fit indices. GFI & vere

both above the cut-offoint for a “good fit” (Hu & Bentler, 1995; Marsh & Grayson, 1995).
RMSEA was smaller than .08 so led to model acceptance (Browne & Cudeck, 1992). The chi-
square indicated that the model was not a good fit to the data for all information typesshowev
chi-squared has been criticised for being sensitive to large sample siz@lbsffeover 200

(Hoe, 2008), as in the case for the current study. The four factors were emisidered to

be a “good” fit to the data.
5.4.3 | EXPLORING THE THEORETICAL MODELS

5.4.3.1 | AMS security: Hierarchical Regression

Hierarchical regression was employed to explore the additional factors taitiaé PMT
framework. The first step included all predictors that had been previously expioseduirity
research with protection motivation theory using the enter method. Thesehgefollowing
predictors: Susceptibility, self-efficacy, response efficacy, response costs \aritysélhe
second step used the stepwise method to add each additional factor (responsibikty, WIS

security breach experience, OCB, psychological ownership) to the initial PMT model.
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Table 31. Coefficients for Model 1, Model 2 and Model 3 following hierarchical regression fAMS
security

B SE B B
Model 1
Constant -.222 469
Perceived Susceptibility .091 .066 .066
Self-efficacy .502 .055 AB0*+*
Response efficacy .286 .076 182+
Response costs (R) 274 .072 184+
Perceived Severity (Organisational) -.022 .068 -.002
Perceived Severity (Productivity) -.017 .074 -.011
Perceived Severity (Personal) -.012 .059 -.011
Perceived Severity (Consequences) -.049 .053 -.048
Model 2
Constant -.792 487
Perceived Susceptibility .081 .064 .059
Self-efficacy .455 .056 AQT7***
Response efficacy 279 .075 178+
Response costs (R) .269 .070 181***
Perceived Severity (Organisational) .036 .068 .030
Perceived Severity (Productivity) -.005 .072 -.003
Perceived Severity (Personal) -.026 .058 -.025
Perceived Severity (Consequences) -.040 .052 -.040
Responsibility 211 .058 170%**
Model 3
Constant -1.182 .507
Perceived Susceptibility .065 .064 .047
Self-efficacy 469 .056 A20%**
Response efficacy .280 .074 178%*
Response costs (R) 311 .072 .209%**
Perceived Severity (Organisational) .019 .068 .016
Perceived Severity (Productivity) .005 .072 .004
Perceived Severity (Personal) -.034 .058 -.032
Perceived Severity (Consequences) -.038 .052 -.037
Responsibility .195 .058 57
WISA (Consequences) 152 .061 11 7%**

Note. R°=.37 for step 1AR*=.02 for step 2AR=.01 for step 3. ***p<.001.

The findings from the regression analyses (see Table 31) shows that model 1 is aldartb acc
for 37% of the variance in employees’ intentions to scan USB sticks for malware & = .37,
F(8,315) = 22.72, p <.004yith self-efficacy as the strongest significant predigjor .50,
t(315) = 9.084, p <.001¥pllowed by response costg = .184, t(315) = 3.827, p <.001and
response efficacys = .50, t(315) = 9.084, p <.001fhe addition of responsibility contributed
to an increase in Rof 2% in model 2 R = .39, F(1,314) = 13.138, p <.001) which
responsibility was a significant predictgt = .170, t(314) = 3.625, p <.00I)he final model,

the addition of WISA consequences was a significant predjgter .117, t(313) = 2.501, p
<.001) and contributed to an increase iA & 1% & = .40, F(1,313) = 6.254, p<.05Jhe

addition of responsibility and WISA consequences predicts unique variance in the behaviour.
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Overall, the final model consisting of the following significant predictors drder of
contribution to regression): self-efficacy, response costs, response efficaonsibiipy and
WISA consequences explain 40% of the varianceniployees’ intentions to scan USB sticks

for malware.

5.4.3.2 | AMS security: Structural Equation Modelling

.19

Organisational Productivity Personal Consequence
80 &-33 .66 57 17
_ v v
Severity

Wisa - Consequences

P Susceptibility

;

Self-efficacy : security intention

Anti-malware sofware

.27

Response Efficacy

.20 Responsibility
.30 T

Figure 30. The extended PMT model with standardised path coefficients for AMS security

Response Costs
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The model was then tested usingN6 to ascertain how well the model explains the data.
Severity remained as part of the model as its part of the original PMTchifsgquare indicated

that model was not a good fit to the data, x2 (177)=386.195, p<.001. However, the fit indices for
GFIl and AGFI were .90 and .87 which are indicative of an acceptable fit. RMSEA%Iaand

CFI was .95 which also indicated a good fit. Overall, the final model was a gomdtfie

sampled data for four out of the five goodness-of-fit indices.

Modification indices suggested covariance between some constructs that ledacbtmer dit,

this was only between constructs derived from PMT e.g. constructs from response lappraisa
were allowed to co-vary. Suggested modifications were also allowed betweeicdrigifucts

and additional factors (Responsibility and WISA Consequences) as these weratexplo
These modifications had to make conceptual sense, for example, WISA Consequences is
conceptually similar to severity and susceptibility but related to informatonas allowed to

co-vary.
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Table 32. The regression weights and critical ratio values for the main effects of the hyihesised
model

Parameter Unstandardised (standardised) Critical Ratio
Path Coefficient (CR)

Self-efficacy> Intention .278 (.439) 7.432 <.001*
Response efficacy Intention .070 (.178) 3.712 <.001*
Response cost? Intention .155 (.195) 3.738 <.001*
Severity-> Intention -.061 (-.041) -.783 434

Susceptibility> Intention .032 (.054) 1.146 .252

WISA (Consequences) Intention 179 (.134) 2.904 .004*
Responsibility> Intention .066 (.023) 2.898 .004*

For threat appraisal, neither severity nor susceptibility had a significamiv@aglationship

with intention therefore not supporting hypothesis 1 or 2. The findings froneginession and
SEM indicated that coping appraisal had the biggest influence on intention. Wahing
appraisal, self-efficacy had a significant positive relationship with ftioienand was the
strongest predictor of the behaviour as shown in Table 32. Self-effltadythe strongest
standardised path coefficient (.439), followed by response costs (.195) and responeg effica
(.178). Reponse costs (R) had a significant positive relationship ntghtion, indicating that

low levels of response costs influence intentions to scan USB sticks for malwaréy, Final
response efficacy also had a significant positive relationship with intentygrotheses 3, 4 and

5 were therefore supported.

The additional factors of responsibility and WISA (consequences) were found tocsigityfi

relate to intention supporting hypothesis 8 and providing partial support pmthesis 7.
Hypothesis 7 was partially supported as only 1 component of WISA was supported. The
findings indicated no relationship between; experiences (H2), psychological oywn@shi

and OCB (H10) on intention.

Overall, the modified PMT model was a goodthitthe sampled data of employees and the
regression analysis indicated that the final model could explain 40% of the vaimance

employees’ intentions to scan USB sticks for malware.
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5.4.3.3 | Software updates: Hierarchical Regression

Table 33. Coefficients for Model 1 and Model 2 following hierarchical regression folSU security

B SEB B
Model 1

Constant -.883 .459

Perceived Susceptibility 237 .066 155%**
Self-efficacy 118 .050 J110*
Response efficacy .504 .073 315+
Response costs (R) .328 .064 250%**
Perceived Severity (Organisational) -.057 .072 -.044
Perceived Severity (Consequences) .079 .055 .072
Perceived Severity (Personal) -.033 .056 -.030
Perceived Severity (Productivity) 123 .075 .075

Model 2

Constant -1.405 4.75

Perceived Susceptibility 212 .066 139%**
Self-efficacy .080 .050 .075
Response efficacy 487 .072 304+
Response costs (R) .329 .063 252%**
Perceived Severity (Organisational) -.001 .072 -.001
Perceived Severity (Consequences) .082 .054 .074
Perceived Severity (Personal) -.070 .056 -.064
Perceived Severity (Productivity) -135 .074 .083
Responsibility 217 .060 161%**

Note. R*=.27 for step 1AR’=.02 for step 2. *p<.05 **p<.01 ***p<.001.

The findings from the regression analyses, as shown in Table 33, shows that model 1 is able to
account for 27% of theariance in employees’ intentions to install software updates (R* = .27,
F(8,413) = 18.663, p <.001yith response efficacy as the strongest significant predjgter

.315, t(413) = 6.921, p <.001pllowed by response cos® =.250, t(413) = 5.251, p <.001),
andperceived susceptibilitys = .155, 1(413) = 3.226, p <.01).

In the final model, the addition of responsibility was a significant ptedi = .161, t(412) =
3.599, p <.001)and contributed to an increase iA & 2% & = .29, F(1,412) = 12.954,

p<.001)predicting unique variance in the behaviour.

Overall, the final model consisting of the following significant predictors drder of
contribution to regression); response efficacy, response costs, perceived susgejatitali

responsibility explain 29% of the varianieeemployees’ intentions to install software updates.
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5.4.3.4 | Software updates: Structural Equation Modelling
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Figure 31. The extended PMT model with standardised path coefficients for SU security

The chi-square indicated that the model was not a good fit to the 8é48)x142.056, p<.001.
However, the fit indices for GFl and AGFI were .91 and .88 which are indicatizgyobd fit.
Finally, RMSEA was .065 and CFl was .94 which also indicated a good fit. Overalln#he fi
model was a good fit to the sampled data for four out of the five goodness-of-fit indices.

Table 34. The regression weights and critical ratio values for the main effects of the hyihesised
model

Parameter Unstandardised (standardised) Critical Ratio
Path Coefficient (CR)

Self-efficacy=> Intention -.008 (-.013) -.247 .805

Response efficacy> Intention .094 (.307) 6.372 <.001*
Response cost® Intention .160 (.271) 4,780 <.001*
Severity=> Intention .158 (.041) .824 410

Susceptibility> Intention 134 (.157) 2.695 .007*
Responsibility> Intention .071 (.188) 3.853 <.001*

As shown in Table4, response efficacy had the strongest standardised path coefficient and a
significant positive relationship with intention, thus supporting hypothesis 4. Respomse cos
also had a significant positive relationship with intention andreflore, hypothesis 5 was
supported. Self-efficacy was the only component of coping appraiséd smnificanty relate
to intention, its standardised path coefficient indicates a marginally negatationship which
is in the opposite direction what was hypothed{$13).
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For threat appraisal, susceptibility had a significant positive relationship imtention
therefore, supporting Hypothesis 2. However, severity did not have a significativeposi

relationship with intention and hHypothesis 1 was therefore not supported.

For the additional constructs, responsibility was found to have a significant pasititionship
with intention supporting hypothesis 8. OCB, WISA, psychological ownership and experience
did not significantly relate to intention and therefore, Hypothesis 6, 7, 9l@ndere not

supported.

Overall, the modified PMT model was a goodtfitthe sampled data of employees and the
regression analysis indicated that the final model 29% of the variance in employees’ intentions

to install software updates.

5.4.3.5 | Email security: Hierarchical Regression

Table 35. Coefficients for Model 1 and Model 2 following hierarchical regression foES security

B SEB [
Model 1

Constant 1.937 .243

Perceived Susceptibility -.065 .034 -.073
Self-efficacy 416 .041 A85***
Response efficacy .094 .042 .092*
Response costs (R) .138 .037 L72%%*
Perceived Severity (Organisational) -.032 .035 -.043
Perceived Severity (Consequences) .042 .028 .064
Perceived Severity (Personal) -.017 .029 -.026
Perceived Severity (Productivity) .008 .038 .008

Model 2

Constant 1.969 241

Perceived Susceptibility -.091 .035 -.102*
Self-efficacy 415 .040 AB4***
Response efficacy .092 .041 .089*
Response costs (R) 144 .037 .180***
Perceived Severity (Organisational) -.024 .035 -.032
Perceived Severity (Consequences) .040 .028 .062
Perceived Severity (Personal) -.022 .028 -.034
Perceived Severity (Productivity) -.001 .038 -.001
Experience work .084 .028 .110%*

Note. R°=.46 for step 1AR*=.01 for step 2. *p<.05 **p<.01 ***p<.001.

The findings from the regression analyses suggested that the final model accountét &br 47
the variance in employees’ intentions to not click on suspicious links within emails. Self-
efficacy was found to contribute the most, followed by response costs, sebregédgh

experience at work, susceptibility and response efficacy.

The findings from the regression analyses, as shown in Table 35, shows that model 1 is able to
account for 46% of the variance in employees’ intentions to not click on links in suspicious

emails & = .46, F(8,419) = 44.655, p <.00M)jth self-efficacy as the strongest significant
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predictor(f = .485, t(419) = 10.190, p <.001), followed by response costg = .172, #(485) =
3.708, p <.001and response efficagy =.092, t(419) = 2.214, p <.05).

In the final model, the addition of security breach experience at work wasificsint predictor
(B =.110, t(418) = 2.954, p <.01), alongside contributing susceptibility to the predictin= -
102, t(418) = -2.592, p <.01%d to an increase in“Rof 1% & = .47, F(1,418) = 8.725,
p<.01).

Overall, the final model consisting of the following significant predictors drder of
contribution to regression); self-efficacy, response costs, security breach experigodeatd

perceived susceptibility explain 47% of the variailcemployees’ email security behaviour.

5.4.3.6 | Email Security: Structural Equation Modelling

Organisational Productivity Personal Consequence
.82 .63
.37 .64
Severity

-.02

P Susceptibility —=

Email security
Self-efficacy . intention
.29 42

71 Response Efficacy

.36

Experience (work)

!

Figure 32. The extended PMT model with standardised path coefficients for email security

Response Costs 13

The chi-square indicated that model was not a good fit to the dath43)=309.098, p<.001.
However, the fit indices for GFl and AGFI were .93 and .91 which are indicataeyobd fit.
Finally, RMSEA was .05 and CFI was .97 which also indicated a good fit. Overalingte f

model was a good fit to the sampled data for four out of the five goodness-of-fit indices.
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Table 36. The regression weights and critical ratio values for the main effects of the hyihesisd
model

Parameter Unstandardised (standardised) Critical Ratio

Path Coefficient (CR)
Self-efficacy-> Intention .252 (.615) 8.539 <.001*
Response efficacy Intention .011 (.049) 1.182 237
Response cost® Intention .045 (.128) 2.323 .020*
Severity-> Intention -.018 (-.020) -.493 622
Susceptibility> Intention -.079 (-.105) -.2491 .013*

Security breach experience (work
y P (workg> 078 (117) 3.080 .002*

Intention

The findings indicated that coping appraisal had the biggest influendetemtion. Within
coping appraisal, self-efficacy had a significant positive relationshipimtgghtion and was the
strongest predictor of the behaviour as shown in Table 36. Response costs disarsdigni
predicted intention. Hypothesis 3 and 5 were therefore supported. Response efficaty was
significant predictor within the hierarchicadgression. However, this was not supported in the

SEM. Hypothesis 4 is therefore partially supported.

Security breach experience at work was also found to have a significant positiaselp
with intention supporting H6b. WISA (H7), responsibility (H8), psychological owmer&to)
and OCB (H10) did not significantly relate to intention.

For threat appraisal, severity had a marginally negative relationship weétitiom but it was
non-significant, thus not supporting hypothesis 1. Susceptibility did significantye réb
intention but this was negative and in the opposite direction to what was hygedhtbsrefore
not supporting hypothesis 2.

Taken together, the modified PMT model was a gootbfihe sampled data of employees and
the regression analysis indicated that the final model could explain 47% oéribace in

employees’ email security behaviour.

5.4.4 | IMPLICIT SECURITY TA SK
Logistic regression was performed to explore which factors predict whattis/iduals’
accepted or did not accept the use of a cookie using stepwise-forward methodidiprapést

who completed all sections of the survey (n=278). Don’t accept (17%) and accept (83%).
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Table 37. Coefficients of the model predicting whether the participant accepted the cookie

95% CI for the Odds Ratio

Variable B(SE) Lower Odds Ratio Upper
Constant 2.888(.582)
Perceived -.555* (.231) .365 574 .903

Susceptibility

R?=.021 (Cox & Snell), .035 (Nagelkerke)35(Hosmer & Lemeshow) Model ¥*(2) = 5.913, p<.05
* p<.05, **p<.001

The full model was tested against a constant only model and it was found to hieadhatis
significant, indicating that the only predictor (susceptibility) reliabigtinguished between
acceptes and decliners of the cookie (x°(2) = 5.913, p<.05). Nagelkerke’s R? .035 indicated a
low effect size between the prediction and cookie acceptance. The findinggdrttiiat as the
level of perceived susceptibility of malware increases, the likelihood of ceakieptance

decreases.

5.4.5| EXPLORING THE EFFECTS OF EXPERIENCE MEDIATED BY THREAT

AND COPING APPRAISAL
To further explore Hypothesis 6a, a mediation analysis was employed to exploreerwhet
experience was mediated by the PMT components. Before proceeding with mediation analysis,

four conditions must be met. Baron and Kenny (1986) outline the four conditions to determining

mediation
1. IV (experience- personal or work) predicts the DV (AMS, SU or ES intention)
2. IV predicts the mediator (threat and coping appraisal constructs)
3. The mediators predict the DV while controlling for the IV
4. |V does not predict the DV (when controlling for the mediator)

Multiple regression analyses were conducted to explore the first condition for amark
personal security experience on AMS, SU and ES intention. Personal security expdidence
not significantly predict AMS intentiorp€-.009, SE=.261, p=.874,°R00), SU intention f{=-
.058, SE=.248, p=.252,?R00) and ES intentionf¢£-.069, SE=.130, p=.167,%R00). As

condition 1 was not met for personal security experience, full mediation was not employed.

Security experience at work did not significantly predict AMS intentipn.271, SE=.177,
p=.127, B=.01) and SU intentionpeE-.158, SE=.154, p=.306, ?R00). However, it did
significantly predict ES intentionp€-.248, SE=.086, p<.01,2R02). Further analysis was
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therefore employed to explore work security experience mediated through threat smyd cop

appraisal on ES intention.

For condition 2, the findings from the earlier hierarchical regression showesethafficacy
(B=484, SE=.040, p<.001), susceptibilif=€.091, SE=.241, p<.05), response efficgdy.(089,
SE=.041, p<.05) and response cog$ts.180, SE=.037, p<.001) significantly predicted ES

intention.

Further meditation analysis was performed to explore security experience amedikted

through self-efficacy, susceptibility, response efficacy and response costs. Theinetdted

that there was no significant indirect effect of experience on ES intetiongh; response
efficacy p= -.060, BCa CI [-.153, .000]), self-efficacyp<{ -.098, BCa CI [-.260, .073]),
response cost¥f -.045, BCa CI [-.120, .067]) and susceptibility=(-.00, BCa CI [-.056,
.066]). The findings, therefore, suggest that experience is not mediated byadhEgiing

appraisal but only has a direct effect on ES intention in isolation as shothe findings of the
SEM.

5.4.6 | FURTHER EXPLORATION OF RESPONSE EFFICACY AND RESPONSE
COSTS

5.4.6.1 | Response efficacy perceptions
A repeated measures MANOVA was conducted to explore whether there were differences in

efficacy perceptions across the three anti-malware behaviours (n=311)

Table 38. The means (and standard deviations) for response efficacy perceptions by behaviour

Response efficacy perception AMS SuU ES

Protecting my personal data 3.75 (.77) 3.47 (.82) 4.23(.74)
Reduce likelihood of getting malware 3.94 (.73) 3.54 (.84) 4.22 (.75)
Protecting my productivity 3.85(.75) 3.50(.82) 4.17(.69)
Effective in preventing malware 3.79 (.74) 3.38(.82) 4.14 (.78)
Securing my organisation's data and files 3.79 (.76) 3.47 (.83) 4.13(.73)
Effective in preventing embarrassment 3.56 (.82) 3.23(.84) 4.11(.77)
Works in preventing malware 3.85(.74) 3.38(.83) 4.10(.75)
Works in ensuring thahy work device runs as efficiently as 3.72 (.79) 3.67 (.81) 4.09 (.79)

ossible

lereventing problems for my organisation’s service users/customers ~ 3.79 (.75) 3.38 (.82) 4.07 (.80)
Protecting network from malware 3.78 (.79) 3.50(.81) 4.00 (.82)
Protectorganisation’s reputation 3.57 (.83) 3.36 (.85) 3.84(.86)
Prevents dissatisfied service users 3.59 (.84) 3.33(.84) 3.82(.89)
Reduces chances of getting disciplined 3.32(.92) 2.94(.89) 3.51(.97)

3.71(.17) 3.40 (.18) 4.03 (.20)
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The MANOVA revealed that there was a significant main effect of \betia on response
efficacy ratings for all behaviours (p<.01). Pairwise comparisons (see Appendiviédled

that the email behaviour response efficacy ratings were significantly higheitl efficacy
perceptions compared to the AMS behaviour and software update behaviour (p<.01). The AMS
behaviour also had significantly higher efficacy ratings compared to the softymlate
behaviour (p<.01) except for beliefs that the behaviours work in ensuring that ite s as
efficiently as possible.

5.4.6.2 | Response costs perceptions

Response costs are different for each behaviour; it was therefore not gpdesitdmpare
differences by item using inferential statistics. They are presented toiethertable below to
allow comparisons for items that are the sanmez Appendix X for pairwise comparisons for
each behaviour.

Table 39. Means (and standard deviations) of the response costs perceptions for scagnlUSB

sticks with anti-malware software (n=422), Installing software updtes and for not clicking on URL
(n=422) and not clicking on links in suspicious emails (n=428)

Response cost perception AMS Mean SU Mean ES Mean
...would slow my work device down 3.28 (.97) 2.74 (1.05) 1.61 (1.03)

...would reduce my productivity 3.42 (.91) 2.66 (1.05) 1.58 (.97)
...can lead to non-malicious files being identifiec  2.92 (.93) - -
as infected with malware

..would be time consuming 3.05(.99) 2.91(1.1) 1.54 (.90)
...could lead to important files being destroyed 3.47 (.93) 2.58 (1.09)
...would require considerable effort 3.59 (.94) 2.49 (1.07) 1.47 (.84)
..would have a considerable financial costrfur 3.91 (.90) - -
...could lead to a less reliable or 'buggy' softwart - 3.00 (1.07) -
version being installed

3.38 (.33) 2.73 (.20) 1.55 (.06)

Of the three behaviours, AMS was perceived to be most costly followed by thet&iour
and the ES behaviour. This trend follows for shared itemeguiring effort reducing

productivityandslowing down their work device
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5.4.7 | OVERALL FINDINGS SUMMARY

Table 40. The hypothesigd relationships for the three anti-malware behaviours and whether the
hierarchical regression (HR) or structural equation modelling (SEM) supports the hypothesis

Hypothesis AMS SuU ES

HR SEM HR SEM HR SEM
H1: Severity -> Intention NS NS NS NS NS NS
H2: Susceptibility -> Intention NS NS S S S() S()
H3: Self-efficacy -> Intention S S NS NS S S
H4: Response efficacy -> Intention S S S S S NS
H5: Response costs -> Intention S S S S S S
H6a: Experience -> Threat and Coping Appraisal NS NS NS NS NS NS
H6b: Experience -> Intention NS NS NS NS S S
H7: WISA -> Intention PS PS NS NS NS NS
H8: Responsibility -> Intention S S S S NS NS
H9: Psychological ownership -> intention NS NS NS NS NS NS
H10: OCB -> Intention NS NS NS NS NS NS

*Supported (S), Not supported (NS), Partially Supported (PS)

Overall, the findings indicate that the significant negative relationshipeket response costs
and intention is the most consistent across the three behaviours. The relationskign be
response efficacy and intention is also consistent across the three behaviours. Jéeme tap
be differencesn behaviour as the positive influence of self-efficacy is important foAM&
security and ES security behaviour but not for SU security. Responsibilitg sagificant
positive relationship to intention for AMS security and SU security bufandeS security. The
positive relationship between severity and intention is not supported for amg bélhaviours,
and the positive relationship between susceptibility and intention is istamsas the direction
is supported for SU security but in the opposite direction for ES sectihityfindings also
demonstrate support for the additional constructs; WISA for AMS security, exper@nes f
security and responsibility for AMS and SU security.

In summary, the behaviours are influenced by (in order of strength):

e AMS security — self-efficacy, response costs, response efficacy, responsibility and
WISA (consequences)

e SU security- response efficacy, response costs, responsibility and susceptibility

o ES security — self-efficacy, response costs, experience (work), susceptibility and

response efficacy
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5.5| DISCUSSION

5.5.1| INFLUENCES ON MOTIVATIONS TO PERFORM ANTI-MALWARE
BEHAVIOURS

5.5.1.1 | Coping appraisal

Within coping appraisal, lower levels of response costs were significantly relateribon

for all behaviours indicating that higher levels of response costs lead & lewels of
motivation for all three behaviours. When comparing all three behaviours, resustsavas
strongest for the anti-malware software behaviour, followed by software updati@sadigdthe
email security behaviour. Employees who perceive that anti-malware behaviours hawe low
costs (such as productivity, effort and time) are more likely to intendtorpethe behaviours,

suggesting that costs are a potential barrier to security behaviour.

The relationship between response costs and security behaviour is consistestudigh
exploring the relationship with anti-spyware software in consumers (Chenowdth 2008;

Liang & Xue, 2010), and adds to the body of knowledge in this underexplored area and costly
security in general (e.g. Beautement et al., 2009). For email security behaviour, Ng et al., (2009)
found no support for a negative relationship between response costs and engagement in
employeesemail security behaviour for virus prevention. They had a partictasfon email
attachments, whereas the current study was concerned with suspicious links. aitemadiff

could be due to employees perceiviflieing cautious with attachmetitas less costly than
checking suspicious links. Additionally, the employment sample of the Ng &0al9) study

was primarily IT organisations, whose staff may have higher awareness ant:dgmvof
security so may not perceive security behaviours to be as costly as non-IT employees (as used in
the current study). The current study used a cross-section of employees from different
organisations and found support for the role of response costs that may explain thetaronsi
finding by Ng et al. (2009).

Response efficacy was also shown to be a key influencer of motivation to &vitowalware

security behaviours. The relationship between response efficacy and intentibigiest for

the AMS security. Response efficacy has been regarded as one of the worst predictor

compliance and IS misuse in the workplace (Sommestad et al., 2014) as the existinh resear

has been inconsistent either supporting a positive relationship (Ifinedo, 2011t \&lalk@13;

Zhang & McDowell, 2009), a negative relationship (Vance et al., 2012) or finding no

relationship (Siponen et al., 2010). The current study shows that response effiogmyriant

for security behaviour when focusing on specific behaviours and security tfigiatss in line

with PMT which posits that adaptive behaviour is enhanced by beliefs tisaefitective in

reducing threatEmployees perceive that all three behaviours are important in reducing malware
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threats, and their associated consequences. Of three behaviours, the ES behaviosoemwad pe

to be the most effective in preventing malware, followed by the AMS behavioumatig, fthe

SU behaviour. Employees may be unaware of how a system that is not updated is vulnerable to
be compromised by malware and associate software updates more with improving device
efficiency, the perception that was rated highest for this behaviour. This fimdilegites that

the connection between software updates and malware may need to be improved ¢n height

employees’ response efficacy perceptions.

The influence of self-efficacy was supported for the AMS and ES security behaviout Bart no
the software update behaviour. Self-efficacy was the strongest predictor fahédAMS and

ES behaviour. The lack of support for the SU behaviour indicates that employees iétiefs i
capabilitiesis not important for installing software updates when prompted. This highligat
perceptions of capability is not important for all security behaviours, lingtaloftware updates

may be perceived as an easy behaviour to perform as this often involves magporaddialog

box and, therefore, other factors may be better able to explain the lack of eegagémthe

other hand, the AMS and ES security behaviours require a level of skill. $heefjuires the

user to know how to access and run the AMS software and the ES behaviour requiresthe user
to have the ability to detect suspicious links. The current study supipe®sisting research on

the role of self-efficacy in using anti-spyware software (Gurung et al.,; 2089 & Kozar,

2008; Liang & Xue, 2010; Sriramachandramurthy et al., 2009) and those exploring email
security behaviour in relation to malware threats (Ng et al., 2009). Selfesffisaalso
consistently supported in the IS compliance literature. There is little research laaking
software update behaviour. However, the current study suggests that for passive tett@tiour
require less input from the user, self-efficacy may not be important favatioy employees to

undertake them.

5.5.1.2 | Threat appraisal
The current study provided greater insight into the complexities and inemtsest surrounding
the support for and against threat appraisal in security research. Follawitog &nalysis,
perceived severity was found to comprise of four components (organisational, personal,
productivity and consequences). However, these components did not significaattytoel
intention. The current study does not support previous research showing a significant
relationship between perceived severity and compliance intention (Chenoweth et gl., 2009
Gurung et al., 2009; Siponen et al.,, 2014; Vance et al., 2012) and intentions tcaatiiop
spyware software (Chenoweth et al., 2009; Gurung et al., 2009; Liang & Xue, 200®vétpw
the current study does support Lee et al. (2008) who found that severity difiecbianti-virus
protection behaviours. Ng et al. (2009) found that severity did not havaificsigt effect on
being cautious with emails with attachments but had moderating effects owantiabies that
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influenced security behaviour. The lack of support could be due to a number of.f&atstty,

there are few studies exploring specific security threats in the workpldlce amjority that do

focus on particular types (e.g. malware) have been within a consumer populatiostutijs
alongside Ng et al. (2009), are the only studies to explore malware threatenmpkxryment
sample and both did not find a direct relationship to intention. Within theplamé setting,
employees may perceive the severity of malware threats to be less severe. The consafquences
malware to consumers are different to that of organisations as there is g@etdial for
complications for individuals including loss of personal data, performanagptist of their
personal devices and the potential for identity theft. In the workplace, peaylebenless
concerned with the severity of security threats as the personal consequancex bre seeas

great. The lack of support could reflect the security threat under igatisti; employees may

lack awareness of the consequences of malware in the workplace. Thetle isedéarch
exploring whether employeeseverity perceptions differ depending on organisational and
personal consequences. The current study broke down severity into both organisational
consequences and personal consequences (e.g. productivity, embarrassment) and found that
neither influenced security behaviour. Meta-analytic research exploring thecgf6€ PMT in

other domains has found that severity and intention have the weakest associatigst athoh

the PMT relationships (Milne et al.,, 2000)The current study suggests that employees’

perceptions of the severity of malware are not important for driving anti-malwarddaha

The second aspect of threat appraisal, susceptibility, was also foundeta hmmplicated
relationship with security behaviour. The current study found that it was aicaghipredictor

of software update intention and the cookie acceptance task. This partially supporth fegear
Lee et al. (2008) who found that susceptibility was a significant predicteirus protection
behaviours, one of which was installing OS updates. The current study found thatilsiliscept
did not predict AMS security behaviour which is supportive of other reseathah found no

role for susceptibility in consumers use of anti-spyware software (Chenoweth et al., 2009
Gurung et al., 2009). This further highlights that factors play differahgsrfor eachsecurity
actions. The SU behaviour and cookie behaviour rely on prompts either from the computer or
website, whereas the AMS security behaviour relies solely on the emplogeantdhe USB
stick in which case other factors such as those pertaining to ability eval(iaicself-efficacy)

may be more important in motivating the behaviour. This is somewhat confirnibd byrrent
studies’ findings as self-efficacy was not a significant influencéor the software update
behaviour or the cookie acceptance task. When ability is not a requirementctoityse

behaviour, threat appraisal may, therefore, play more of an important role.

The relationship between susceptibility and the ES behaviour was in the opposiierdiie
the hypothesis with lower levels of susceptibility indicative of greativation to perform the
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behaviour. This is unexpected, as according to PMT, individuals with greatervpdrcei
susceptibility to malware would be more likely to adopt behaviours toatsti¢y This negative
relationship may relate to the behaviour in reducing malware threats as phislsilg @
often more associated with information disclosure or phishing scams (Getsadewgli 2015)
rather than the distribution of malware. There is a lack of research ioriegpmalware and
email behaviour, however, Ng et al. (2009) found that susceptibility of malatsmchments
influenced cautious email behaviour. There may be differences in relation teehakiour in
emails, employees may not perceive email links to be associated with malvweats thut may
have a greater awareness of the likelihood of attachments being infectedalvithiren The
majority of research exploring organisational security behaviour has been sugppbttie link
between susceptibility and behaviour, however, a number of these studies do not focus on
specific security threats (Herath & Rao, 2009b; Ifinedo, 2011; Siponen et al., 2014). /Eém¢ cur
study explored a specific security threat: malware and found malware suditgpgtbhave

differing effects on behaviours highlighting users’ inability to connect behaviour to threats.

Overall, employees’ malware susceptibility perceptions were low. This may be consistent with
the tendency for individuals to believe that they are more likely thiaarotto experience
positive events in their lives and less likely to experience negative events. This has bessh refer
to as optimism bias (Weinstein, 1986here peoples’ perceived susceptibility is unrealistically
positive so they engage in protective behaviours less. This may account for thevddsvolf
susceptibility within the employees and differences for its influence on theitgebehaviours.
Optimism bias is most likely to occur for events that have a high degreeceiveel control
(Harris, 1996; Weinstein, 1980). Employees may perceive that malware received \lidgs emai
under greater control as they can engage in multiple behavaitrdirectly prevent the threat
at this medium (e.g. checking links and not opening attachments); whereas malveiwedr
from browsing the internet or distributed via removable media may beasdess controllable.
Software update behaviour is important for reducing malware threats; howevempkyeanm
may not be aware of this. Malware that has exploited these vulnerabilities magnbasdess
controllable (as users are often unaware of how malware has compromised their agstem)
therefore, less open to optimism bias. This may account for differences poshire and

negative direction of effects for susceptibility on these behaviours.

The complicated role of susceptibility on security behaviour is supported byrcledea

Boehmer et al. (2015) who found that moderate levels of susceptibility were as$oeit

lower levels of security behaviour in students but individuals with a higlowr threat

susceptibility perception engaged in higher levels of security behaviour. Thag é#nat

undertaking safe behaviour may cause their threat perception to be low ashbosegage in

the protective actions may perceive they are not vulnerable because they peefoehaviour.
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This explanation may also explain the negative relatiortshibe ES security behaviour in the

current study.

Experience of security issues at work were also found to signifidafitence the ES security
behaviour. After self-efficacy, it was the strongest predictor of the bmlmairidicating that
experience of the negative aspects of security/computer related issues in Kkmptacgor
influences email-related security behaviour. Experience is considered within Piifedty
influence threat and coping appraisal. However, the current study found that it waediaieth

by the threat and coping appraisal on intention. The role of experience ishglatiderstudied

in existing research focusing on PMT in security research. However, the findings do support
qualitative study(Chapter 3) which found that experiencing the negative consequences of
security threats influence current behaviour. The current study suggestspbiaerece has a
direct rolein some behaviours, as it did not relate to the AMS or SU behaviour. For ES security,
experiencing the negative consequences of security issues may promote awareness and greate

detection surrounding email phishing.

5.5.1.3 | Additional factors

The current study found that the WISA factors did not influence SU or EStgedinere was
partial support for the AMS security behaviour in which the consequences component of WISA
significantly related to intention, suggesting that employees who have ar grelaeption that

the disclosure of the data they work with has consequences (such as compr@mésing
discreditable) intend to scan USB sticks with AMS to protect the informatiomloyees
working with information that has the potential for serious conseqseihatisclosed may,
therefore, have greater motivation to protect it in relation to USB stage and anti-malware
software. This was the first study to specifically explore the rol8ViBA for a particular
security threat and sub-set of behaviours. Chapter 4 found that the WISA scale explained greater
variance in security behaviours relating to access control and physical sdtheit)/ISA scale

may play more of a role in behaviours that have a direct link to infaymaind data that
employees work with. The connection between malware prevention and dataisensly not

be clear compared to other behaviours such as physical security that is physimaitying
information and assets. Further work is required to explore the WISA scale her ot
behaviours, particularly those where its links to information protection are clearer suckss a

control.

The current study found that responsibility was a strong predictor of AMS securitgland
security. Individuals with higher perceptions of personal responsibility farigetad greater
motivation to undertake anti-malware actions. There was no support for the semaiiity

behaviour which suggests that other factors may be more important feencifig emalil
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behaviours. This supports the findings from the qualitative study (chapter 8ns&&.i2.6) that
employees may diffuse responsibility onto third parties for certain behaviours. tintggeshe
gualitative study suggested that employees were more likely to perceive behavolras

virus prevention as the responsibility of their organisation. However the cstuglyt suggests

that employees with a sense of responsibility for security are likely tertake anti-malware
behaviours pertaining to use of anti-malware software and installing softw@atespOn the

other side, lower levels of personal responsibility may lead to lower levelseairity
engagement for malware prevention. Empowering users with a sense of resporisjbility
therefore, important to promote uptake of behaviours. The lack of supptref&S behaviour

may be due to the level of involvement. The AMS and SU behaviours are required to be
performed less frequently than the ES behaviour. Employees regularly use emaibashedart

job so may actively carry out the behaviour on a daily basis. Due to the tkpeatgrences,

the behaviour may become more habitual and therefore, not require a conscious deliberation on

responsibility.

Psychological ownership was not significantly related to any of the behavioursin@hmg$
suggest that employees’ data and technology ownership perceptions do not influence their anti-
malware security behaviour. This contradicts Anderson and Agarwal (2010) who found
ownership perceptions influenced home usemsentionsto perform security behaviours.
However, they used a non-specific measure that referred to security behiageneral. The
lack of support in the current study may reflect the specific behaviours inmdetigation. The
affective components of ownership are apparent when others lay claim to objectéftarget
which an individual has a sense of ownership (Pierce et al., 2003). Ownership peraegtions
be more important for other security behaviours such as physical security ertiviaeecurity
threats may put their ownership of data and technology in jeopardy such as theftcehaeper
severity also did not influence behaviour, employees may not perceive malwaaes tiore
compromise their work devices and, therefore, do need to lay claim to thesbipnef their

data and work devices.

The current study also found no support for a relationship between organisati@ealship
behaviour and security intentions. This does not support the qualitative findaigsuggested

that employees, who engage in actions thag¢dittle organisation in business continuity and
recovery, may have better security behaviour. The lack of support could be due to the measur
that was useth the current study. The scale adopted was a well-validated scale and looks at
OCB broadly within the organisation, exploring citizenship behaviours that lmatetrio the
optimal functioning of the organisation. A specific measure looking at seatititgnship

behaviours may have shown a direct relationship. Future research could, therefdog ded
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validate a measure of security citizenship behaviour to allow a moreedetaiploration of the

relationship.

5.5.2 | REVISED MODELS

The study found that using an extended-PMT model could explain 40% of the variance in
employees’ intentions to scan USB sticks for malware, 29% of the variancén employees’
intentions to install software updates and 47% of the varianeenployees’ email security
behaviour. The variance explained for the AMS behaviour and ES behaviour is line with othe
research using PMT, Chenoweth et al. (2009) explained 43% of the variance in consumers
intentions to use anti-spyware software, whereas Liang and Xue (2010a) explained 56% of
users’ intentions to use anti-spyware software. Lee et al. (2008) using PMT in combination with
other theories explained 45% of the variance in a composite measure of anti-vauslnesh

Ng et al. (2009) used the HBM and explained 61% of the variance in being cavittoesnail
attachments. The current study is line with those using PMT to explain users’ behaviour;
however it does mean 50-60% of the variance for these two behaviours is explafaetbisy

not considereth the study.

The variance explained for the software update behaviour is relatively smadlydrohere is a

lack of research exploring this type of security behaviour to make appropriate comparisens. Thi
behaviour is different from the others in that it can be automated for emphnedsis may be
influenced more readily by factors such as the Health Belief Nkodales to action” which

prompt users to behave in desirable ways such as a prompt on their machine teoistaié
updates. Individuals who know when to conduct the secure behaviour (i.e. when prompted by
the machine) may be more likely to engage in it whereas others may distegaddpbstpone

the update. Further research is required to understand what may also influence sgitlase

behaviour.

This study is one of the first to explore specific security behaviours in an otgarasaontext

using this approach and explained adequate variance for two of three behaviours using an
extended-PMT model. PMT is consistently used within security. However, the findings from the
current study suggest that in isolation it may not be the most appropriate model for
understanding the diversity of specific security behaviour as natfdts components are
adequate to explain security behaviour. Expanding PMT from the findings of the oualitat
work allowed further variance to be explained within the behaviours. Howeartian of the
variance is still explained by factors that were not investigatéide study. Further research is
needed to explore additional factors to understand fully what influences wdueindviour

within the workplace.
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5.5.3 | LIMITATIONS

Attempts were made to reduce common method bias, however as security behaviows can b
considered to be a form of job performance, social desirability bias (PodsakeoHehtae,

Lee, & Podsakoff, 2003) may have inflated participants intentions to engage in the behaviour
Furthermore, the study relied on self-report measures and actual performance meagidres w
have been more beneficial. Future research would benefit from utilizing multi-method
approaches to measuring security performance such as supervisor ratings (Harris &
Schaubroeck, 1988) or objective logs from employees computers (Workman et al., 2008).

The survey was piloted with subject-matter experts and a small group of naiegaatig
However there may have been some issues with the measurement items. In particuldwatitems
related to the email security behaviour had the use of double negative ardiagyv This may

have been misinterpreted by participants and potentially negatively skewed the data. Future
research would benefit from piloting the self-developed items with a largereséonpte-empt

any potential issues with item wording.

5.5.4 | LEADING TO THE INTERVENTION: INFORMING STUDY 4 (CHAPTER 6)

The current study suggested that employ@gsntions to perform the email security behaviour
were high, however, a wealth of research shows that employees are stilliblestephishing

emails (McAfee, 2014) suggesting that whilst employees may be motivated, thepomay
follow through with the required behaviour and that their self-report dreh@viour may be
inflated. This suggests that there is an intention-behaviour gap with regards to em@oyks
behaviour as intention accounts for only 1/3 of the variance in actual behaviour (Sheeran, 2002)
The next study will seek to bridge this intention-behaviour gap by pnognemployee’semail
security behaviour in regards to malware threat mitigation and usingriteptation intentions

to help translate motivation into behaviour change.

The ES behaviour was influenced by (in order of strongest predictoreffetfcy, security

breach experience at work, susceptibility, response costs and response efficaefficgeyf

can be enhanced through enactive mastery, performance accomplishments and vicarious
experience. Persuasive information could also be provided on the effectiverfessetfiaviour

and minimising perceptions of response costs (e.g. effort expended, slowing device down)
Experience would be difficult to target. However employees could reflect on situatiems w

they have experienced security issues and the benefits of security behaviours could be re

iterated to reduce the likelihood of the issues.

Susceptibility has a significant negative relationship with the behavioumvoilld be

inappropriate to manipulate users towards lower levels of malware suditgptitvwever as

discussed, the negative relationship could be due to lack of awareness between the behaviour
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(suspicious links in emails) and malware mitigation or could reflect an unrealgiimism bias
(Weinstein, 1980). Providing information or fear appeals surrounding the likelihodd an
probability of email malware threats may, therefore, enhance awareness efatienship
between email malware and behaviours, motivating users towards malware mitigation in
phishing emails and not just focusing on information disclosure as a threat imgteshails.

This would be in line with existing research that has shown that simplndamiusers of risk

is important for changing secure behaviour regardless of the level of eésknped to them
(Davinson & Sillence, 2010) and that low and high threat levels but not moderate levels are
important for motivating protective behaviour (Boehmer et al., 2015). Furtihernmeta-
analyses on fear-arousing communications have founditthiatnecessary that people feel
vulnerable to the portrayed risk to be effective in changing behaweur¢og, Stroebe, & de

Wit, 2007).

To this end, the intervention will be motivation-based to improve the stropgadittors of
behaviour to enhance self-efficacy, minimise response costs, build a sense of bdiponsi
increase susceptibility and maximise response efficacy. Implementationdngewiil be used
to bridge the intention-behaviour gap between the motivational intervesmidractual email
security behaviour.
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CHAPTER 6: MALWARE-BASED PHISHING IN THE WORKPLACE: A N
INTERVENTION TO IMPROVE EMPLOYEE EMAIL SECURITY
BEHAVIOURS

6.1| INTRODUCTION

The previous chapters have explored the motivational processes underpinning security
behaviours in general and then foedsnore specifically on anti-malware behaviours. This
chapter presents how this knowledge was then applied to the design of a motiaiibna
volitional intervention that aimed to increase the objective (emaitineagy task) and
subjective (self-report engagemémy email security behaviour of employees. The main email
behaviour of interest wasot clicking on suspicious links in emailthe determinants of which

were identified in chapter 5. This behaviour was explored alongside a sfileseail security
behaviours that are necessary for detection of phishing emails. Theuwoi@ component of

the intervention was primarily self-efficacy-based but also targeted sebtetigh experience

at work, susceptibility, response costs and response efficacy. The volitional component sought
to bridge the intention-behaviour gap through implementation intentions byidioigpv
participants with “volitional help sheets” in which they identified barriers to goal attainment
(checking links are genuine before clicking) and strategies to overconeebuoers in relation

to email usage. ARCT design was adopted to evaluate the intervention in which participants
were randomly allocated to one of four conditions: A combined motivational antwalit
condition, a motivational-only condition, volitional-only conditiona control condition. The
change in behaviour was measured alongside an examination of its effectiveness iimgchang

empoyees’ perceptions, i.e. their threat and coping appraisals.

The study found that those exposed to the motivational intervention eitwee ak in
combination with implementation intentions had significantly better task peafare compared

to the control group immediately post-exposure. The combined intervention had sustained
performance compared to control at 1-week follow-up but there was a significaniaednc
performance for the motivational-only group. This suggests that the motalaitiberventian
alongside implementation intentioned to sustained performance at 1-week follow-up
compared to a control group. Further analyses revealed that these observedcdsfarere for
participants’ overall accuracy in detecting genuine and phishing emails and approaching
significance for participants’ genuine precision detection ability but had no effect on phishing
precision ability. The study also found no effect of the intervention on self-eepemail
security behaviour. It also found that there was significant improvemsoime components of

threat and coping appraisal perceptions regardless of condition. Responsg effisdbe only
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factor to change significantly as a result of the intervention in whichctimbined and
motivational-only interventions had a significant increase in their péoospof response

efficacy.

This chapter starts by outlining the design of ititervention and then states the hypotheses to

be explored in the study.
6.2 | DESIGNING THE INTERVENTION

6.2.1| THE MOTIVATIONAL COMPONE NT

In chapter 5, self-efficacy was the strongest predictor of not clicking oa imlsuspicious
emails, so the motivational component of the intervention is primarily sethejfibased with
additional persuasive information to target the other PMT constructs.

Existing PMT approaches have used fear appeals (Johnston & Warkentin, 2010, 2015) by
highlighting the risk of security threats (such as susceptibility to dmsig malware and its
severity) and information about how to cope with such a security threat (e.gaosingalware
software, not downloading attachments that are executable files). Other approaches have
focussed on highlighting perceived severity within fear appeals (Boss etl&l; J&bkins et al.,

2013). The findings from Chapter 5 suggested that severity did not influenivéduads
intentions. However the other PMT constructs (susceptibility, response costdfafticaey)
alongside security brea@xperience at work played a role in determining high or low levels of
intentions to engage in the email behaviour. In addition to self-efficacy, persudsivaation

will also target theefactors.

There are four information sources important for self-efficacy which m@anargeted in
interventions: performance accomplishments, vicarious experience, verbal persuasion and
physiological states. Maddux and Lewis (1995) claim that a combination of difsenertes is

best for enhancing self-efficacy and a combination of all four is most efediive current

study will focuson two sources (performance experiences and verbal persuasion) as these were
deemed most appropriate to target within the motivational component. Previous setireffica
based interventions for protective online behaviour have been shown to be effective, even when

targeting only one source of self-efficacy (enactive mastery) (Wirth et al., 2007).

6.2.1.1 | Performance accomplishments

Self-efficacy is enhanced through the successful enactment of the behaviour rinyiviceial.

Performance accomplishments are regarded as the most influential source diicaelf-ef

because they are personal experiences and, therefore, provide greater authentluity

individual (Bandura, 1997). This involves the individual learning to masteaske increasing

their self-efficacy as they develop their ability to undertake the task.dRajmcesses are
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beneficial for building self-efficacy, whereas failures reduce self-effiddepeated failures are
particularly problematic for self-efficacy when they cannot be linked teradwexternal factors
(Bandura, 1986) and can lead to states of helplessness (Anderson & Jennings, 1986). On
other hand, linking failures to adverse external factors can enhance selfyeffg&zwdura,
Blanchard, & Ritter, 1969). Disappointments in performance at an early stggedouge self-
efficacy. Therefore it is important that the task or behaviour be brokem dao small
achievable components to build up confidence (van de Laar & van der Bijl, 2001)ldb is a
important to allow people to experience a success and interpret it as theachigmement
(Maddux, Brawley, & Boykin, 1995).

In the motivational component, participants are given a practice exercise tihémiselves on

the main behaviour of interest (detecting suspicious links). Only on@ngyaéxercise was
provided to prevent fatigue and to keep in-line with recommendations to keefadk in
achievable components (van de Laar & van der Bijl, 2001). However, participants were also
provided with feedback on their performance on the phishing detection task, givinghthem
opportunity to experience multiple accomplishments (Maddux et al)199

To further enhance levels of self-efficacy, alternative ways to cogpececking URLs were
provided. Participants were told that if they were unsure a link wasthafe could use an
online link scanner that checked the authenticity of it. They were providedde#iails of such

websites and how to use them.

6.2.1.2 | Verbal persuasion

Gaining positive feedback from professionals or others is an important rewandtitcate
individuals to carry out and maintain a specific behaviour (Bandura, 1997). People who are
persuaded that they have the capability to behave in a certain way are mgréolikepend

energy and persevere with it. Self-efficacy increased through persuasion leads pdople t
harder to succeed and can promote the development of skills and a sense of self-efficacy
(Bandura, 1986). However, if not done correctly, can also lead to decreases inicsadfeff
(Bandura, 1997).

In the motivational component, participants were given feedback and encouragemerit on the
performance on two occasions. Firstly, for the main behaviour of interest glanglon links

in suspicious emails), they were trained to detect genuine domain names and provided with
feedback on their performance on a test in which they identified whetheveth address was
genuine or fake. The second exercise, during the second phishing test, also providezk feedb
and encouragement on their performance. Written feedback was provided as it has baen show

to be more effective than feedback provided verbally (Ashford, Edmunds, & French, 2010).
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An important aspect of effective verbal persuasion is the reliability ardibdity of the
educator (Bandura, 1997). In particular, individuals give consideration to the perceived
reliability, skill, expertise, and ability of the persuasive source (Hollo&ayatson, 2002)

People trust the educator more when they are seen to have in-depth knowledge and &xperienc
of assessing and judging the ability of others (Bandura, 1982). The interventiearexpp
reliable and credible by telling participants that a computer security company eurapar
information and that the training theyceived was part of a larger “computer hub”. The content

was kept professional and designed to appear credible, which has been shownatie fiasit
(Sillence, Briggs, Fishwick, & Harris, 2005).

Raising unrealistic beliefs can discredit the persuader and undermine individuals’ beliefs in their
capabilities (Bandura, 1997). Realistic feedback was therefore designed around their
performance on the suspicious link training and the email legitimacy tagdlcigzants were
provided with feedback that was framed around their results. For example, pirighiang test
participants were presented with how many phishing and genuine emails they correctly
identified. Performers achieving above 70% correct were"¥#dELL DONE. You clearly have

the capable skills and knowledge to detect phisln@ils’, whereas those scoring less than

70% were told‘Good attempt but could do with improvement” and were provided with a recap

of the detection rules from the training. This was to ensure that that therpnograras not

raising unrealistic beliefs and potentially undermining participants’ self-efficacy beliefs.

6.2.2 | DECEPTION INDICATORS

The motivational component used principles from the Theory of Deception (Johnabn et
1992) to help users detect cues that indicate deception by highlighting message cdritemt an
need to inspect emails for emotional triggers that get users to react qgiadyt urgency
curiosity, andfear. Design heuristics to look out for and spelling and grammar issues were also
highlighted to the user. To equip users with the skills to cope wighptrticular threat, the
training dealt with the two main ways users can get malware from erdausloading and
opening attachments or clicking on suspicious URLs. Users were educated abofiieriet d

file types and how to behave when receiving emails with attachments. More attentigivemas

to training users how to detect fake URLSs, as discussed above. Participantédsavenéormed
about the dangers of shortened URLs and were provided with information about how to check

the authenticity of these.

6.2.3 | THREAT AND COPING MANIPULATIONS
The following additional factors were also targeted by the intervention but giseze less

attention than self-efficacy.
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Perceived susceptibilitywas manipulated by highlighting the role employees play in

information security breaches and the likelihood of receiving malware-based phishing.

Experiencewas manipulated by getting participants to reflect on times when they may hav
experienced the negative consequences caused by security breaches. Participanso were al
persuaded that engaging in security behaviours will reduce the likelihood ef ¢hesats

happening again.

Response efficacy and response cagtse also manipulated. Response efficacy outlined the
effectiveness and response costs emphasising that the behaviours being outlinteéeoaly

small amount of time.

6.2.4 | THE VOLITIONAL COMPONENT: IMPLEMENTATION INTENTIONS HELP

SHEET
Two approachesan be used in the formation of implementation intentions; the first is
participant-generated in which they are given instructions and develop their own
implementation intentions. The second is research-guided in which the ressancidentify
critical situations and strategies based on research and the evidence-base. The firat opens
degree of variability as choices will be driven by participants which do rhegnmay be more
salient to the individual. However, existing research has shown that a proponpiariicipants
find this difficult with between 20-40% not forming a single plan (Skar, ietia, Molloy,
Prestwich, & Araljo-Soares, 2011, Michie, Dormandy, & Marteau, 2004, Rutter, Steadman, &
Quine, 2006). The second approach presgghrticipants with pre-defined critical situations and
responsesan approach recommended by Hagger and Luszczynska (2014) in their review of
implementation intentions literaturestudies in other domains have adopted this approach (e.g.
Bell, Toth, Little, & Smith, 2015; Sheeran, Webb, & Gollwitzer, 2005). However, theatrit
situations chosen in the implementation intentions need to be appropriate for the target
population as there is likely to be between-person variation in exposure and saliefitieabf cr
situations and the strategies depicted in them. Providing participants with manménig&on
intentions to choose frois, therefore, a more effective solution and can be implemented with

volitional help sheets.

Volitional help sheets require participants to link critical situationk vasponses by selecting
the situations and responses that they feel are most appropriate for themitiddiesituations
used are evidence-based, guided by existing research on situations that lead teshredun
behaviour. The goal-directed responses are theory-based, using the processes of change
(Prochaska et al., 1994) from the trans-theoretical model and aim to help owetigem
situations as they reflect strategies that individuals use to tmitiaté or sustain behaviour
change.
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Volitional help sheets have been found to be successful for a variety of behavioudgcl
quitting smoking (Armitage, 2008), increasing physical activity (Armitagé&len, 2010)
reducing binge drinking (Arden & Armitage, 2012) and reducing speeding (Brewsabr et
2015). They are seen to be more effective than a purely user-guided or researcher-guided
approach, as they can account for more between-person variation in exposure db critic

situations and sensitivity to behaviour change techniques (Brewster et al., 2015).

The design of the volitional help sheet (see Appendix Z) was based on the apprahbl use
Brewster et al. (2015). The 20 critical situations were identffi@ah existing phishing literature

and the research tedsrknowledge and experience. They covered situations in which people are
known to or are likely to habitually click on links without checking thegitimacy. They were
identified as critical cues that are relevant and salient to the individual. LiBréhester paper,

the 20 goal-directed responses were based on the processes of change from the trigastheoret
model (Prochaska & DiClemnte, 1983) and 2 responses were provided for eachrotésses

of change. Where appropriate these responses were adapted from the existing MVioditponal
sheet literature (Armitage & Arden, 2010, 2012; Armitage, 2008; Brewster et al.). 2015
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6.2.5| CONTROL CONDITION
The control group information consisted of an overview of the history of computeesvaild

use based on information availabléntp://www.webcitation.org/6dfr7Nboz

6.2.6 | INTERVENTION SUMMARY

To summarise, the intervention is unlike existing approaches on improving phishiectiprot
behaviour because it utilises factors identified from previous work with the gitpubnd the

target behaviour. The motivational component combines training alongside threat and coping
manipulations. The intervention also benefits from the use of implementagotionis to help

bridge the gap between increased motivation caused by the motivational component &nd actua
behaviour change. Additional benefits of the intervention include thatitsksort programme

(15 minutes), low cost and can be easily distributed across companies. Furtherfooussés

on the context of malware-based phishing threat rather than accidental disclostoeadtion

threat.

The intervention was checked for validity by three other security researchepdated with 6
participants who were not security-based. The intervention materials are priovidlpdendix
Y.

6.3| HYPOTHESES
The behaviour change approach as outlined in Chapter 2 (secfi@n@.grinciples of RCTs as

outlined in Chapter 2 (section 2.4.5) led to the formation of the following hypotheses:

Hypothesis: Those who receive the motivational component will have better performance on
an email legitimacy task than the control and the implementations intentiongomiyps,

immediately post intervention (T2) and at 1-week follow-up (T3).

Hypothesis: The combination of a motivational and volitional intervention will leadhi®
reporting of more email-security behaviours immediately post intervention (T2) anaeskl-
follow-up (T3) than the other 3 conditions (PMT-only, implementation intentions-and

control).

Hypothesis. The effects of the motivational component on the email legitimacy taskevill
greater for participants with lower baseline security behaviour scaesthiose with higher

baseline security behaviour scores.

Hypothesis;: Those exposed to the motivational component will significantly increase their
susceptibility, self-efficacy and response efficacy perceptions and reduce tloeiptipers of

response costs immediately post intervention (T2) and at 1-week follow-up (T3).
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6.4| METHOD

6.4.1 | DESIGN

The study adopted a 2 (implementation intentions: yes/no) x 2 (PMT: yes/no) independent
groups design in which participants were randomly allocated to one of the faweirtien
groups: protection motivation theory and implementation intentions (IMP + PMatggpion
motivation theory-only (PMT-only), implementation intentions-only (IMP-ondy)d control
(CTRL). They completed measures at baseline before allocation (T1), immediately post
exposure to intervention (T2) and at 1-week follow-up (T3). The intervention growgseaped

the independent variable. The dependent variables were the score on the email legiitaacy t
self-reported primary email and secondary security behaviours and PMT meageresived
severity, susceptibility, response efficacy, response costs and self-efficacy.

6.4.2 | PARTICIPANTS

An opportunity sample of 59 participants took part in the study (Age, M= 33.86, SD39.10.08
All recruited participants were currently in full time or part time emyplent, were not from a
computing profession and used an email and computer daily as part of their job role21 m
and 38 females took part with an average organisational tenure of 5.04 years (SD=5.d8) and j
tenure of 3.28 years (SD=3.87). 6.8% were from a microenterprise, 3.4% fromlla sma
enterprise, 6.8% from a medium-sized enterprise and 83.1% from a large digan88®6 had

read the information security policy of their organisation, 35.6% had never lregablicy,
23.7% indicated that they did not know if they had read the policy and 1.7% statéukethat
organisation did not have a policy. For those that had read the policy, 6.3% readnittlégthi
last month, 15.6% 1-6 months ago, 11.9% 6-12 months ago, 15.3% more than 12 months ago
and 15.3% were unsure when they last read the policy. Participants were pratfid€diO for

reimbursement of their time.

6.4.3| MATERIALS
An online questionnaire hosted on Qualtrics was used to deliver the questionndiré® a

intervention content was delivered using Microsoft PowerPoint.

6.4.3.1 | Phishing tests
The email task asdesigned using phishing emails that were obtained from millerscams.co.uk
and myonlinesecurity.co.uk. For each role-play task, participants were presented with 10
fake/spam emails (see AppendiA for example) and 10 genuine emails (see AppeB8ixor
example) from the inbox of a fictional Lisa Thompson and were asked to identify whids emai
were genuine and which were not. Participants were also reduestomplete the task as
quickly as possible. Each test was balanced with half of both fake and rekd eomdining
half links and half with attachments. To ensure sufficient difficulty and to nsopbisticated
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spam, the number of real and fake emails was varied in which some were addressednd Lis
had the correct sender email. All emails had correct spelling and grammamio spam
representative of that received in organisations in 2015. The content of thafse irciuded

invoices, newsletters, password resets, security concerns and generic file sharing emails.

The emails were presented as a static image so participants were not able tovirttethe
emails. They were asked if they thought the email was genuine and were givemaratjpg
scale from “Definitely, probably, probably not to definitely not’ from Blythe, Petrie, and Clark,
(2011).

6.4.3.2 | Measures
Unless otherwise stated, all items were measured on a 5 point likert lsmial@rniged from
strongly disagree to strongly agree in which participants indicéiedextent to which they

agreed with the statement.

6.4.3.2.1 | Protection motivation theory variables

Measures of PMT variables were the same at all three time points exrdtive items used

within Chapter 54 items measureBerceived Susceptibilitgsee Appendix Mand 13 items
measuredPerceived Severitysee Appendix Mwhich was comprised of four sub-constructs
basedon the previous study: organisational consequences, consequence severity, personal and

productivity consequences.

To overcome difficulties of the double negative wording used in the previous vetision,
wording of the behaviour was changed to allow the measurement of a number of amgphish
email behaviours. For the response appraisal measures, the behaviour was therefedetchang
“Checking an email is genuine before clicking onirgk within it”. Response efficacysee
Appendix B was measured with 13 iten&elf-efficacy(see Appendix Pwas measured with 4

items andresponse cos{see Appendix Rwere measured with 4 items.

Self-reported primary email behaviowas measured using a 10 item scale to measure security
behaviour in the context of malicious spam over the last 7 daysr(etg past 7 days, | check
the sender email before clicking on links from wittemailg, this was taken at T1 and T3.
Intentionwas measured at T2 and was the same items but worded to reflect theatiomoto
perform the behaviour in the next 7 days (éngthe next 7 days, | intend to check the sender

email before clicking on links from within ema)lsSee AppendixCC for scale.

Self-reported secondary security behaviswas measured using the same scale used in Chapter

5 comprised of 16 items (see AppendixTiiis measure was only taken at T1 and T3.
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6.4.3.2.2 | Other measures

Past experience at worwas self-developed and consisted of 6 items which measured
employees’ direct personal experience of the consequences of security breaches and the
breaches in the workplace. An example of an :itéMy work device has been infected by
malicious software (e.g. viruses, Trojans, worind)ems were measured on a 3-point scale

consisting of yes, no andlén’t know (see Appendix O). This measure was only taken at T1.

Personality constructs: Impulsiviyas measured with 12 items from the Dickman (1990) scale
in which 6items measure functional impulsivity (e/tPeople have admired me because | can
think quickly”) and 6 items to measure dysfunctional impulsivity (¢lgoften say and do
things without considering the consequerige®articipants rated themselves on a 5-point scale
of “Very inaccurate” to “Very accurate”. This measure was only taken at T1. This measure was

used to mask the true aim of the study.

Readiness to changeas measured with 5 statements to assess how ready to change their
security behaviour emplegsfelt they were. These statements were adopted from Armitage's
(2006) measure of readiness of change and aimed to reflect the five stages of chahgek@roc
& DiClemnte, 1983): (1) the pre-contemplative stalgeugrently do not always check that all
emails are genuine before clicking on links withimem), (2) the contemplative stage (
currently do not always check that all emails aeagne before clicking on links within them
but I am thinking about starting(3) the preparation stagecurrently check that all emails are
genuine before clicking on links within them buttredwaysg, (4) the action stagd ¢urrently
check that all emails are genuine before clickindinks within them but have only begun to do

so recently/in the last 6 mondhand (5) the maintenance stageurrently check that all emails
are genuine before clicking on links within thenddrhave done so for a long time/longer than

6 month3. Participants were required to identify which stage they felt most représieie

current behaviour.
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6.4.3.2.3 | Scale reliabilities

Table 41. Scale reliabilities,means and standard deviations for each time point

Variables Time ltems « M SD
Threat appraisal
Perceived susceptibility T1 3* .69 235 .68

T2 3* 69 264 .64
T3 3* 71 371 .70
Perceived severity total T1 13 .84 346 .59
T2 13 .92 375 .68
T3 13 91 371 .70
Perceived severity - (organisational consequence T1 5 .80 3.50 .67
T2 5 93 382 .78
T3 5 90 379 .75

Perceived severity - (consequence severity) T1 3 95 3,51 1.00
T2 3 96 3.76 .91
T3 3 92 381 .90
Perceived severity - (personal consequences) T1 2 .78 2.80 1.00
T2 2 .81 3.15 1.03
T3 2 .89 3.09 1.13
Perceived severity - (productivity consequences) T1 2 .82 3.82 .62
T2 2 .81 4.00 .64
T3 2 76 392 .69
Coping appraisal
Response efficacy T1 13 .87 388 .45
T2 13 92 411 52
T3 13 .93 4.07 .54
Self-efficacy Tl 4 90 386 .89
T2 4 .81 4.00 .70
T3 4 79 399 .69
Response costs T1 4 93 2.06 .88
T2 4 90 202 .72
T3 4 .89 197 .69
Other measures
Intention T2 10 .90 449 .48
Email security behaviour T1 10 .83 352 .79
T2 - - - -
T3 10 .85 4.07 .60
Secondary security behaviour T1 16 .78 3.05 .56
T2 - - - -
T3 16 .83 322 .61
Functional impulsivity T1 6 .84 293 .86
Dysfunctional impulsivity T1 6 .83 240 .90
Readiness to change T1 1 nfa 3.98 141

*was reduced to 3 items as one item was unreliable due to reverse-wording
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6.4.4 | PROCEDURE

Participants were asked to attend a session at the university that would last 4ebtd
minutes. Participants were talieht they were taking part in a study looking at “personality and
email use in the workpla€ethis was to mask the true aim of the study. Participant information

and consent were delivered via the online program. Following consent, parsiciyeret aske

to generate their own code using a series of questions to anonymise dataingdihis, they
were then randomly assigned to one of the four conditions. They then completed three basel
guestionnaires and theregntervention phishing test. Following this, participants either
completed the control task, PMT-only, implementation intentions-only or PMT \uigh t
implementation intentions. After these tasks, participants were then presentetienibst-
exposure phishing test and measures. Completion of the post-manipulation measures marked the
end of the session and participants were presented with a final screen that asked dfiexin

from discussing the study with colleagues in case they were also takin@gudidipants were
then sent a link to the follow-up questionnaire seven days after taking padsked to
complete in their own time. At the end of the follow-up, they were fully debriefed #mtriue
nature of the experiment and those who were not exposed to the training, werehgiven t

opportunity to read the information.
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6.5| RESULTS
Following data collection, 3 participants data had not been recorded due to a Qualtrise erro

were removed from the analysis resulting in a final sample size of 56.

6.5.1 | RANDOMISATION CHECK

To verify that randmization to conditions had been successful, a MANOVA was run with
intervention condition as the independent variable and baseline measures of the RuMEsnea
phishing test score and self-report primary (email behaviours), readiness to arahge
secondary security behaviours as the dependent variables. The MANOVA revealeérthat th
was no significant differences between conditions at baseline F(24, 136.92)=1.02,; p=.442
Wilk's A = .62Q partial n2 = .15, indicating that participants had been successfully randomly
allocated to conditions.

6.5.2 | MAIN ANALYSIS
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6.5.2.1 | Volitional help sheet

Table 42. Critical situations and goal-directed responses from volitional help sheet and percentage
of participants choosing each situation and response

Critical situations/goal-directed responses %

Critical situations (“If | am tempted to click on a link in an email without checkingit’s
genuine...”)
...when the email is from a colleague 15
...when the email is from somebody that | trust
...when it’s from a well-known company
...when a colleague tells meto click on it
...when I am interested in what is on the link
...when it’s not labelled as spam loyy email client
...when the email address from the sender looks real
...when I need to as part of my job
...when the email link looks real
...when it has been addressed tane personally
...when the email is urgent
...when I have got lots of emails to get through
...when I don’t have enough time
...when the email message highlights a security issue
...when I am busy
...when I might suffer negative consequences if I don’t click on it
...when it would require too much effort
...when there is a financial reward for clicking
...when it would disturb my work flow
...when I have just started the working day
Goal-directed responses (“Then I will...”)
...seek out more information (e.g. from colleagues, IT, the internet) about the email (CR) 2
...try to control my impulses to click on links without checking if they are real first (SC) 1
...remind myself that I am not saving much time by not checking if its real (CR) 8
...tell myself that | am capable of checking whether emails are genuine (SL) 8
...remind myself that people in my organisation will be supportive of me checking emails before clicking 7
on links (HR)
...make a concerted effort to ignore the urge/pressure to not check emails (CC)
...tell myself that I am protecting my organisation from malware by taking extra steps to check if the
email is real (RM)
...try to avoid putting myself in that situation again in the future (SC)
...think about how irritated | will be if my computer is unusable due to malware (DR)
...remind myself that | have a commitmentray organisation to protect its data (SL)
...seek advice from others (e.g. colleagues, IT, those more experienced in computers) about how to avc
such situations in the future (HR)
...remember that when | have not checked whether the email is real, | will become concerned about
computer security (SE)
...think about the embarrassment I will suffer if | cause a security breach at work (DR)
...remind myself that the government could fimgy organisation up to £500, 000 for a security breach
(SocLib)
...remember that | could spread malware ontoy friends and colleagues computers (ER)
...remember that not checking email authenticity contradicts the view | have of myself as a respons 1
person (SE)
...rather than viewing checking emails as simply another rule to follow, | will see it asmy opportunityto 1
help protect data (CC)
...remind myself that | will have a more efficient and secure computer (RM)
...remind myself that | could get in trouble gy organisation/management for not checking whether 1
emails are real (SocLib)
...think about how if | check whether emails are genuine, it will prevmetfrom becoming a burdento 0
my organisation/ IT department (ER)

=
w
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Note: Acronyms indicate the processes of change that the responses were design€tRp tap:
consciousness raisingR: environmental reevaluatio®R: dramatic reliefSocLib: social liberation;
SR: self-reevaluationSL: self-liberation;HR: helping relationshipsCC: counter conditioningRM :
reinforcement managemei®C: stimulus control
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Table 42 shows the most commonly selected critical situations and goal-diregedsess

From the critical situations, the findings show that employees perceive tharehmpost likely

to click on a link without checking its authenticity when it appears to coone & colleague or
someone they trust. Situations such“aet checking when it would disturb work fléwand

“when I have just started the working dayere not chosen by any employees. These scenarios
reflect potential productivity costs but do not appear to be situatiomsiahm employees would

be unlikely to check link authenticity. Of the goal-directed responses, ststegatingto
consciousness raising and stimulus control are the most commonly chosen by particigants. Th
table shows that while the most appropriate barriers and goal-directed resppensaigjue to

the individual, there appears to be some consensus in those chosen by participants.

The effectiveness of the combined intervention on outcome measures will now be discussed.

6.5.2.2 | Effects of intervention on phishing detection ability on the email legitimacy task

Table 43. Means and standard deviations for phishing detection ability for each conditionral time
point

IMP + PMT PMT-only IMP-only CTRL
T1 - Phishing test 74.11 (10.92) 65.42 (14.73) 66.83 (11.52) 73.66 (9.55)
percentage
T2 — Phishing test 76.43 (15.50) 77.33(15.80) 70.77 (13.82) 63.57
percentage (14.47)
T3 - Phishing test 74.29 (11.41) 66.33 (14.07) 63.08 (10.90) 65.00
percentage (10.19)
N= 56 14 15 13 14

To determine the effects of the intervention on post-manipulation phishing detedtitn ab
participants overall percentage for correct detection was taken at time 1, thméia 3. Data
was analysed using a mixed 4 (condition; IMP+PMT/PMT-only/IMP-only/CTRL) x 2 (Time;
T2/T3) ANCOVA, with the condition as the between-subjects factor amel &s the within-
subject factor. Baseline phishing ability was ttwevariate (to control for differences in pre-
intervention ability). The analysis revealed a significant main effect of condtioability
F(3,51)=3.456, p<.05 with a large effect size, parfiat.169.

There was naignificant main effect of time F (1, 51) =.906, p=.346, partial n> =.017; and no
significant interaction between tim&d condition, F (3, 51) =.1.233, p=.307, partial n* =.06§
demonstrating that the effect of condition was consistent across post-exposure eekl 1-w

follow-up.

197



Pairwise comparisons revealed that there was a significant diffdoethgeen the IMP + PMT
condition and control condition (p<.01) and that the difference between the PMT-only aonditi
and control condition was also significant (p<.05). There were, however, ndicsighi
differences between the other conditions. Therefore, those receiving IMP+PMT and BMT-onl
had significantly higher performance compared to the control condition when contfolling

baseline performance, following exposure to treatment.

Follow-up ANOVAs were conducted to further explore these differences andag\vkat the
difference between the IMP + PMT condition and the control condition at T2 igraficant
(p<.05) and the difference between the PMT-only condition and the control coradifi@was
also significant (p<.05). For T3, the difference between the IMP + PMT conditioncautich|
condition was significant (p<.05), and approaching significance for the IMP-onlytioondi
(p=.52). However, the difference in performance between the PMT-only conditidrthe
control condition was no longer significant (p=.280). There were no significaeteditfes
between the other conditions.

Additional ANOVAs explored a difference in performance between T2 and T3. Nificagt
difference was found for the IMP + PMT condition (p=.622), IMP-only condition (p=.163) and
control condition D (p=.710). However, PMT-only condition had a significant reduction
(p<.05).

74 // \\
. N/ \
\/ = IMP + PMT
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/\ \ e PMT-0nly
68

o /’ \ \ IMP-only

Percentage Performance

7/ \ e CTRL
/
64 \N—"
62 T T 1
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Time

Figure 33. The percentage performance on the email legitimacy for T2 and T3 for each condition

As shown in the Figer33, post-exposure (T2) and 1-week later (T3) performanttee IMP +
PMT condition and control condition remains relatively stable, with the IMP + BkéTp
performing significantly better than the control condition at both T2 andTh& findings
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indicate that the combined intervention (IMP + PMT) leads to sustained performarngaredm

to training in isolation (PMT-only) which significantly reduces between T2 and T3.

6.5.2.2.1 | Effects of intervention due to baseline differences

As there was was an observed effect of condition on post-exposure and follow-up phishing

detection ability, it was important to explore whether the intervention lelagktier performance

amongst individuals with poorer baseline performance. To explore this, a mediawasplit

conducted to categorise participants as either high or low performers (see Jable 44

Table 44. Means and standard deviation for performance scores by time point for baseline

groupings
Condition Baseline N Mean Mean performance Mean
grouping performance score at post- performance score
score at baseline manipulation at 1-week follow-
(SD) up
IMP + Low 7 65.18 (6.10) 75.71 (17.18) 71.43 (10.69)
PMT
High 7 83.04 (5.94) 77.14 (14.96) 77.14 (12.20)
PMT-only Low 9 55.56 (9.60) 78.89 (17.64) 62.22 (16.60)
High 6 80.21 (4.70) 75.00 (13.78) 72.50 (6.12)
IMP-only  Low 9 61.11(.814) 70.00 (14.14) 61.67 (10.61)
High 4 79.69 (5.98) 72.50 (15.00) 66.25 (12.50)
CTRL Low 6 64.58(5.10) 58.33 (9.83) 65.83 (9.17)
High 8 80.47 (5.22) 67.50 (16.69) 64.38 (11.48)

A 2 (baseline group; low vs high baseline performance) x 2 (time; T2 vs #3candition;
IMP+PMT/PMT-only/IMP-only/CTRL) mixed design ANCOVA was conducted with basel

performance as a covariate. The analysis revealed a significant main eftamtdiion on

performance, F(3,9#3.319, p<.05partial n> =.175 There was no main effect of baseline

performance grouping on performance, F(1)=4065, p=.168 partial 1> =.040 andno

significant interaction between condition and baseline performance grouping, 3,747

p=.915 partial n* =.011.

There was no significant main effect of time, F4I7)=.008, p=.929 partial n> =.000, no

significant interaction between time and condition, F()=2893, p=.257partial n> =.082, or

between time and baseline groupifi@l, 47=.273, p=.604partial n> =.006 and no significant

interaction between time and condition and baseline grouping4¥)310.521, p=.268, partial

n® =.080.

The findings indicated that the effects of condition were not greater fticipants who had

better or worse performance at baseline.



6.5.2.2.2 | Accuracy and precision of phishing detection
Participants’ phishing detection ability was further broken down using principles of signal
detection. When receiving a phishing or genuine email, there are a number of pogsinees

that are summarised in the table below from Blythe et al. (2011):

Table 45. Possible outcomes resulting from receiving a phishing or genuine email

Respondents think the email is:

Phish Respondent is taken in ar Respondent correctly detects

Genuine Phish
TRUE NEGATIVE FALSE POSITIVE
%‘ Genuine Respondent correctly detects Respondent is over cautious a
2 real email thinks a real email is a phish
_S FALSE NEGATIVE TRUE POSITIVE
a

thinks a phish is a real email phishing email

(Blythe et al., 2011) creates two measures from these four outcomes based on detection tasks:

1. Accuracy measures the proportion of correct responses within the tatérsgponses

This is calculated with the following equation:

Accuracy= (Number of True Positives + Number of @mlegatives)/(Number
of True Positives + Number of True Negatives + Nembf False Positives +

Number of False Negatives)

2. Phishing precision measures the proportion of correct positives withineapiositive
responses. This is calculated with the following equation:

Phishing Precision= Number of True Positives/ (Nembf True Positives +
Number of False Positives)

3. Genuine precision was also created within this study which measures the proportion of
correct negatives within all the negatives responses. This is calculated heith t
following equation:

Genuine Precision= Number of True Negatives/ (NumddfeTrue Negatives

Number of False Negatives)
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Table 46. Means and standard deviations for accuracy, phishing precision and genuine preois by
condition and time point

IMP + PMT PMT-only IMP-only CTRL

T1- Overall accuracy 74 (\11) .65 (.15) .67 (.12) .74 (.10)
T2 - Overall accuracy .76 (.15) 77 (.16) 71 (.14) .64 (.14)
T3 - Overall accuracy .79 (112) 71 (.14) .67 (.13) .69 (.10)
T1 - Phishing Precision .68 (.20) .59 (.21) .60 (.22) 71 (.21)
T2 - Phishing Precision .76 (.27) .79 (.28) .76 (.30) .63 (.33)
T3 - Phishing Precision .85 (.10) .74 (.16) .70 (.16) .75 (.16)
T1- Genuine Precision .82 (.12) .73 (.21) .76 (.16) .78 (.20)
T2 — Genuine Precision .79 (.18) .75 (.16) .70 (.15) .64 (.19)
T3 - Genuine Precision 77 (.15) .74 (.18) .66 (.12) .68 (.09)
N=56 14 15 13 14

**Scores closer to 1 indicate better performance

To determine the effects of the intervention on post-manipulation phishing detectwall ov
accuracy and phishing and genuine precision were taken at the three-timalsnieata was
analysed using a mixed 4 (condition; IMP+PMT/PMT-only/IMP-only/CTRL) x 2 (Time
T2/T3) ANCOVA, with condition as the between-subjects factor and tintleeawithin-subject
factor. Baseline phishing detection accuracy and phishing and genuine precision ware the
variate (to control for differences in pre-intervention ability). The amevealed a significant
main effect of condition on accuracy, F(3, 50)=3.691, p<.05 with a large effectpaiz@] n’

=.181 and on genuine precision, F(3, 50)=3.353, p<.05 with a large effeqiasize n” =.168

but no significant main effect of condition on phishing precision, F(3, 50)=1.343, p=.271, partial
n® =.075.

There was no significant main effect of time on accuracy (F (1, 50)=3.753, p=.058|, yarti
=.070), phishing precision (F (1, 50)=1.152, p=.288, partial n* =.023) or genuine precision (F (1,
50)=3.549, p=.065, partial > =.066). There was also no significant interaction between time and
condition on accuracy, (F (3, 50)=1.049, p=.379, plarff =.059), phishing precision (F (3,
50)=1.302, p=.284, partial 1> =.072) or genuine precision (F (1, 50)=.541, p=.656, partial n°
=.031).

Bonferroni-corrected pairwise comparison on accuracy revealed that there was aasignific
difference between the IMP+PMT condition and control condition (p<.01) and between the
PMT-only condition and control condition (p<.01). There were no significant diffesen

between the other conditions.

Bonferroni-corrected pairwise comparison on genuine precision revealed thgifécasit
difference between the IMP+PMT condition and control condition (p<.01) and between the
PMT-only condition and control condition (p<.05). There were, however, no significant

differences between the other conditions.
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For phishing precision, there were no significant differences between conditions.

This re-emphasizes the findings from the earlier analyses and shows thabsted
differences were for accuracy, genuine precision detection but no significant cHanges

phishing precision.
6.5.2.2.3 | Effects of intervention on primary self-report email security behaviour

Table 47. Means and standard deviations for email behaviour for each time point and condition

IMP + PMT PMT-only  IMP-only CTRL

T1 - Baseline email behaviour 3.46 (.93) 3.33(.90) 3.58(.57) 3.77(.61)
T2 - Email intention 4.66 (.39) 456 (.39) 4.34(.66) 4.44(.41)
T3 - Follow-up email behaviour 4.04 (.63) 4.03(.64) 4.17(.45) 4.05(.72)
N= 56 14 15 13 14

Behavioural measures were taken at T1 (baseline), T2 (intentions, post-exposur8) (dnd
week follow-up). Repeated measures 4 (condition; IMP+PMT/PMT-only/IMP-only/G KR
(Time; T1/T2/T3) ANOVA was conducted to explore the effects of the interveptioself-
report email behaviour. Condition was the between-subject factor and timeefseif-email
behaviour) was the within-subject factor. The ANOVA revealed that thaseno significant
main effect of condition on self-reported email security behaviours, F(3,52)=.153, p=%927,
=.009. There was a significant main effect of time, F (2, 104)=48.032, p<.05, nélztiAB but
no significant interaction between time and condition, F (6,104)=1.359, p=.238, wzcuztjaVB.
Pairwise comparisons revealed that there was a significant increase in selenepibdecurity
behaviour between T1 and T2 (p<.001) and a significant decrease betward T2 (p<.001).
Follow-up email behaviour was still significantly higher at T3 compared to T1 (p<.00éd3e
results suggest that participating in the intervention regardless of oonditinificantly

increased self-report email behaviour.

6.5.2.2.4 | Effects of intervention on secondary self-report security behaviours

Table 48. Means and standard deviations for secondary security behaviour for time pointand
conditions

IMP + PMT PMT-only IMP-only CTRL

T1- Baseline secondary 2.85 (.53) 3.08 (.47) 3.06 (.56) 3.24 (.68)
security behaviour

T3 — Follow-up secondary 3.24 (.69) 3.17 (.43) 3.30 (.63) 3.20(.72)
security behaviour

N= 56 14 15 13 14
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A repeated measures 4 (condition; IMP+PMT/PMT-only/IMP-only/CTRL) x 2 (TimeT3)2/
ANOVA was conducted to explore the effects of the intervention on secondary security
behaviours not covered within the intervention program. Condition was the betwgert-sub
factor and time (self-report security behaviour) was the imvghbject factor. The ANOVA
revealed that there was no significant main effect of condition on secondary security behaviours,
F(3,53)=.310, p=.818y? =.017.

There was a significant main effect of time, F (1, 53)=4.939, p<.05, paftl085 but no
significant interaction between time and condition, F (3, 53)=1.476, p=.232,| pgrte077.
These results suggest that participating in the intervention regardlesadifion significantly

increased self-report secondary security behaviour.

6.5.2.2.5 | Effects of intervention on PMT constructs

Table 49. Means and standard deviations for PMT constructs for each time point and condiin

Measure IMP + PMT PMT-only IMP-only CTRL

T1L T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3
Perceived 212 255 264 233 276 264 259 267 292 248 257 255
susceptibility ~ (50) (66) (77) (78) (66) (84) (73) (76) (75) (65 (61) (55)
Response 391 4.09 435 378 435 411 399 402 409 382 396 3.72
efficacy (40) (.54) (.58) (.55) (.49) (.55) (.50) (45) (:39) (.36) (.57)  (.50)
Response 198 175 186 208 1.80 213 231 235 227 1.8 227 193
costs (92) (54) (61) (990 (54) (.69) (.92) (.92) (82) (61) (.82) (.56)

Self-efficacy 3.68 4.13 4.04 398 418 418 356 3.83 392 416 395 3.88
(1.20) (.73) (.73) (.97) (4.18) (.61) (.67) (93) (.74) (49) (54) (.68)

Perceived severity:

Organisational 3.51 3.94 387 361 409 396 368 382 403 323 341 329

Consequences (66) (77) (70) (70) (72) (70) (44) (47) (67) (81) (97) (81

Consequence 326 3.79 398 326 376 384 3.64 392 382 364 357 3.60

severity (94) (.85) (.80) (.94) (.76) (.87) (1.06) (.88) (.92) (1.07) (1.19) (1.09)
Personal 264 339 339 270 310 297 285 304 338 279 300 264
severity (82) (.96) (.94) (1.15) (1.26) (1.32) (.90) (.83) (1.12) (1.01) (1.09) (1.10)
Productivity 393 425 396 383 413 410 3.69 377 404 375 3.82 357
severity (39) (55) (.66) (.65) (58) (.63) (.56) (.44) (43) (.85) (.87) (.90)

Repeated measures 4 (condition; IMP+PMT/PMT-only/IMP-only/CTRL) x 3 (Time; T1/T2/T3)
ANOVA was conducted to explore the effects of the intervention on PMT constructs. Condition

was the between-subject factor and time (PMT constructs) was the within-sabject f

6.5.2.2.5.1 |Main effect of condition

The ANOVA revealed that there was no significant main effect of conditionesponse
appraisal; self-efficacy (F(3, 52)=.877,p=.459, parti@l =.048), response efficacy (F(3,
52)=.1.294,p=.286, partial®> =.069) and response costs (F(3, 52)=1.536, p=.216, paftial
=.081), and on threat appraisal; perceived susceptibility (F(3, 52)=.569, pp&6a) n°
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=.038) and the sub-constructs of perceived severity; organisational consequences (F(3,
52)=2.513,p=.069, partial® =.127), consequence severi(3, 52)=.132,p=.940, partiaf?

=.008), personal consequences (F(3, 52)=.391, p=.760, paftial022) and productivity
consequences (F(3, 52)=.1.211, p=.315, patfial065).

6.5.2.2.5.2 |Main effect of time on PMT constructs

There was no significant main effect of time on; self-efficacy (F(1.737, 13013730, p=.245,
partial n? =.027), response costs (F(2, }0274,p=.761, partiah2 =.005) and productivity
consequences (F(2, 182.756,p=.068, partial>=.050). There was a significant main effect of
time on; organisational consequences (F(1.723, 981810, p<.01, partialh?® =.150),
consequence severity (F(1.695, 89)594921, p<.05, partiaj’ =.086), personal consequences
(F(2, 104=6.058, p<.01, partial’ =.086), response efficacy (F(2, 164.617, p<.01, partiaf®
=.092), susceptibility (F(2, 1045.272, p<.01, partiah’® =.092) and response cost (F(2
104)=.274, p=.761, partial® =.005).

Bonferroni-corrected pairwise comparisons revealed that there was a significagase in
organisational consequences between T1 and T2 (p<.05) but no significant differen@n betwe
T2 and T3 (p=1.000). For consequence severity, the increase between T1 and T2 was not
significant (p=.089) but the increase between T1 and T3 was significant (p<066)personal
consequences, there was a significant increase between T1 and T2 (p<.05) butfinansigni
difference between T2 to T3 (p=1.000) and still significantly higher THap<.01). Response
efficacy also significantly increased from T1 to T2 (p<.05), no significdfdgrence between

T2 to T3 (p=1.000) but still significantly higher than baseline (p<.01). Followiogferroni

correction, there was no significant difference in time points for response cost.

6.5.2.2.5.3 |Interaction between condition and time

The ANOVA revealed that there was no significant interaction effeetdaet condition and
time on response appraisal constructs; self-efficacy (F(59131§=1.130, p=.351, partial’
=.061), and response costs (F(6, )¥0426, p=.629, partiah?> =.040), and on threat appraisal
constructs; perceived susceptibility (F(6, k0485,p=.584, partiah?® =.043) and the sub-
constructs of perceived severity; organisational consequences (F(5.169)8B&28p=.407,
partial n? =.056), consequence severity (F(5.084, 8941227,p=.303, partiah2 =.066),
personal consequences (F(6, t0#.624, p=.148, partialy® =.086) and productivity
consequences (F(6, 184.671,p=.136, partia]® =.088).

6.5.2.2.5.4 |The Interaction between condition and time on respcefficacy
The ANOVA revealed that there was a significant interaction effectdagtwondition and time
on response efficacy, (F(6, 188.712,p<.01 with a large effect size, partjak.176).
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One-way ANOVAs were conducted to explore this interaction. There wasigmificant
difference between conditions at T1 (F(3, 54)=.569, p=.638, paftial031) and T2 (F(3,
53)=1.724, p=.173, partiaf =.089). There was a significant difference between conditions for
T3 (F(3, 53)=3.509, p=.021, partiaf =.166). Pairwise comparisons revealed that there was a
significant difference between the IMP+PMT condition and control condition (p<.05).
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Figure 34. Response efficacy perceptions across the three points for each condition

Additional repeated measures ANOVAs were conducted for each condition. For the IMP+PMT
condition, there was a significant main effect of time, F(2, 26)=5.250, p<.05, partial n* =.288, in

which there was no significant increase between T1 and T2 (p=.872) and T2 §pd.d87),
however, the increase from T1 to T3 was significant (p<.05). For the PMT-onlyioonttiere

was a significant main effect of time, F(2, 28)=7.659, p<.01, paﬁiad.354, in which there

was a significant increase from T1 to T2 (p<.01) but no significant decreameT2 to T3
(p=.433). For the IMP-only condition, there was no significant main effect of time, F(2,
24)=.595, p<.01, partial® =.047. For the control condition, there was also no significant main
effect of time, F(2,26)=2.338,p=.117, partial=.152.

These results suggest that participating in the intervention regardlesadifion significantly
increased levels of organisational consequences, consequence severity, personal consequences,
response efficacy, susceptibility, and response costs regardless of conditiorwdherdy an

observed effect of condition of response efficacy in which those exposed to the PMT
intervention (IMP+PMT and PMT-only) had significant increase in their perceptions of

response efficacy (although at different time points).
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6.6 | DISCUSSION

This study examined the effectiveness of an intervention based on PMT anchémizlton
intentionsto increase employeeself-reporéd email security behaviour and objective phishing
detection ability. The study found partial support for hypothesis 1; that éxpssed to the
motivational intervention (IMP+PMT and PMT-only condition) would have signifigamther
performance at T2 and T3. Those exposed to PMT component only, and those exposed to a
combined intervention had significantly better performance on the phishing detection tas
compared to the control after exposure to the intervention. Performance was sustained compared
to control at T3 for those exposed to the combined intervention but not for the PMTrauny g
Further analyserevealed that these observed differences were for participants’ overall accuracy

and genuine precision detection.

Hypothesis 2 was not supported as those exposed to the combined intervention did hot repor
more intentions to engage in email security behaviours (T2) or self-report eregdage the
behaviours at 1-week follow-up (T3). The study found that participation in the éntem,
regardless of condition, led to significant improvement in self-reported| eseaurity

behaviour.

Hypothesis 3 posited that the PMT component would lead to greater improvement i
performance for participants who had lower baseline performance scores. The studyofound n
interaction between condition and whether participants had lower or higher baseline
performance suggesting that the intervention did not lead to greater improvement fo

participants with lower baseline performance.

Hypothesis 4 was patrtially supported, the study found that there was signifipaovément in
some components of threat and coping appraisal perceptions regardless of cqrelitieived
severity, organisational consequences and personal consequences). Response effite@cy was
only perception to significantly change as a result of the intervention in wieamativational
intervention (IMP+PMT and PMT-only condition) had a significant increase in their perceptions

of response efficacy.

The current study further broke down participamerformanceo detection tasks. For those
exposed to the PMT componemigre were differences in participants’ overall accuracy and in
their genuine precision but not for phishing precision. This suggestshthamterventioned
participants to be more accurate overall in identifying phishing and genuinks,eamai more
precise in identifying genuine emails by having more correct detections than faldeeseg
(thinking a phish is a real email) for genuine emails. However, there waspnovement in
their precision for detecting phishing emails, suggesting that they did netrhare correct
detections compared to false positives (thinking a real email is a phish). Thidedblel result
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of participants being overcautious and rating genuine emails as phishes leading rto lowe

precision in phishing detection, therefore, no significant changes.

The study partially supports existing studies that have used training approachpsoieiend-

users phishing ability (Jansson & von Solms, 2011; Kumaraguru et al., 2009) which found
improvements in reducing susceptibility to phishing emails. However, these hgely lbeen
“real-world” based where participants receive training following insecure behaviour (e.g. they
click on a link on a simulated phishing attack by the organisation and are prompted with
training); improvements at follow-up are thought to be reflective of the trainingdeive. An

issue with “real-world” studies is that once participants have been told they behaved insecurely

and are then given training, they may perceive that they are being monitored by thei
organisation which in itself has been shown to influence security beh@ldthircy & Greene,

2014) therefore having a post-exposure expectancy effect and possibly inflaiagsthdies
findings. The current study demonstrated the benefits of a motivational progitarmaming
components in a lab-based setting on an email legitimacy Rasicipants’ role play activity

was the same at all three-time points in which they were told to lookHhighing emails
therefore not introducing a bias at follow-up. Other studies adopting lab-based appevathes
training programs for phishing have not found an effect on subsequent bel{®awvinson &
Sillence, 2010).

The study suggests that the combination of implementation intentions alongside the PMT
intervention led to more sustained performance and heightened perceptions of refmacye

at T3 compared to those only receiving the PMT intervention. Those exposed RMT
intervention in isolation had a significant reduction in their performance Tidto T3 whereas

for those who were exposed to implementation intentions-only, their performance maine
stable compared to T2. For response efficacy, those exposed to the PMT component had
significant increases in perceptions but at differing time points. Th&-&My group had a
significant improvement from baseline at post-exposure whereas the combined iidervadt

a significant improvement from baseline at one-week follow-up. Similar t@ctbg
performance, the group difference at T3 was only between the combined intervention and
control group. The motivational component of the intervention improves objectiwmarfce

and makes individuals believe that the behaviour is effective. Supplementingvithis
implementation intentions leads to sustainable effects at follow-up on objgeiformance

and response efficacy beliefs.

Research has suggested that, although motivated, people fail to enact behavioupahre to
self-regulation strategies (Abraham et al., 1998). Existing research (Vishwa&@di5) has
argued that phishing detection education may only work in the short-term aaithieyatidress
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users email habits and as such, users fall back into their existing email rdutipiesnentation
intentions help to bolster the effects of motivational interventions by helping peagadt the
behaviour (Chatzisarantis et al., 2010; Hagger et al., 2012; Milne et al., 2888yiEh et al.,
2008). The participants in the current study identified critical situatidrevevthey perceived

they would be unlikely to behave securely in emails and then identified plans to helpetlem
with these situations. There were no observed differences in self-report ematy seghaviour
across conditions but the sustained performance and heightened response efficasg of

the combined intervention may be due to the additive effects of the implementatidgiomsten
People who form plans to help cope with situations are more likely to dw intended way
(Luszczynska & Schwarzer, 2003; Sniehotta, Schwarzer, Scholz, & Schiz, 2005). Critical
situations help individuals identify situational cues that lead to poor behathese cues were
from situations that may lead employees to engage in habitual email behaviours buayhey
have also enhanced employees’ ability to identify deception indicators in emails and their
beliefs in the effectiveness of checking that emails are genuine before clickimgkenSo
although they may not have led to enhanced self-report security behaviour the imgtiement
intentions may have helped to sustain the effects of the PMT component and one aspiect of the

coping assessment (response efficacy).

The use of the volitional help sheet also allowed commonly chosen criticalosituahd goal-
directed responses to be explored. The critical situationsedlaw understanding of frequently
faced barriers to checking email authenticity and the goal-directed respimbested
frequently chosen strategies to help deal with barriers to checking email authemtieise
findings are useful for businesses to understand how best to support their emjoyees
preventing phishing emails as the goal-directed responses help to reduce habitual aficking
links in emails and thus, reducing the likelihood of a security breach occtroimg phishing

email.

The PMT intervention aimed to increase levels of self-efficacy and response efficacy and reduce
levels of response costs as the previous study found these to influence intentions tanengage
email security behaviour. Response efficacy was the only construct that showedieastg
change as a result of the motivational interventions, suggesting thaegpense efficacy
manipulation was effective in changingnployees’ perceptions of the efficacy of emalil
behaviours (being cautious with links and attachments in emails). This esvbatnsupportive

of studies that have used fear appeals and found changes in response efficadgggfollow
exposure (Johnston & Warkentin, 2010, 2015).

A large body of literature focussing on fear appeals manipulations focusewesitysand
susceptibility (Boss et al., 2015; Jenkins et al., 2013; Johnston & Warkentin, 201Q, R@4.5)
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lack of manipulation of severity may account for the lack of change in threat apf(saisaity
and susceptibility) and coping appraisal (response costs and self-efficacymay ihave
indirectly influenced levels of these constructs. The relationship between sewetigecurity
behaviours is unclear as some studies suggest it may have a direct role (Chenalye2b(9;
Gurung et al., 2009; Siponen et al., 2014; Vance et al., 2012) whereas otharslitated an
indirect role (Herath & Rao, 2009b; Liang & Xue, 2010; Mwagwabi et al., 2014etN4].,
2009). An indirect role suggests that it may moderate the effects ofRitielconstructs. The
current study chose not to focus on severitit &agas found noto relate directly or indirectly to
intention in Chapter 5 and existing reviews of fear appeals have found that seveftiéy the
most visible component of appeals and the least peveu@Biuiter, Kessels, Peters, & Kok,
2014).

Furthermore, studies have suggested that threatening information should be bsedition in
persuasive communications (Ruiter, Verplanken, Kok, & Werrij, 2003) andp#rabnally-
relevant information alone may be sufficient instead of vividly preseisgngrity information
to promote behaviour (Brug & de Vries, 1999). Future research, therefore, neadl to f
understand the role of severity and whether it is a necessary component of fess appeal

security.

The PMT intervention was primarily focused on self-efficacy however itndid lead to
significant improvements in self-report self-efficacy compared to those whaoendived goal-
setting or control. However, compared to control, the experimental conditions did have marginal
increases in their levels of self-efficacy. This goes against existing stildiehave designed
PMT interventions which have led to increases in self-efficacy (Véirthl., 2007). However,

the lack of change could reflect that participants levels of perceivedfetfcy were high at
baseline (combined mean= 3.85), which left little room for improvement. Thentwstudy

used a 4-item measure of self-efficacy covering the main behaviour of interest. It may have been
more beneficial to further break down the target behaviour and cover a range eshdte
security behaviours within the instrument to understand their sel&ejfim relation to other
behaviours and allow more scope for potential change. This would be similar to itken32-
Computer Self-efficacy scale which covers many computer-related knowledge arsd skill
(Murphy, Coover, & Owen, 1989). This would allow greater exploration of setlaeff in

relation to a range of email security behaviours and allow more scope for change.

6.6.1 | LIMITATIONS
The study found that participation in the intervention, regardless of condition, lephifacant
improvement in self-report email security behaviour. The lack of differencesbrteonditions

could reflect that those within the control group were exposed to phishinghatfon in the
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form of the email legitimacy task. While they were not given any feedback on their performance
or exposed to any persuasive manipulations, simply participating and looking for deception
indicators may have prompted awareness and motivated users to engage in more email securit
behaviours. To overcome this, an additional control group should have been included, who are
not exposed to the email legitimacy task, to explore whether engagement in thesaldas
promotes greater awareness and to help isolate the potential effects of the intervention.

The main limitation of the current study was the lack of effective standardisation of theghishi
tests, although efforts were made to control for such effects dumtagadalyses, a much more
effective approach would be to randomise the test items across partigipedntsnditions in

which the task difficulty would be balanced out.

6.6.2 | FUTURE RESEARCH

Experience was another factor that influenced the behaviour within the siitveycurrent
study required participants to reflect on security experiences they may have emchunter
however a more effective approach may have been to simulate a security breach pammartici
such as a desktop simulation of what could happen if they get malware ontmthpirter and
shown how to recover, this would also enhance self-efficacy as past experiences istone of

sources.

The training aspects of the programme could be improved by being more interactesrcRes
has shown games to be effective for improving participants’ phishing detection ability
(Arachchilage, Love, & Scott, 2012; Sheng & Magnien, 2007). Interactivity couldaladded
to the motivational components as interactive PMT interventions have been shenmance

their effectiveness (Vance et al., 2013).

The present study acted as a pre-cursor to dissemination within an oiganiaat
demonstrated some promising findings, however it was lab-based and further workriedrequi
to improve the potential behaviour change implications of the programme. Futureehiesea
could evaluate it within the employment setting, where it could be disseminated ataogar

sample and explore its effects over a longer period of time.
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CHAPTER 7: OVERALL DISCUSSION

This discussion considers the findings from the four research studies repohesdtivesis and
highlights contributions to the understanding and promotion of security behavidiue in
workplace. The work is summarised in relation to the original research questions andesbjecti
The discussion will reflect on the literature discussed in Chaptad Z@nsider how the work
documented in this thesis has added to the knowledge of security behaviour and security
behaviour change interventions. The implications of these findings will basdesd both in

terms of the intervention and in the wider context of organisational behdveroarity.
Limitations of this research will also be presented. Furthermore, recommesdatiosasearch

as well as practice, will be suggested, and finally, considerations foe frtggearch will be

explored.

7.1 | RESEARCH QUESTIONS

Two research questions were devised basedexisting behavioural information security
research with the aim to develop and evaluate an intervention to improve the deshaitiour

of employees. These questions were explored using a mixed-method approach across four

organisational studies:

1. What influences and prevents different security behaviours in the workplace?
2. Does a theoretically-grounded intervention using motivational and volitional

approaches lead to and sustain security behaviour change?

7.2| RESEARCH OBJECTIVES

The specific objectives of thesis were to:

e examine internal and environmental factors that motivate the different behaviours
contributing to information security compliance (Study 1 & Study 3, Chapter 3 & 5);

e identify barriers to security behaviours and consider them within the organisationa
context (Study 1, Chapter 3);

e develop a qualitatively-driven framework to explain how factors influence information
security behaviours (Study 1, Chapter 3);

e understand how employees appraise the sensitivity of work information by developing

and validating a scale to measure this (Study 2, Chapter 4);
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o explore an extended PMT-model (driven by the qualitative work and existinguresrat
to identify factors that influence three specific anti-malware behavioursly(S3u
Chapter 5);

e use the findings from the extended model to inform the motivational component of a
behaviour change intervention (Study 3 & 4, Chapter 5 & 6);

o assess the feasibility of an intervention that combines motivational andowalliti

components to promote anti-malware behaviour (Study 3 & 4, Chapter 5 & 6).

7.3 | WHAT INFLUENCES AND PREVENTS DIFFERENT SECURITY BEHAVIOUR

IN THE WORKPLACE?
The first research question aimed to understand what motivates and prevents security
behavioursin the workplace by understanding the psychological principles behind employees’
motivations to undertake protective security actions. An over-reliance on an IS policy
compliance paradigm has led to a limited understanding of what motivatesluadlsecuity
behaviours. This question aimed to identify key determinants of securityibetzausing a
mixed-methods approach accumulating in evidence to design the final intervention.

7.3.1| STUDY 1(CHAPTER 3)

Chapter 3 utilised framework analysis to analyse interviews with employees from tw
organisations to develop a qualitatively-driven framework to explain information security
behaviours. The interviews explored factors from PMT and the TPB on behaviours that
contribute to IS policy compliance. The analysis allowed an exploration gbarents from
these models but also for new themes to emerge that were not accounted for fearptties
models. The analysis indicated that there were seven themes pertinent to hovatiofo
security behaviours are influencd®esponse Evaluatioftesponse costs, perceived benefits and
response efficacylhreat Evaluatior(threat models, severity, information sensitivity appraisal,
and susceptibility)Knowledge(of security risks and protective actionSxperience(of security
breaches and work experienc8gcurity Responsibilityand Personal and Work Boundaries

The findings suggest that these differ by security behaviour and by the ofthesbehaviour

(i.e. on- and offline). An additional theme eécurity behavioursuggested three forms of
security hygiene informed by protective behaviours and security citizenship. slLekel
psychological ownership and organisational citizenship behaviour did not Oifeveen
organisations. Some of the findings were consistent with previous research, seduriy
responsibility, which had been previously suggested by Dourish et al. (2004) who found that
individuals delegate responsibility onto one of four sources: technology, indsjidual

organisations and institutions.
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The findings led to the development of a thematic framework of security behavieur; th
framework consisted mainly of internal factors suggesting that environmeritakfatay play

less of a role in driving employees’ security behaviour. TPB (attitude and social pressures)
components were not found to play a role in security behaviours so were not ineatrjotia¢

final framework. This framework was modified to an extended-PMT model based on findings
from the qualitative study and the literature review, and explored in more depth in Chapter 5.

The findings provided greater clarity existing literature as an important finding of this study
was that these influencing factors played differing roles for sgdogihaviours. PMT was an
adequate theory to study security behaviour but its components (threat and capinigave
differing influence depending on the security behaviour and security threat ekinterthreat
evaluation, susceptibility perceptions were found to differ, with online security threats perceived
as more likely than offline threats. Severity perceptions were found to div@&ur groups of
consequences: technology, personal, organisational, and third parties. Within response
evaluation, response costs findings was supportive of existing research disthessingact of

costly security in the workplace (Beautement et al., 2009). The study suggestttmtees
consider cognitive, monetary and productivity costs but do not view all securityidnatsato

be equally costly. For example, they considered passwords to have high costs but locking the
computer to have minimal costs. Response efficacy perceptions were found to bedirdied
potential barrier to security behaviour since employees do not receive feedbafidemation

regarding their security actions and the effectiveness of these efforts.

A key finding was personal and work boundaries and its role in risky behaMoteover, the
role of previous job experience and security breach experiences was found to impacén
employees’ security behaviour. Another important finding was the support of the role of
information sensitivity appraisal in line with existing research (Adans$asse, 1999)
However there is lack of quantitative studies exploring its link to sgdughiaviour and tools to
measure it. This highlighted the need to explore its role quantitatively amghde scale to

measure this.

The study emphasad the limitations of using a compliance approach to understand security
behaviour as the findings indicated that factors may play differing rolesjiadithat was also

confirmed in chapter 5 for anti-malware behaviours.

7.3.2| STUDY 2 (CHAPTER 4)

Study 2 validated a new measure of information sensitivity in the workplace, confiitsing

relationship to security behaviour and assessed differences in sensitivitysalppfalifferent

information types that employees may be exposedintahe workplace. The content,

discriminant and criterion-related validity and reliability werseasedA key contribution was
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that the scale was found to comprise of five subsc#eisacy, Worth, Consequences, Low
proximity interest by otherand High proximity interest by othersThe WISA scale, alongside
its five subscales was found to have strong factorial validity that wasmedfiacross 8 target
information types. The scale was found to have strong content validity and goodreriter
related validity as it was found to significantly predict security bielavFinally, the scale was
found to have adequate discriminant validity as 3 of the 5 aspects of the WISA scafeund

to be unrelated to organisational citizenship behaviour. Of the information, typascial
information was found to have the highest ratings for sensitivitpvieltl by health and HR.
They were also found to be the highest for 3 of the 5 sensitivity subscales,dalpgargrivacy,
worth and consequences. Information about individuals (e.g. personal, health and)l|iesdyle
considered to be significantly of interest to employda@gh proximity interest groups (i.e.
family and friends) in comparison to organisational-focussed information. For lowmityxi
interest, the opposite effestas apparent with organisational-focussed information (e.g. IP, day
to day, commercial) perceived to be of interest to low proximity group<fimeinals, fellow
employees & business competitors). Finally, the findings indicated that the mordvéatuadd
works with an information type did not mean they rated the information any mortveethsn

employees who did not work with the information.

The study contributed a new scale to measure information sensitivity to b usaarkplace
setting with components to understand what constitutes information sensiivitystudy also
showed that sensitivity appraisal was able to predict a range of security behavibuding
passwords, secure Wi-Fi usage, physical security and avoiding security risks. This daamnstr
the potential role of information sensitivity appraisal as a determingmtotdctive actions in

the workplace.

The study also shed further light on how employees evaluate the sensitivity gflagerk
information. The qualitative study and the study by Adams and Sasse (1999) indicated that
employees consider information about individuals as more sensitive than commercially
sensitive company information. Moreover, study 3 was in line with this as haadthcitl and

HR information were considered most sensitive but the study suggesteehiplalyees do
consider some forms of organisational information to be sensitive, partichlasly pertaining

to intellectual property. However, their appraisal process for the sernyséiatiuation for this

form of information differs compared to that relating to living individualser@ll, the study
contributes five components to understanding how employees appraise the sertditivity

information.
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7.3.3| STUDY 3 (CHAPTER 5)

Study 3 confirned that security behaviours are influenced by different factors by assessing
extended-PMT model based on findings from existing research and the qualitativel bnedy
anti-malware behaviours were explored: scanning USB sticks with anti-malwdveargof
(AMS security), installing software updates (SU security), and notimtjobn suspicious links

in emails (ES Security). The threat appraisal (severity and susceptibilityoainy appraisal
(response costs, self-efficacy and response efficacy) of the original PMT wereéxplored

The model was extended to further include psychological ownership, securityh breac
experience, organisational citizenship behaviour, responsibility and WISA.

Revising PMT using regression analyses allowed additional factors to be addedrtodel to
provide greater insight into the influencers of anti-malware behavioursoaidéntify which
factors can explain more variance in the target behaviour. For AMS security it wasttatind
self-efficacy, response efficacy, response costs, WISA (consequences) and responsibility
significantly predictd motivations to scan USB sticks for malware. For SU security it was
found that, response efficacy, response costs, susceptibilityreapdnsibility significantly
prediced motivations to install software updates when prompted by devices. Finally, for ES
security it was found that, self-efficacy, response costs, susceptibilitysendity breach
experience at work were found to significantly presticinotivations to not click on link&
suspicious emails. Response efficacy was partially supported for one of tlamalyses. All
revised models were found to be a good fit to the sampled data for four fofettie indices

using SEM.

Response costs were one of the only factors to relate to all three anti-endaviours.
Employees who perceive that anti-malware behaviours have low costs (such as prpductivit
effort and time) are more likely to intend to perform the behaviours, suggtsindpigh) costs
are a potential barrier to security behaviour. These findings aigeinvith other research
(Beautement et al., 2009; Chenoweth et al., 2009; Liang & Xue, 2010) and the quaitatijve

that found response costs prevented some security behaviours.

Response efficacy was also shown to relate to all three behaviours. Understdmeding t
effectiveness of security actions is a key influencer of motivation tovwolnti-malware
security. Response efficacy has been regarded as one of the worst predictors of ceaptianc
IS misuse in the workplace (Sommestad et al., 2014). Response efficacy is impordaintrfg
secuity behaviour; if employees understand the effectiveness of anti-malware bekdaiour
reducing security threats, they are more likely to undertake securitysclibis finding is
consistent with the qualitative study that also found that response efficacy Wwasrier

inhibiting security behaviours. The lack of support for response efficacy in ity pesearch is
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due to the abstraction issue of requiring employees to evaluate the effestivenoverall
information security efforts, rather than focusing on specific behavidudihgn investigating
specific behaviours, response efficacy is a key driver such as anti-malwareohehas
studied in this thesis. Study 1 and study 3 showed that low response efficacy isratdoarrie
security behaviour while study 4 showed that this barrier to security behaviobe camoved
through a motivational interventido increase perceptions of response efficacy. This effect can
also be sustained at 1-week follow-up through a combined interventibnimplementation
intentions. The combined findings from study 1, 3 and 4 demonstrate that response efficacy is a
barrier to security behaviour uptake, a key driver of motivation to perforee anti-malware
behaviours and can be enhanced through motivational interventions and sustained through
implementation intentions. Response efficdasy therefore, an important factor of security

behaviour.

Self-efficacy was shown to be the strongest predictor for two of the behavioudsdbubt
relate to the software update behaviour, suggesting that employees’ beliefs in their capabilities
are not important for all behaviours. The importance of self-efficacy isdeelimented in
security research and, study 3 suggested that for some behaviours that tdquingut from
the user (such as responding to dialog boxes to install updates), it playslitttmmpared to
other factors. The qualitative study did not find self-efficacy to be impiondich was
attributed to the difficulties of investigating the construct qualitativelgweéier, study 3
showed that it plays a significant determining role for some behaviours thatrequut and

skill from the user.

Perceptions of the severity of consequences arising from malware were not foetatedo
any of the behaviours. This does not support a wealth of research that suggests éyhadea k
in security behaviour. This finding was also consistent across its four comporagnigeth
explored in relation to the behaviours that were driven from the qualitative study. Skdyept
on the other hand, had a complicated role. It was a significant predictortwhisofupdate
intention and the cookie acceptance task, but a significant negative predictbe femail
security behaviour. The findings suggest that threat evaluation may not plagaataimta role

as coping evaluation for security behaviours specifically - anti-malware behaviour.

Study 1 suggested that employees appraise the sensitivity of the information theyitivankd

use this judgement to assess whether it needs protection. In study 2, this veaeklibred by
developing the WISA scale, whichasibeen shown predict a range of security behaviours.
Study 3 further explored its role for anti-malware behaviours and found that one component

predicted the AMS behaviour (WISA consequences)rhis suggests that the information
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sensitivity appraisal may be more important for some security behavegrsa¢cess control)

than other protective behaviours (e.g. anti-malware).

Responsibility, a theme that emerged from the qualitative study, was found to beaihpmrt
anti-malware. Individuals with higher perceptions of personal responsibilitgefourity had
greater motivation to undertake anti-malware actions (AMS and SU). A sense of persona
responsibility supports the qualitative study and existing research exploring glerson
responsibility in consumers (Boehmer et al., 2015; LaRose, Rifon, & Enbody, 2008). The thesis
thus showed the importance of a sense of personal responsibility for securityobeliathe

workplace setting.

Psychological ownership and OCB were investigated as two potentially importaors fiamat
may influence security behaviour but had received little attention in preliiersure. Study 1
explored potential differences in the factors between the two recruited comaaditsund no
significant differences in levels between employees. Study 3 sought to exploralitbei

influence on anti-malware behaviours and found they did not signiffcargdict any of thes

Taken together, the three studies address the research question by identifying a number of
factors that influence and prevent a range of security behaviours to develograedX®MT
framework. A specific factor was then exploraddepth (information sensitivity) and the
extended model was investigated with a specific subset of behaviours (rmaklwre), to

identify their key determinants.

74| DOES A THEORETICALLY-GROUNDED INTERVENTION USING
MOTIVATIONAL AND VOLITIONAL APPROACHES LEAD TO AND
SUSTAIN SECURITY BEHAVIOUR CHANGE?

The second research question aimed to evaluate the effectiveness of an interventioov® impr

anti-malware behaviour. A lack of theory-based interventions with experimen@édti@h has

led to a limited understanding of how to promote and sustain behaviour charsgeuaty in

the workplace. Study 4 sought to design, deliver and evaluate an intervention viittiorl|

and volitional components.

7.4.1| STUDY 4 (CHAPTER 6)

This study tested the intervention to increase the email security behaviennployees in
relation to malware mitigation. The motivational component of the interventiordrivasn by

the findings of study 3 and the volitional component aimed to translate nativato actual
behaviour change through the use of implementation intentions. The motivational componen
primarily focussed on improving self-efficacy but also utilised security breapkrience at

work, susceptibility, response costs and response efficacy. The study lookedftadtseof the
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intervention on improving performance on an email legitimacy task, self-eepemtail and

secondary security behaviour and enhancing levels of threat and response evaluation.

The study found that those exposed to the motivational intervention eithveg ar in
combination with implementation intentions had significantly better tasknpeshce compared

to the control group post-exposure. The combined intervention had sustainednpeck
compared to control at 1-week follow-up but there was a significant reduntioeriormance

for the motivational-only group. This suggests that the motivational @rtéon alongside the
goal setting lead to sustained performance at 1-week follow-up compared to & gantpo
Further analyses revealed that these observed differences were for participants’ overall accuracy

in detecting genuine and phishing emails and approaching significance for participants’ genuine
precision detection ability but no effect on phishing precision ability. Ty $bund no effect

of the intervention on self-reped email security behaviour. The study found that there was
significant improvement in some components of threat and coping appraisal perceptions
regardless of condition. Response efficacy was the only factor to significaatige as a result

of the intervention in which the combined and motivational-only group had a icagmif
increase in their perceptions of response efficacy.

Furthermore, there was no self-reported change in any other threat or coping appraisal
constructs. Other research using fear appesd$aund changes in severity, susceptibility, self-
efficacy and response efficacy (Johnston & Warkentin, 2010, 2015). However, these studies
were exploring different behaviours (e.g. data backups and password theft) maycsuggest

that motivational behaviour change approaches may be more appropriate for sonmulsehav

than others.

The study supports existing research using self-efficacy based principlebaioce security
behaviour (Shillair et al., 2015; Waddell et al., 2014), and anti-phishing training (Kumaraguru et
al., 2009; Sheng & Magnien, 2007). However, this is the first study to demonstrate the effects of
supplementing motivational interventions with volitional strategies to promoteritse
behaviour and found they helped sustain behaviour change at 1-week follow-up. This effect is
supportive of other research in non-security domains that has biticlgéatention-behaviour

gap with implementation intentions (Chatzisarantis et al., 2010; Hagger et al.,N2ilie et

al., 2002; Prestwich et al., 2008).

However, the study found an increase in self-regubeimail behaviour and secondary security

behaviours across time points independent of condition. The intervention was only sligtessf

changing objective performance due to the limitations of self-report measedack of a

specific effect on self-repatl behaviour is supportive of other phishing training studies that

have found that intervention exposure, regardless of condition manipulation, leads to greate
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intentions and self-report (Davinson & Sillence, 2010). This is line with the saifipcy effect
in which, simply asking individuals whether they intend to act in a desiméy is enough to
increase the likelihood that they will (Sprott, Spangenberg, & Fisher, 2003)hifilights the
importance of combining objective and subjective reports of behaviour.

Overall, the study demonstrates promising findings for combining motivational anidnali
approaches to changing security behaviour. However, the study did not find a chaelje in
repored email security behaviour, enhancing threat and coping appraisal (except response
efficacy) or additional effects on secondary security behaviour. There werectoanhges in
performance on an email legitimacy task; the objective behavioural measulecti@bj
performance measures are consideagdore reliable source of actual behavioural measures
than self-report measures (Bommer, Johnson, Rich, Podsakoff, & MacKenzie, 1995) as they ar
not subject to social desirability bias.

In relation to the second research question, the study demonstrated the benefits aigthendi
intervention desigin findings from the target population and basedehaviour change best
practice. The study also benefitted from adopting a RCT design to evaluaféetiweness of
the intervention, highlighting the benefits of using best practice to infoendesign, delivery
and evaluation of behavioural information security efforts. The study is alsof dhe first to
focus on email security behaviour charigg@revent malware; most existing approaches largely

focus on detecting phishing emails to prevendaogdental information disclosure.

7.5| THESIS IMPLICATIONS

This thesis has designed and tested a motivational and volitional intervention based on t
findings from studies with the target population. This resulted in an intevaehiat is short,
low-cost and easy to disseminate. The implications of this thesis are far geastidiscussed

in respecto research and practice.

7.5.1 | RESEARCH
As outlined in Chapter 2, existing research has largely conceptualised and addres#gd secu
behaviour in the workplace as “compliance with the IS poli¢y This thesis has shown that
specific security behaviours are motivated by different factors and thatitnisameed to be
studied separately. The findings of the qualitative study resulted in an extended PMT-model that
can be used to study security behaviour. Here, the extended model waseéexmmianti-
malware behaviours in which it was shown that factors played differing roles. Titis fesm
Chapter 5 have led to revised models that can be used to promote the specifighaatem
behaviours. Research would benefit from focussing on specific security behavicams in
employment sample rather than using a compliance paradigm; this would pravigesaiest
benefit to the behavioural information security domain. This is only theastdte influencers
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of each behaviour need to be explored independently and their relationships to behaviour

understood prior to intervention - a process illustrated in this thesis.

The thesis showed the benefit of a theory-based intervention evaluated with experimental
methodologies. The approach outlinedthis thesis, based on best practice from behaviour
change literature, would provide a useful basis for other longitudinal projecteriegpl

behaviour change for security.

Threat evaluation is comprised of severity and susceptibility perceptibasth&sis provided
greater insight into threat evaluation and found a complicated role. eehamhowed that
susceptibility perceptions are different depending on whether there was an onlinener offli
threat. This is important to acknowledge when exploring online and offline selsehiwiours

as information security practice in the workplace relies on both typdselmdviours. As
indicated by the qualitative data, employees perceive offline threats to be lesaiiéainore
opportunistic so it is important to acknowledge this distinction. Susceptibis found to
drive three behaviours (the software update behaviour, email security hehantb cookie
acceptance task) rather than severity of consequences. The qualitative siyelsteslighat
severity perceptions fall into different domains, and this factorial structuse\arity was
validated and further explorad Chapter 5. It found that employees consider organisational,
personal, productivity and general consequence severity. None of these components were found
to relate to anti-malware behaviours, suggesting that fear of the consequenmmaebvafe
threats plays little role in driving behaviours but rather this perceived likelihood of getting
malware that is more important. However, research may benefit from furtieriegseverity

components with other security threats and behaviours.

The thesis showed the benefits of a motivational and volitional intervention. |euigion
intentions and goal setting for bridging the intention-behaviour gap has beewnelglati
understudied in security. The findings provide promising results for theiry utilitdriving

security behaviour so more focus is needed on volitional behaviour change.

The thesis also added to the growing body of research that extends or combines existing
behavioural models in security (e.g. Herath & Rao, 2009a, 2009b; Ifinedo, 2011). The current
study highlights the need for behavioural models that are specific to security. 8/fdund to

be useful in guiding the qualitve study and its findings. However, the threat appraisal
component was found to have differing effects on security behaviour. In particutaryseas

found not to relatéo anti-malware behaviour and susceptibility was found to have significant
relationships but with opposing effects. This highlights the need to validateidietad models

and modify them according to the behaviour and population under investigation.
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7.5.2 | PRACTICE
The thesis showed response efficacy plays an important role in security belawioig a
potential barrier to behaviour but can be improved through motivational interveniidrese

combined finding suggests a number of implications for information security practice.

More work is needed on improving the feedback link between behaviour and Tesuthesis
achieved this by emphasising the effectiveness of an anti-malware behaviour and providing
participants with feedback on their performance. However, some practicaddtigels could
improve this feedback link. Feedback and/or positive reinforcement needs to badegravi

users on their security behaviour. Systems sometimes provide information on their employees’
reactivebehaviour (e.g. weak password or non-updated system) but more attention needs to be
given to providing feedback on theiroactivesecurity. In doing segmployees’ perceptions of
response efficacy may increase. Furthermore, management in organisations need to provide
employees with feedback on their information security efforts; this couldebeirt with
employees’ performance appraisal process or a regular report on their security behaviour
Presently, information security behaviours are given little attentioremployees’ job

performance.

Perceived responsibility is also important for driving behaviour; organisatmuig focus on
empowering responsibility in employees. Research has shown the benefits of enhancing
responsibility perceptions in end-users (Boehmer et al.,, 2015; Shillair et al.). 2015
Communicating to employees their personal responsibility and shared resjimssibir

security actions may, therefore, help to enhance security behaviour.

The findings of the thesis indicated that for anti-malware behaviourscws fon coping
appraisal may be more appropriate rather than threat appraisal. Coping appraisal cemponent
were more consistently related to the behaviours. Efforts may, thereforat bienefocussing

more on equipping users with a sense of ability (self-efficacy), understapidafectiveness
(response efficacy) and reducing the perceived costs associated with security (respt®)se
Presently, attention is often given to fear appeals or scare tactics by tiglgligll the losses
associated with a risk, but the findings of the thesis suggest that fonantare behaviours, a

focus on coping appraisal may be more appropriate.

It is important to consider the costly nature of securityil&/the qualitative study suggested
that not all behaviours are perceived to be costly by employees, the survey indiattadh
response costs will inhibit anti-malware behaviours. Attempts should be made tstamder
costs (such as effort and productivity) associated with specific securityibetsaand, where
possible, diminishing the cost for the employees through better system design, moge usabl
policies or communicating the benefits vs. the costs towards the employee.
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7.5.3| PROCEDURE FOR INFORMATION SECURITY INTERVENTIONS IN THE
WORKPLACE
Organisations need to move away from considering IS policy compliance as the bhsis of t
employees’ behaviour. Instead, organisations should consider the important subset of
behaviours in their policy, and target these appropriately in interventionsdffpitonsidering
what motivates and prevents them. The multi-stage process adopted in this thetés t&n a
used in organisational IS practice. Below is a recommended process folyidgrgffecific
secuity behaviours, modifying interventions and evaluating their utility invibekplace. This
process should be followed by intervention designers to further develop ini@mgeint the
workplace.

Step 1: Identify
insecure behaviours

Step 2: Identify key
Step 6: Evaluate influencers of single
intervention impact or sub-set of secure

behaviours

Step 3: Adjust
Step 5: Disseminate intervention content
intervention across to suit population
company and security
behaviour

Step 4: Pilot
intervention

Figure 35. Process chart for security behaviour interventions in the workplace

Baseline measures

First, create user profiles for baseline security behaviour for all steff ébjective and self-
report measures where possible. This is to be used for identifying usersngegeicurity

intervention and to evaluate intervention success.
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Step 1: Identify insecure behaviours

Prior to intervention, it is necessary to identify specific problemia¢haviours within the
organisation and measure this appropriately. Where possible these should be identifjed usi
objective data from systems such password logs. However, organisations could also gather data
from their organisations using surveys or interviews to identify poorljomeed security

behaviours.
Step 2: Identify key influencers of secure behaviours

On identifying the specific security behaviours of interest, the extended-PMT weadie
used to identify the key influencers of the behaviour. This can bewechiby surveying a
portion of the workplace and matching participant data with objective oregmlfts of their
security behaviour.

Step 3: Adjust intervention content to suit population and security behaviour

The key influencers identified from step 2 can be targeted in a motivatitiealention,
focussing on those that influence the behaviour the most. If the behaviourtimhabd open
to volitional control, implementation intentions can be used to help translatgigms into
actual behaviour. If the behaviour is not habitual, the motivatioraivenition can be used in

isolation.
Step 4: Pilot intervention

Upon development of the intervention, it then needs to be piloted with employeesess as
whether it leads to behaviour change. Conduct a formative evaluation of the interweithi

target users through evaluation of the content, objectives and ease of use of the intervention.
Step 5: Disseminate intervention across company

Identify users from profiles who currently do not engage in desired behagiodreandomly

allocate to conditions in step 6.
Step 6: Evaluate intervention impact

Conduct a summative evaluation of the intervention by assessing the extémnthdehaviour

has changed as a result of the intervention. This can be best assessed by adopfites minci
RCTs to evaluate the effectiveness of the intervention with an experin@rdacontrol
conditions. The control condition could be a waiting list of users who will receive the
intervention following evaluation. The use of RCT will identify whether a chamngehaviour

results from the intervention; this is achieved through compatesbaseline behaviour (from
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user profiles). Effective evaluation will measure behaviour at muliipie points that include

immediately after exposure to the intervention and at a follow-up interval (e.g. 1 ratamjh |

On completion, continually monitor and gain feedback on the intervention to idkstigns

learnt for future interventions and then repeat the process for other securitypbehav

7.6 | LIMITATIONS

The thesis has contributed novel and useful findings but some limitations need to be
acknowledged. The final intervention acted as a feasibility study howeverakséimple was
relatively small and would benefit from further testing with a laggmple. This should not

detract from the significant resultsthe study with the target population.

Within behavioural information security, there is a lack of validated instruments for a number of
constructs investigated in this thesis. Where possible, the self-report measures ofsheetiees
taken from existing studies or adapted from existing toolsther domains such as health. It
should be recognised that these adapted instruments have not undergone validity assgssment f
security but were assessed for reliability. Validity is important as it legitintiisecontent of the

tools ensuring that what is perceived to be measured is actually being measured sAtterapt
made to overcome this limitation by using previously validated instrumentsriooRsecurity
domains but caution should be taken as these may not be entirely appropriate forlthon-hea

domains such as security.

The thesis relied on self-report measures of security behaviour in study 3 andt.s&elf

report measures are open to social desirability bias; individuals may wamirthey think they

should be doing rather than their actual behaviour. The intervention may have raised
individuals’ awareness of what they should be doing, rather than creating an actual change in

their behaviour. The lack of significant result for self-report email ggdaghaviour may have
resulted from this as there was an increase in all participants regardlessdiion. The
intervention tried to overcome issues of self-report by including an objectiverparioe task,

in which behaviour change was actually observed. Study 3 relied on self-report measures on
behaviour as objective measures were not available. Future research would fioemefit
approaches such as that by Workman et al. (2008) who used computer logs as indicators o
actual behaviour. Methods such as these remove limitations of self-report bi@toanthore
precise measurement of the influence of determinants on behaviour (ratheelitag on

intention as a proximate indicator).

7.7| FUTURE RESEARCH
This chapter has touched on some areas for future research, namely, investigating

complicated role of threat perception for different security threats and bahtavdnd more
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focus on the role of volition in behaviour change efforts. However, there aréoaddit

directions that future research could take.

Chapter 3 identified factors that may influence security behaviour. Howeveall factors

were explored in later studies. Namely, personal and work boundaries were identified as a factor
that may play a role in risky behaviour. Future research could explore this boundaoyein

depth with quantitative methods to explore whether weak boundaries are metatedrwith

risky behaviour.

Chapter 4 developed and validated the WISA scale driven by the findings of Chaptdr 3, an
showed that it predicted a range of security behaviours. Chapter 5 showed that only one
component of the scale was important for AMS security behaviours. Infdriyn€Hapter 4, the

scale had better predictive value for access control behaviour. Further explorétierscdle in
relation to this form of security behaviour is needed as information sitgsigppraisal may be

more important for behaviours that are more directly related to infammationtrol
Additionally, further validation of the scale is reqdrito enhance its potential utiliiy thelS

domain.

This thesis explored the extended-PMT framework for anti-malware behaviours; fuaaehes
should explore the model for other security threats and behaviours. Thelacls of research
systematically exploring specific security behaviours in an employment samples saortent
thesis provides a promising baseline for further research to examine thésmuaiigf for other

security threats.

Further work is also needed to explore factors longitudinally. This thesis deatedsthe
benefits of exploring response efficacy qualitatively, then through regression analysis to identify
its influence on behaviour, and using experimental manipulations to enhancetdhe fdore

work needs to be done like this for other security behaviours and behavioural determinants.

Finally, the intervention could be further enhanced by incorporating other prinéiphas
behaviour change practice such as individually-tailored communications. In partieditimg

the intervention to an individual’s stage of change is effective in helping participants transition
through change and lead to more sustainable behaviour cpéelgeer, Prochaska, & Redding,
2006). A participant’s current stage of change has also been shown to moderate the
effectiveness of implementation intentions with greater effectiveness fareparation stage
compared to pre-contemplation and contemplation stages (Armitage & Arden,. 2008)
Individually tailoring the intervention to the employee may therefore furtherneehés

effectiveness.
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7.8 | FINAL CONCLUSION

This thesis has presented an understanding of what motivates and prevents security ehaviour
the workplace. The main aim to develop and evaluate an intervention to impeogedurity
behaviour of employees has been achieved. The influencers of security behaviour in the
workplace were identified and then explored more specifically for threemaiware
behaviours. This has identified potential barriersrgployees’ uptake of protective security
actions. Furthermore, a nesede has been developed that allows measurement of employees
information sensitivity appraisal. Implementation intentions have beenssiite applied to
supplement a motivational approach to improve and sustain performance on an email fegitimac
task. In doing so, the thesis has highlighted the benefits of using volitional appsotche
enhance security behaviour. Organisations are persistently targeted by skceaity putting

their employees and information assatsncreasing risk; incorporating the findings from this
thesis into future research and practice will help enhance the human defantarroétion

security.
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APPENDICES

8.1| APPENDIX A: OCB SCALE

Please use the 7-point scale to indicate how oftanengage in the following behaviours in
your workplace. Please read each statement carefulld then select the response from the
rating scale.

Never Very Rarely ’ Sometimes | Often Very Always

Rarely Often
| attend functions that are not
required but that help the O] O O O] O] O O
organisational image
| keep up with developments in o o o o o o o
the organisation
| defend the organisation when o o o o o o o
other employees criticise it
| show pride when representing o o o o o o o
the organisation in public
| offer ideas to improve the
functioning of the organisation Q Q Q Q Q Q Q
| express loyalty toward the o o o o o o o
organisation
| take action to protect the
organisation from potential O o o O] O] Q Q
problems
! demonstrate concern about the o o o o o o o
image of the organisation

8.2 | APPENDIX B : PSYCHOLOGICAL OWNERSHIP ITEMS
Please use the 6-point scale to answer the folpwjnestions. Please read each statement
carefully, and then select the response from thiegacale

Strongly | Disagree Somewhat Somewhat Agree Strongly

Disagree disagree agree Agree

| feel a high degree of
ownership for the device

| feel a high degree of
ownership for the data store O o o o o o
on the device

| feel as though the device i
MINE

| feel as though the data on
the device is MINE
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8.3| APPENDIX C : SECURITY BEHAVIOURAL CATEGORIES AND EXAMP LE

VIGNETTES
Category Description Vignette
Remote Actions for working| Miles is a merchandiser for a large menswear store amstasuly travels to other storg
working on mobile devices an( within the local area. One of the benefits of Milgsls is that he is given a compar
in external locations | laptop as he is constantly mobile. Miles has a 15 yeadalghter, who he lets use |
laptop when he doesn't need it as his laptop is of mettbriquality than his daughte
PC. Mile's daughter uses the laptop for playing compgéenes, however she ofteg
disables the anti-virus software as it slows down her fateogame.
Removable Portable storagq Mary works as a Lecturer at the local university, shg &n important presentation a
media devices that can b( national conference in London, 300 miles away from @ne. Due to the long trai
connected to ang journey and therefore intermittent internet conrettiMary decides to store her wo
removed from @ on a USB stick so that she can continue working ontridie from her laptop. The
computer (e.g. USB documents stored on the device include assignment residsgnpation notes and g
sticks) excel document listing the names and addresses of thentsguehrolled on one of he
classes. After exiting the train and arriving at thefemence location, she realizes th
she has lost the USB stick.
User access How access control{ Matthew is staying late to work on an important assigrtméich is due the next day
management | are allocated and Matthew has limited security access to confidentialrmftion stored on a compan
managed e.g| password-protected server but he requires a certaiontt to finish this report]
passwords Normally, Matthew would have to get authorizationnfréhe information owner whq
accesses the file for Matthew but instead the ownee géaatthew their password t
access the server so that he could do it himself.
Prevention Actions to prevent The updates for the anti-virus on Laura's work compater controlled by he
of malicious | malicious software organization; however she has to occasionally researcdmputer to allow the updat¢
software to install. Laura is regularly prompted by the antits software to restart the comput
however Laura keeps postponing this task as she is gyotbwvait for her computer t
restart and for her to re-open the documents she wasngark.
Breaches 6 | Steps for recovering Chris is about to go on a two weeks holiday from waorlt en his last day his comput
security and reporting security starts acting strangely. For example, the cursor ondrigpuater screen would start {
incidences move around on its own and new files would appeari®mdésktop. Chris only realize
that something peculiar is going on later that dayher than reporting it to IT, h
decides to switch off his computer and deal with theeigguhis return.
Physical Strategies to] Kimberley works as a secretary in a busy open placefiimberley's work compute|
security physically protect| has access to a number of highly confidential docum&tts.is normally stationed §
infrastructures, her desk however at lunch she leaves to have her bretiieistaff room. During thig
information and| time, Kimberley leaves her computer unlocked.
information resources
Information Responsibility in| Lee is disposing of old records which contain sensitifermation about clients. Hi
control protection, storage an{ office has two bins for disposing of waste: one forfictamtial waste and the other fq
processing of| general waste. The confidential waste bin is full se pets the old records in th
information general waste bin.
Software & | Software and systen Anna requires the latest photo editing software f@ oinher work tasks, the departme
Systems acquisition, has no budget to purchase any new software, howavea Rnows a website where s
installation and| can download an unofficial version of the softwarer Mork computer allows Anna t
maintenance download and install it.
Acceptable Appropriate usage o| Beth is a call centre employee and during her woeaks she uses her work compu
usage information systems| for personal use. She has just booked a holiday torifemwehich required her to ente
email and the internet | her personal information and credit card details.
Continuity Outlines  prevention Michelle’s work computer is run by Windows Vista, however she prefers to use her own
planning and recovery from| personal laptop which has Windows 8 installed as itsabipg system. She brings h
internal and externa laptop into work on a daily basis and does all herkwasks on her laptop. Howeve
threats Michelle does not back up the data that is stored opédrsonal laptop.
Compliance | Compliance to| Sam is a medical doctor and part of this job role meguhim to write notes aboy
with legislation acts such al patients during his sessions which contain sensitive ansbpal information that i
legislation the Data Protectior] covered under the DPA (1998). Sam often leaves dtiesnon his desk in his office

Act (1998)

Whilst Sam has an office to himself, other staff such ascteéaners can gain acce
when required.
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8.4 | APPENDIX D : FULL INTERVIEW GUIDE AND PROCEDURE

Interview opening:

e Focus of session explained to participant
e Participant provided with an information sheet and inforo@tsent granted from participant
e Emphasize that participants responses will not be shared with their maragmmpany

Participant to complete demographic questionnaire
For each topic area for the policy categories:

e Provide description of category (e.g. for user access manageBgsinesses have a number of computer
systems to store and process data which employeedisers have to identify themselves with a uBer |
and a password to gain access. Employees may leatrctions on their user access to both computer a
information)

e Present participant with vignette

e Ask participant to imagine, drawing on his or her own experidmm®,they would react in that scenario

e Optional questions

o  What advice would you give? / What should they (the charactetdibg to protect themselves?

<Researcher to then go back to the topic area>
e Within your workplace, how do you maintain security when/with it@pea>
e  Which security behaviours do you perform? / How do you ensure datdgec

e  What security behaviours do you not perform? / What do you fffidult to do?

For behaviours discussed by participants, the following elicitation questiawere used:

Determinant Example elicitation questions

Self-efficacy If you want to perform these behaviours, how certain are you thateytt

Experiential Attitude What do you like/dislike about these behaviours?

Instrumental Attitude What are the advantages and disadvantages of performing these besffaviou

Social pressures Who would encourage/ discourage you to perform these behaviours?

Response efficacy How effective do you think these behaviours are in reducing thasdtahy?

Response cost What are the costs in terms of monetary, time and effort in performiege"
behaviours?

Perceived susceptibility = How vulnerable to a threat are you by not performing these beha®io

Perceived severity What are the potential consequences of not performing these bekaviou

Closing questions
e  Anything else that you feel you contribute to security that hasn’t been discussed?

e What are the top three security behaviours you think are most important?

<Participant provided with debrief sheet and thanked for their participation>
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8.5| APPENDIX E: STUDY 2 — ORGANISATION SECTOR DEMOGRAPHICS

Table 50. Study 2 Organisational sectors from recruited sample

Organisational Sector

Percentage of participants from sector

Accountancy and business services
Advertising, marketing and PR
Armed forces and emergency services
Banking, investment and insurance
Charity and development work
Creative arts

Education

Energy and utilities

Engineering

Government and public administration
Health

Hospitality

Human resources and recruitment
Information technology

Legal services

Manufacturing

Media

Property

Retail

Science

Social care

Sport and leisure

Tourism

Transport and logistics
Telecommunications

Research

Other (Unclassified)

1%
2%
1%
0%
1%
1%
37%
1%
2%
3%
12%
7%
2%
5%
1%
1%
2%
0%
10%
3%
2%
1%
0%
0%
1%
1%
3%
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8.6| APPENDIX F: KNOWLEDGE OF ORGANISATIONAL AND LEGAL
REGULATIONS

Instructions
The following statements consider what you knowwthibe availability of the information an
how it is regulated.

Read each statement carefully and select the apiptepresponse. If you cannot answer {
question, please select the option ‘don’t know’.

<information type>

e Personal information about other people (e.g. address, gender, date of birth, marital
status)

¢ Health information about other people (e.g. physical and mental health history, weight,
family medical history)

o Lifestyle information about other people (e.g. shopping habits, hobbies, interests)

¢ Financial information about other people (e.g. banking details, credit rating, loan
history)

¢ Information about or relating to intellectual property (e.g. trade secrets, creatige ide
that could lead to patents, copyrights, new products)

o Day+to-day business operation information (e.g. current customer & supplier details,
quotes, purchase history, call records)

¢ Commercial business information (e.g. strategic plans, financial business data)

e Personnel / HR information (e.g. appraisal, disciplinary info, salary, sickness records)

| think <information type> is:

l Yes No l | Don't Know
' publicly available outside of my organisation o |Oo | Q |
' access restricted by my organisation o | o | Q |
| regulated by law O | O | e} |
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8.7 | APPENDIX G: FINAL WISA SCALE

Instructions
The following statements are about different typemformation that may be stored by you
organisation.

Read each statement carefully and please ratexteetéo which you agree with the

[

Statements using a rating scale from 'strongly disagree' to 'strongly agree’.

<information type>

e Personal information about other people (e.g. address, gender, date of birth, marital
status)

o Health information about other people (e.g. physical and mental health history, weight,
family medical history)

o Lifestyle information about other people (e.g. shopping habits, hobbies, interests)

¢ Financial information about other people (e.g. banking details, credit rating, loan
history)

¢ Information about or relating to intellectual property (e.g. trade secrets, creatise ide
that could lead to patents, copyrights, new products)

o Day+to-day business operation information (e.g. current customer & supplier details,
guotes, purchase history, call records)

o Commercial business information (e.g. strategic plans, financial business data)
Personnel / HR information (e.g. appraisal, disciplinary info, salary, sickness records)

I think <information type> is...

Strongly ’ Disagree| Neither Agree nor Strongly
Disagree Disagree Agree

secret o o o O O
private o o o O O
insignificant o o o O O
humiliating o o ©) @) @)
of m;r]%i’; ;[/c; ;‘zllow o o o o o
privileged o o ©) @) @)
meaningless o o o @) @)
worthless o o o o o
of mtgtr-:‘ns; ;gt(t;lrjjness o o o o) o)
of interest to criminals o o o @) O
embarrassing o o o o o
discreditable o o o o o
confidential o O O o o
of interest to my family o o o Q Q
of interest to my friends o o o o o
restricted o o o @) O
compromising o o o o o
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8.8| APPENDIX H: STORAGE AND PROCESSING OF INFORMATION
How regularly do you use a computer as part of yaity work tasks?

‘ Never n Rarely ‘ Sometimes ‘ Often | Always

Personal information about other people (e.g. addres

gender, date of birth, marital status) Q Q Q Q Q
Health information about other people (e.g. physical & o o o o o
mental health history, weight, family medical history)
Lifestyle information about other people (e.g. shoppin
habits, hobbies, interests) Q Q Q Q Q
Financial information about other people (e.g. bankin o o o o o

details, credit rating, loan history)

Information about or relating to intellectual property
(e.g. trade secrets, creative ideas that could leadto | O o @) @) @)
patents, copyrights, new products)

Day-+to-day business operation information (e.g. curre
customer & supplier details, quotes, purchase history, O o O O O
call records)

Commercial business information (e.g. strategic plan
financial business data)

Personnel / HR information (e.g. appraisal, disciplina
info, salary, sickness records)
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8.9| APPENDIX |: SECURITY BEHAVIOUR ITEMS
For the following questions think about how you aeé within the workplace and rate how
regularly you do the following behaviours

Never ‘ Rarely ‘ Sometimes| Often | Always
| share passwords with other people at work o O] O] O] O]
| use complex passwords at work o O] O] O] O]
| use different passwords for different work accounts O O] O] O] O]
O O] O O] O]

| personally run the security software including anti-
virus, anti-spyware and firewalls at work

| ensure | run the latest and official version of softwatr
(including operating system) at work

| personally scan work devices for available software
updates and install them at work

| log out of websites when | finish at work o @) @) @) @)
| use trusted and secured connections, and devices

@)
@)
@)
@)
@)

(@)
@)
(@)
@
@

(including Wi-Fi) when at work Q Q Q Q Q
| use trusted and secure websites and services at wc o o o o o
and connect securely

| stay informed about security risks online and in the o o o o o
workplace

| avoid security risks online and in the workplace o @) @) @) @)
| am aware of my physical surroundings when online o o o o o
work

| report suspicious or criminal activities in the o o o o o
workplace

I pe_rsonally back up data stored on my workplace o o o o o
devices

| adjust account settings on websites that | use atwg O @) @) Q Q
I lock my computer when | leave my workstation ©) @) @) Q Q
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8.10 | APPENDIX J: DEMOGRAPHIC QUESTIONNAIRE

What is your gender?
O Male

O Female

QO Prefer not to say

What is your age?

Do you have managerial responsibilities?

Q Yes

O No

Are you responsible for data protection in your organisation?
O Yes

O No

How long have you worked for your company?
In years:
and months:

How long have you worked in your current position?
In years:
and months:

Is your organisation:

Q A micro enterprise (less than 10 staff)

O A small enterprise (less than 50 staff)

O A medium-sized enterprise (less than 250 staff)
QO A large organisation (more than 250 staff)
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In what sector do you classify your main occupation?

COO00000OOOOOOOOOOOOLOOOOOOOOO

Accountancy and business services
Advertising, marketing and PR

Armed forces and emergency services
Banking, investment and insurance
Charity and development work
Construction

Creative arts

Education

Energy and utilities

Engineering

Environment and agriculture

Fashion and design

Government and public administration
Health

Hospitality

Human resources and recruitment
Information technology
Legal services
Manufacturing

Media

Property

Publishing

Retail

Science

Social care

Sport and leisure
Tourism

Transport and logistics
Other (PLEASE STATE):
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8.11 |APPENDIX K: STUDY 3—- ORGANISATION SECTOR DEMOGRAPHICS
Table 51. Study 3 - Organisational sectors from recruited sample

Organisational Sector Percentage of participants from sector
Accountancy and business services 2.5%
Advertising, marketing and PR 7%
Armed forces and emergency services 2%
Banking, investment and insurance 7%
Charity and development work 4.7%
Creative arts 7%
Education 46.5%
Engineering 1.7%
Fashion and design 2%
Government and public administration 1.7%
Health 6.5%
Hospitality 2.5%
Human resources and recruitment 1.0%
Information technology 7.2%
Legal services .5%
Manufacturing .5%
Media 7%
Property 2%
Retail 4.5%
Science 3.7%
Social care 1.2%
Sport and leisure 1.7%
Telecommunications 3.2%
Tourism 2%
Transport and logistics 2%
Other (Unclassified) 6.0%
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8.12 | APPENDIX L: DEVICE USAGE IN THE WORKPLACE

Which of the following devices (personally-owned or company-owned) do you usEDST
for work-related tasks? (SELECT ONE)

Work-related tasks are activities you may do onicks/such as accessing emails, editing work

documents, accessing company information etc.

Desktop PC

Laptop

Smartphone

Tablet

Other [please state]:

0000

Is this device:

QO Company-owned
O Personally-owned

What is the operating system for this device?

Microsoft Windows
Mac OS X

Linux

i0S

Android

Other [please state]:

CO000O0
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8.13 | APPENDIX M: PERCEIVED SUSCEPTIBILITY AND SEVERITY ITEMS

Please answer the following questions using a gagoale of Strongly Disagree to Strongly

Agree

Perceived Susceptibility Strongly | Disagree| Neither Agree | Agree | Strongly
Disagree nor Disagree Agree

My work dgwce is at_rlsk of o o o o o
becoming infected with malware
I am unI|I_<er to mfect_ my work o o o o o
device with malware in the future
My chances of infecting my work
device with malware in the future ar O] O O] O O]
high
Itis I|kely that my work device will o o o o o
become infected with malware

Perceived Severity ’ Strongly | Disagree| Neither Agree| Agree | Strongly

Disagree nor Disagree Agree

If my work device were infected by
malware...
...the consequences would be severt

...the consequences would be seriou

...the consequences would be
significant

...it would run significantly slower

network could be severely disrupted
... could be severely disciplined

O

O

O

... my organisation’s computer o)
O

...l would be seriously embarrassed O
O

©c 00 0O 0 O ©

...my personal information and data
could be severely at risk

...it could significantly reduce my
productivity

...there would severe complications
for my organisation's service o o o o o
users/customers

@)
(@)
@)
@)
@)

...it could lead to my organisation
having severely dissatisfied service O o O O O
users/customers

...there could be severe consequenc
to company data and files

...the organisation's image could be
seriously damaged
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8.14 | APPENDIX N: SECURITY RESPONSIBILITY ITEMS

The following question is about your opinions onoifresponsible for certain activities in the
workplace. Using the slider below and for eachestant please indicate whose responsibility
you feel it is to undertake the activity with airaf scale from 1 to 5. Scores closer to 1 indicate
your company's responsibility whereas scores cltsérindicate your responsibility

My company's
responsibility . . My responsibility

1 2 3 4 5

To protect
technology that | use
for work from
malware

To install operating
system updates on
my work device

To avoid URL links
in suspicious emails

To protect the
information that |
work with from
malware

To scan the devices
| use for malware

To install anti-
malware software on
devices | use for
waork

To protect the
organisation from
security threats

To scan USB sticks
for malware
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8.15 | APPENDIX O: PAST EXPERIENCE ITEMS
Please indicate whether or not you have ever egpeed any of the following situations at
HOME on your personally-owned devices (e.g. PCtdppmobile phone, tablet).

Yes No I don't Not

know Applicable

My personal device has been infected by malicious software

: : O O O o
viruses, Trojans, worms)

My financial information has been stolen from my computer | O o o o
My personal account (e.g. email, social media) has been use o o o o

someone without my permission
My device resources (computer, internet, software, hardware|

have been inaccessible/unusable because of computer securr O O O O]
problems

| have been tricked into giving away my personal information o o o o
online

Files on my personal device have been lost due to security o o o o
problems

Please indicate whether or not you have ever eapeeid any of the following situations at
WORK on your company-owned devices (e.g. PC, laptagbile phone, tablet).

Yes | No | Idon't Not
know Applicable

My work device has been infected by malicious software (e.qg.

: . O |0 O O
viruses, trojans, worms)
Information has been stolen from my work device O |0 O o
My work account (e.g. email, computer logins) has been used |

) I O | O o o

someone without my permission
My work device resources (computer, internet, software, hardw
have been inaccessible/unusable because of computer securitf O | O o o
problems
| have been tricked into giving away information about work @n| O | O O O]
Files on my work device have been lost due to security problerr O | O O O]
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8.16 | APPENDIX P: RESPONSE EFFICACY ITEMS

<Security behaviour> (Using the anti-malware softavto scan suspect USB sticks for
malware/ Installing software updates on my workicdeA/Not clicking on URL links in
suspicious emails)..

Strongly | Disagree| Neither Agree| Agree | Strongly

Disagree nor Disagree Agree

...Is effective in preventing problems fc

my organisation’s service o o o o @)
users/customers

...works in preventing malware o o o o o
...reduces the likelihood of getting o o o o o
malware

...wc_)rks in ensurm_g_that my work_ o o o o o
device runs as efficiently as possible

...works in securing my organisation's o o o o o)

data and files

...1s effective in ensuring that I don’t get
embarrassed due to infecting my work o O Q Q Q
device with malware

...Is effective in protecting the
organisation’s network from the o O] o o o
spreading of malware

...reduces the likelihood of my

productivity getting affected by o O O O Q
malware

...reduces my chances of being o o o o o
disciplined

...works in protecting the reputation of o o o o o
my organisation

...Is effective in preventing malware o O] o o o
...reduces the likelihood of dissatisfied

service users/customers for my o O o Q Q
organisation

...Is effective in protecting my persona o o o o o

information and data

8.17 | APPENDIX Q: SELF-EFFICACY ITEMS

For the following questions, please indicate thieeixto which you agree with the statements
using a rating scale from strongly disagree torgjtpagree

Strongly | Disagree| Neither Agree | Agree | Strongly
Disagree nor Disagree Agree
| am discouraged fromsecurity
behaviour>because | feel unable to o o o o o
do so
| feel confident in my ability to o o o o o
<security behaviour>
It would not be difficult for me to o o o o o
<security behaviour>
<security behaviourwould be easy o o o o o
for me
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8.18 | APPENDIX R: RESPONSE COSTS ITEMS
Using the antimalware software to scan suspect USB sticks for malware...

Strongly | Disagree| Neither Agree | Agree | Strongly

Disagree nor Disagree Agree
...would slow my work device dowr o o o o o
...would reduce my productivity O] O] O] O] O
...can lead to non-malicious files
being identified as infected with O] O] O] O] o
malware
...would be time consuming o o o o O
...could lead to important files bein o o o o o
destroyed
...would require considerable effort O] O] O] O O
._..wou!d have a considerable o o o o o
financial cost for me

Installing software updates on my work device...
’ Strongly | Disagree| Neither Agree | Agree | Strongly

Disagree nor Disagree Agree

...could lead to important files bein o o o o o
destroyed

...would reduce my productivity Q Q @] @] o
...would slow my work device dowi o o o o O
...could lead to a less reliable or

'buggy’ software version being o o O] @] Q
installed

...would require considerable effor o o o o o
...would be time consuming o o o o o

Not clicking on URL links in suspicious emails...

Strongly Disagree| Neither Agree nor | Agree Strongly
Disagree Agree

Disagree

...would require

considerable effort Q Q Q Q Q
...would' rfeduce my o o o o o
productivity

...Wpuld slow my work o o o o o
device down

...would be time consumin O] O O] O O
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8.19 | APPENDIX S: PROTECTION MOTIVATION ITEMS

‘ Strongly | Disagree| Neither Agree | Agree | Strongly

Disagree nor Disagree Agree

Email security
| intend to not click on URL links in o Q Q @) Q
suspicious emails

If | receive a suspicious email, | will

not click on the URL links O Q Q Q O
| plan to not click on URL links in

suspicious emails o o o ) o)
SU security

| intend to install software updates o

my work device as soon as | am Q Q Q Q @]

prompted to do so

If | was prompted to install software
updates on my work device, | would O O O O O]
doit immediately

| plan to install software updates on
my work device as soon as | am

prompted to do so Q Q Q Q Q
AMS security o o o o o
| intend to use the anti-malware

software to scan suspect USB sticks o o o o o
for malware

If I had a suspect USB stick, | would
scan it for malware using the anti- o o o O @]
malware software

| plan to use the anti-malware
software to scan suspect USB sticks o o o o o
for malware

8.20 | APPENDIX T: IMPLICIT SECURITY TASK
Site Cookies

This cookie stores basic user
information on your computer,
potentially improving the
browsing experience and helping
us deliver more relevant
information to you

Do you want to use this option?

ACCEPT DON'T ACCEPT
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8.21 | APPENDIX U: INSTRUCTIONS
SOFTWARE UPDATES SECTION

The following section is about software updates. Your operating system (e.g. windows,
mac) may from time to time prompt you to install updates and this section is about your
thoughts about these updates. These may appear on your device like this:

Softwar: Update Windaws Updte
Software updates are available for your computer.
cm 00 YO Wase 5o/ Ieth theen? ' Dowrdoad and install updates for your cormpater
St You can contnue 1o yse your computer durng the installston
You Son't 00cd (e restad itwhion the insrallation is compista. o Sue e sl 19 Impottant updates sabected, 351 WS

Notr

T o
Fovrd e e lanesssiulaicaliain

A
20576 5AS

? Show Details  NotNow | [Cinstall |

Viindows can't update mpostant files and services while the T 00w onib imgromemerte a1d g et
sysen is wtieg them. Make sure 1o save your files befare
Ry Leam More >
Remind mein 10 minutes -l
Downdoad and install

ANTI-MALWARE SOFTWARE & USB STICKS SECTION

KEY TERMS

Anti-malware software is security software such as an anti-virus which detects malicious
software installed on your device. The pictures below represent examples of anti-malware
software

a . a

A

|

Device is peotected >

Scan in progress... >

USB sticks also known as pen drives and flash drives are a form of removable
N

media that allow you to store information and data

Suspect USB sticks - Here we are referring to USB sticks that you suspect of containing
malware. For example, this may be due to the USB stick being used in someone else's
machine, you may have been given it by a third party, found it or sent to you by an
advertiser.
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EMAIL USAGE SECTION

The following section is about using your work email and the security of the information you
send and receive. Below are two examples of 'suspicious emails' that you may receive on
your personal and work emails.

W BARCLAYS

Dear Valued Customer,

For your security. Barclays Bank has safeguard your account when there is a possibility that
someone other than you is attempting to Access your account from an unidentified location. You
now need to verify your Identity.

To verify your identity, kindly follow the reference below and instantly re-activate your account.

https://bank.barclays.co.uk/olb/authiverification/

Thank you for helping us to protect you.

Security Advisor
Barclays Bank PLC .

HM Revenue
&Customs

Dear

We have detecled that you have paid too much tax in the past, dug 1o an official error, Therefore HMRC
applied ESC B41 to issue a repayment for tax years which are now out of date under the strict statute.
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8.22 | APPENDIX V: INTERCORRELATIONS BETWEEN VARIABLES

Variable
WISA Privacy(1) -
WISA Consequence®) .086
WISA Worth (3) 314 | 3410
WISA Low proximity (4) .079 .126** .166**
WISA High proximity (5) -.176* .205** -.249% .183*
Perceived susceptibilit6) -.070 211+ -.218* 021 .193**
PS Organisationdl7) .180** .151% .106* .153* .004 .074
Ps consequencéd) .160** .078 .128** .084 -.044 .074 .480%*
Ps personal9) .141% .092 .053 .056 -.062 -.085 .506** .376%
Ps Productivity(10) .054 -.048 .126* alefejad -.098* i liked .302* 271+ .180**
OCB(11) .046 -.081 .154* .230%* .061 .031 .163* .125% .110* 121
Zezr)so”a' security experienc) 5, -.042 016 007 | .38 | -o016 038 | -o028 | 009 | -108* | -o040
Work security experiendd.3) -.016 .036 -119* -.075 17 .000 -.038 -.068 -.039 -.129* = A7 .302%*
Psych ownership Data(14) .054 -.042 .056 -.037 -.026 .013 -.187* .035 -.033 .057 132% -.032 -.039
Psych ownership Tech(15) .028 -.028 .008 .078 .038 .041 -141% -.010 -.106* .053 .189** .012 .043 .656**
Responsibility(16) .063 -.014 .046 .031 .030 .042 -.206** -.085 .025 -.101* .089 .027 -.047 .286** ES5ie
Self-efficacy (AMS)(17) .014 -.180** gy .116* -.049 = dliefe= -.098 -.027 .027 .012 .095 -.040 -.118* .094 167 .288**
Response efficacy (AMS)L8) Al -.059 .075 .055 -117* -.090 .134% .149* BIOCE .156** -.009 -.209** -.064 JA17* .068 .067 .282**
Response costs (AM$).9) -.029 .270% -.182* -.011 .291% .150** .040 .082 .048 -.095 .064 .016 .065 -.053 .010 -.096 -.303** -.186**
Self-efficacy (ES)20) .069 -.213* 272% .109* -.212% =233 .067 .097 .078 .168** .017 -.028 -.086 .005 -.118* .012 .209** .138* -.185"*
Response efficacy (E$21) .208** -.003 211 .081 -.116* -.142% .205** 143 .181* .251% 141% -.146* -.106* .062 .022 -.008 .159** .506** -.115% .360**
Response costs (E®?2) -.120* .294* =205 -.058 .250%* .254* -.022 -.029 .031 ~ 119 -.079 .041 .051 -.050 .046 -.003 e -.081 .299** -.576" -.300**
Self-efficacy (SUX23) -.074 -.150** .088 .058 -.054 = A1177 = gk -.091 -.090 .022 .039 -.021 .015 .125% .183** .245* 463** 191 -.148* 121 .085 -.169**
Response costs (S(B4) .102* .145** -.050 -.021 .092 143 .185* 17 .068 .096* .008 -.023 -.025 =77 -.067 -.121* -.264** -.061 .389** -.098 .017 .234* -.398**
Response efficacy (SU25) .020 .022 .040 -.019 -.115* -.057 .135% -.002 .092 .087 .105* -.135"* -.039 .050 .055 .083 .209** .459** -.183* .070 .255** -.042 .182** -.294**
AMS intention (26) .030 -.022 .133* 124 -.048 -.070 -.050 -.050 .003 .018 .053 -.009 -.087 .095 161 .316%* .545** .326** -.348* BIS55 .165** -.065 .254%* -.216** 287
SU intention(27) .012 .000 .049 .052 -.020 .084 -.019 .029 -.024 .069 .083 -.058 -.052 77 RIS 231 .204* 170 -.214* .015 .029 .047 .256** -.360** .398** 337
ES intention(28) .083 = il7ei= .254* .026 -.206** B2550 .031 .100* .033 157 .061 -.069 -.143* .068 -.058 .016 .166** .109 - 174 .665** .335%* -.520** 114 -.086 .024 .146* -.009
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8.23 | APPENDIX W : RESPONSE EFFICACY PAIRWISE COMPARISONS

Table 52 showing mean differences for response efficacy items for all behaviours and p values
resulting from Bonferroni corrected repeated measures t tests

Response efficacy item Mean Difference
...Is effective in preventing problems AMS  SU 408"
for my organisation’s service ES -283"
users/customers SE AMS _408™
ES -.691"
ES AMS 283"
SuU 6917
...works in preventing malware AMS  SU 469"
ES -.328"
SE AMS -.469”
ES 797"
ES AMS 328"
su 797"
...reduces the likelihood of getting AMS  SU 4027
malware ES 277"
SE AMS -.402"
ES -.678"
ES AMS 277"
su 678"
...works in ensuring that my work AMS SuU .051
device runs as efficiently as possible ES -373"
SE AMS -.051
ES -.424"
ES AMS 3737
su 424"
...works in securing my organisation' AMS ~ SU 318"
data and files ES -338"
SE AMS -.318"
ES -.656
ES AMS .338"
su 656"
...Is effective in ensuring that I don’t AMS SU 3287
get embarrassed due to infecting my ES - 550"
work device with malware SE AMS _328™
ES -.878"
ES AMS 550"
...is effective in protecting the AMS  SU 280"
organisation’s network from the ES -223"
spreading of malware SE AMS _28G™

248



Response efficacy item Mean Difference

FEE

ES -.502
ES AMS 222"
Su 502"
...reduces the likelihood of my AMS  SU 347"
productivity getting affected by ES -325
malware SE  AMS  -347"
ES -672"
ES AMS 325"
Su 672"
...reduces my chances of being AMS  SU 383"
disciplined ES -.19€"
SE AMS -.383"
ES -579"
ES AMS 196
SuU 579"
...works in protecting the reputation ¢ AMS ~ SU 206
my organisation ES -267"
SE AMS -.206"
ES -473"
ES AMS 267"
su 473"
...Is effective in preventing malware AMS  SU 415"
ES -.344"
SE AMS -415"
ES -759"
ES AMS 344"
su 759"
...reduces the likelihood of dissatisfie AMS ~ SU 264"
service users/customers for my ES -228™
organisation SE AMS 264"
ES -.492"
ES AMS 228"
su 497"
...Is effective in protecting my AMS  SU 280"
personal information and data ES _473"
SE AMS -.280"
ES - 752"
ES AMS 473"
suU 752"

*p<.05; **p<.01, **p<.001
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8.24 | APPENDIX X: RESPONSE COSTS PAIRWISE COMPARISONS

Table 53 showing AMS security mean differences for response cost rating for all items and plues
resulting from Bonferroni corrected repeated measures t tests

1 2 3 4 5 6 7
(2)...would slow my work device down - 14 36T .228** -194*  -309%*  -.630%*
(2)...would reduce my productivity - 503+ 370+ -.052 -167*  -.488%
(3)...can lead to non-malicious files bein ) 2133 556 -G70M*  -.90p
identified as infected with malware ' ' ' '
(4)..would be time consuming - S A23% B3Pk gL
(5)...could lead to important files being ) 114 435
destroyed
(6)...would require considerable effort - -.3210
(7)...would have a considerable financial co
for me

*p<.05; *p<.01, **p<.001

Table 54 showing SE security mean differences for response cost rating for all items apdvalues
resulting from Bonferroni corrected repeated measures t tests

1 2 3 4 5 6
(1)...could lead to important files being destroyed - -0.078  -159*  -.422% 0.092  -.332%
(2)...would reduce my productivity - -0.081  -.344% 0.171  -.254%
(3)..would slow my work device down - -263** 2810 173
(4)...could lead to a less reliable or 'buggy' softw. - 514w 0.09
version being installed
(5)...would require considerable effort - - 424%%

(6)...would be time consuming

*p<.05; *p<.01, **p<.001

Table 55 showing ES security mean differences for response cost rating for all items apdvalues
resulting from Bonferroni corrected repeated measures t tests

1 2 3 4
(2)... would require N
considerable effort ~1078 ~131 ~061
(2)... would reduce my 023 047
productivity ' '
(3)..would slow my work ) 070
device down ’

(4)... would be time consuming

*p<.05; *p<.01, **p<.001
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8.25 | APPENDIX Y: MOTIVATIONAL INTERVENTION MATERIALS

WELCOME TO THE COMPUTER HUB

The aim of this hub is to provide you with
information so that you can protect yourself
and your information when using your
computer and the internet.
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COMPUTER SECURLTY

The personal information that is stored on our
computers, mobile phones, tablets etc. is vulnerable to
the many cyber criminals that wish to source, collect and
use our information for financial gain.

The likelihood of a breach to our personal

information is extremely high. In 2013

alone, Symantec reports that over 552 million identities
were breached putting users' information directly into
the hands of cyber criminals. This included their credit
card data, birth dates, email addresses, passwords and
medical records amongst other highly sensitive personal
data.

Cyber criminals use a number of techniques to attempt
to access our computers and information which often
involve deceptive tactics to gain access without our
knowledge. One particular tool at their disposal is
Malware which will be the focus of the session today and
in particular, how attackers use emails to try and get
malware onto your computer.




This operating system is locked due to the violation of the federal laws of
the United States of America! (Article 1, Section 8, Clause 8; Article 202;
Article 210 of the Criminal Code of U.S.A. provides for a deprivation of
liberty for four to twelve years.)

Following violations were detected:

Your IP address was used to visit websites containing pornography, child
pornography, zoophilia and child abuse. Your computer also contains
video files with pornographic content, elements of violence and child
pornography! Spam-messages with terrorist motives were also sent from
your computer.

This computer lock is aimed to stop your illegal activity.

You have 72 hours to pay the fine, otherwise you will be arrested.

You must pay the fine through MoneyPak:

To pay the fine, you should enter the digits resulting code, which is
located on the back of your Moneypak, in the payment form and press
OK (if you have several codes, enter them one after the other and press
OK).

If an error occurs, send the codes to address
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[MAGINE RECETVING THAT MESSAGE ON YOUR WORK COMPUTER

— You are ordered to pay a fine as your computer
has been locked by the FBI and your computer
files are held at ransom

— There is no way to access your files again, even if
you pay the fine

— Of course, this software is not really the FBI but
hackers who have installed the software on your
computer and locked away your files

— This is known as ransomware; a nasty type of
malware



MALWARE - WHAT TS T1]

Malware is short for "malicious software" and is any kind of unwanted software that is installed
onto your device without your adequate consent. Below are examples of Malware and what they
can do to your computer:

* Viruses - alter the way your computer operates and replicates itself
across your computer and any other computers on the same network
“infecting” everything. Akin to a biological virus that makes you sick,
they are persistent and keep you from functioning normally and are
difficult to get rid of. Computer viruses slow your computer down,
access your private information, spam your contacts, monitor your
online behaviour and corrupt your data.

* Trojans — pretend to be real programs but trick you into loading the
Trojan onto your computer. Once on your system it can execute a
number of actions such as starting annoying pop-up windows to
damage such as deleting and stealing files. Trojans also create
backdoor access to give hackers access to your system.

* Ransomware - are a specific form of malware that holds your PC or
files to ransom. The FBI ransom (as shown on the previous slide) is an
example of this malware.

* Keyloggers — logs the keys struck on your keyboard without your
knowledge. This allows hackers to steal your passwords and other
confidential information.

HOW DOES MALWARE GET ONTO MY COMPUTER?

There are many ways malware can get onto your computer,
however today we will focus on “phishing emails” or “malicious
spam”. You will be familiar with getting these emails. They look real
but are trying to trick you into giving away your personal
information or tricking you into downloading malware.

* Malware can be hidden in these emails in two ways:

1. In the links within the email — clicking on them takes you to
websites where the malware will be downloaded simply by
visiting the website

2. Hidden in attachments in the email — downloading and
opening the file is enough for it to infect your machine
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AMIATRISK? SECURTTY BREACH TSSUES AT WORK

Employees are a major cause of security breaches in organisations. = situations on your work computer before:

Organisations regularly experience security breaches, for example 81% of _ ;
large organisations and 60% of small organisations experienced a security Your work computer infected by malware

breach in the last year (Price Waterhouse Coopers, 2014). — Information stolen from your work computer

Employees account for a large proportion of these breaches due to their _ : :

insecure behaviour which includes clicking on links in suspicious emails. If Your work a_ccount (e.g. ema!l' FompUter logins) used by
you are clicking on links in emails without checking the email is genuine someone without your permission

first, then you are leaving your work computer open to be exploited by _ :

malware and you will help contribute to these high statistics. _Your cor_anter reSOLIJrces (internet, software, har(_jware)
In November 2014, 55% of all email sent were phishing emails and 41% of inaccessible/unusable because of computer security
these contained malware links (Symantec). These statistics demonstrate the problems

likelihood that YOU will receive malicious phishing emails, it is therefore ; ; 47 ; ; .
important to check that all emails you receive are genuine before clicking on — Tricked into giving away information about work online
links and downloading attachments. — Files on your work device lost due to security problems

Its important to remember these experiences and that by engaging in security behaviours
will significantly reduce the chance of these happening again
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INSPECT THE EMATL CONTENT - WATCH OUT FOR EMOTIONS

Attackers use emotional triggers to get you to react quickly

ce
/K—\_\ Subject Unpaid Beneficiary: S20million s ready 1o be paid N
3 3 N \ < % The National Central Bureau of Interpol enhanced by the United Nations and Federal Bureau of N
1 ¢ ! = Investigation have successfully passed a mandate to the current president of Ghana his Excellency
3 e 4 1 . s = = President John Dramani Mahama to boost the exercise of dearing all foreign debts owed after the
4 1 1 sudden death of our late president Atta Mills to you and other individuals and organizations who
have been found not to have receive their Contract Sum, Lottery/Gambling, Inheritance and the
/ likes.
7
>

3 4 &\ &\
M A ! W A R i P H ‘S« H ‘ M ( &/ To effect the release of your fund valued at $20million dollars you are advised to contact the
A 3 4 % ] director of payment and delivery officer Mr.Kwame Neison with the information below email:
: \ — . "
‘, 4 : 8 P.h|Sh""‘g emalls qﬂen prc')vlde a Get Free £500 ASDA Voucher Now.
14 ! ; financial reward if you click on a ol

link or provide your information.
Emails which suggest that you
have won something or are

eligible for a refund should raise Bl i
In this section, we will be outlining simple steps that you can take to alarm belis:

help protect yourself and your company from malware

Dear

Please find artached 3 copy of our remiEzance advice, which will Reach your bank account on 11/07/2015

Remember. If an email offers
something that seems too good o
to be true, it probably is.

Angha Enginesting Solutions 114

el 01463 843445
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INSPECT THE EMATL CONTENT - WATCH OUT FOR EMOTIONS

Attackers use emotional triggers to get you to react quickly

(GREED

Phishing emails often provide a
financial reward if you click on a

link or provide your information.

Emails which suggest that you
have won something or are
eligible for a refund should raise
alarm bells.

Remember. If an email offers
something that seems too good
to be true, it probably is.

ce
Subject: Unpaid Beneficiary: $20million is ready to be paid

The National Central Bureau of Interpol enhanced by the United Nations and Federal Bureau of

have passed date to the current president of Ghana his Exceliency
President John Dramani Mahama to boost the exercise of clearing all foreign debts owed after the
sudden death of our late president Atta Mills to you and other individuals and organizations who
have been found not to have receive their Contract Sum, Lottery/Gambling, Inheritance and the
lkes.

To effect the release of your fund valued at $20million dollars you are advised to contact the
director of payment and delivery officer Mr.Kwame Neison with the information below email:

nmr.kwame @yahoo.com.hk

Get Free £500 ASDA Voucher Now.

(426 Lef)
3amlak.org

Claim your Free £500 ASDA Voucher this

Christmas. Offer still open!.
# G 1D_5048110.ssx (35 Kk8)
Dear

We are making 3 payment 1o you.

Please find attached 3 copy of Our remittance advice, which wil reach your bank account on 11/07/2015.

#you have a0y question s using s beiow

¥ind regards
e Fioyd
Argha Engneering Sokutions Lt

el 01469 B45446
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Attackers want to fluster you into
clicking on a link, responding to an
email or downloading an attachment
by creating a sense of urgency

If there is a strict deadline in the email,
then be suspicious. For example, “if
you do not take these additional steps
to keep your account safe then your
account will be deactivated in 5 days”

RE: Northumbria.ac.uk Admin Mailbox Cleanup

Dear Mailbox User

Due to the strengthening our security system and improving your mailing
experience, We have detected your mail settings are out of date. We want to
upgrade all outlook mail boxes. To Complete this procedure, kindly Click Here
to upgrade your account to the latest Outiook Web Apps 2015, login to the
Microsoft Exchange outlook admin system and automatically upgrade your
mailbox by filling out the requirements correctly.

If your mailbax is not updated today, Your account will be inactive and cannot
send or receive messages in less than 24 hours.

Sincerely,

ITS Service Desk

©2015 Microsoft outlook. All rights reserved.

Dear Apple Customer,

Your Apple ID, was just used to download iRemoteDesktop from the App Store on
2 computer or device that had not previously been associated with that Apple ID.

If these changes were made in error, or if you believe an unauthorised person
accessed your account, we recommend 1o visit the link below to reset your
password and verify that you are the legitimate account holder.

Veri >

If you do not take these additional steps to keep your account safe then your
account will be deactivated in 5 days.

Regards,
Apple



Attackers know and exploit the fact
that people are naturally curious.
They will try to persuade you to
download an attachment or click
on a link to something that is
exciting or intrigues us.

Example. If the email is suggesting
that someone is trying to share you
photos or files to entice you to
looking at them

s X QRge

MESSAGE

-+ 3 MakUnead ® Q

Categorize * n-
8- Delete Reply Reply Forward oy Move g‘h B categ Transiate Zoom
Al = = P follow Up~ <
Detete Respond Vove Tags 5 paaeg  Zoom

from: T-mobile <derekfb7@jaywire.org>

Sent: 10 April 2015 12:05

To: Lisa Thompson

Subject: T-Mobile MMS Service

@ . T-Mobile_voice_835FABB73A60667C78FA.2ip (67 KB)

This e-mail contains a voice message.
Download and listen to message in attached file.

Sender:
Mobile: +44702%"*=**
Passcode: DBE480971B28

Subject: Look at this picture | took last night

16 take more which are upioaded here

hitp://mad3tech.go/wp-includes/dox. ph
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Scaring people into acting is a common
tactic used in phishing emails.

Emails that threaten you with negative
consequences or punishment should
always be treated with caution. For
example, suspending your account or
suggesting you may get fined

(<3

Dear Lisa Thompson,

We have been sent a sample of your blood analysis for further research.
During the complete blood count (CBC) we have revealed that white bloody cells is very
Tow, and unfortunately we have suspicion of u cancer.

E—
=
e

We suggest you print out your CBC test results and interpretations in the attachment
and visit your family doctor as soon as possible,

Subject: Latest Update - Tesco Bank Security Centre

Dear Customer,

We recently reviewed your accounts, and noticed irregular activitics we would like to further verif
However, access o your accounts has been blocked due to possible errors detected.

You are requested to follow one simple step in order to restore

your online access and to review your statements.

@?\7 htto//new.indicana.com/i ntm

Subject:  SECURE TRUST BANK PLC has issued the caim against you and passed for consideration to HM Courts [DK6394\

- Message | || Wamning.td (592 8)

to HM Courts [DK6394WTC]

SECURE TRUST BANK PLC,

Phillip Buckley

SECURE TRUST BANK PLC has issued the claim against you and passed for consideration ? u'



\
\

@@P SMALLTHINGS T0 LODK OUT FOR D ALWAYS LODK AT THE FOLLOWING

**Not addressed to you** == )
F P £ 2 From: Apple iTunes <orders@tunes.co.uk>
Emails that say “dear customer” or do not have your name in the body Sent: 1€ April 2015 16:34

of the text should make you concerned that the email is not genuine SENDER ADDRESS To: Lisa Thompson
Subject: Your receipt No.111034281212

Email signatures
A lack ofemail signature or an overly ger ® \\‘\“% ‘that Look closely at the email address - here, it looks real but upon inspection the address only says
something is wrong \\\S 6 “tunes” and not iTunes. Be careful though, attackers know how to work email clients so that the

‘ed 9 e‘e email will say it is coming from an official web address — this is called “email spoofing” and it is
Email tone - "\C3 " 0“ surprisingly easy for attackers to do. For example, the email below is the real email address for Netflix
If the em-~ \\\5 ‘ \S vlleague. Consider but attackers have spoofed the email so that it appears to be coming from them but in fact it is not.
£ 509 “e and colleagues talk so if it i

\\a _. ror them, be suspicious of the rest of From: NETFLIX <secure @netflix.co.uk>

wore

A \N\\\ Sent: 10 April 2015 12:48
>
e ~ad grammar

. you looked at a phishing email from 5 years ago, it would have been
riddled with spelling and grammar mistakes. Attackers are a lot more . . .
s s B : . We will now focus on the two main ways you can get malware from emails
sophisticated but it is still worth checking as it can be a sign that the )
email isnotgentine and how to avoid them
1. Downloading and opening attachments
2. Clicking on suspicious URLS

Logos and look
Poor quality logos or lack of logos can often be a sign that it is fake
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WHAT ARE THE BENEFTTS!

Not clicking on links and not downloading attachments in suspicious emails is
very important. You may feel that it requires more effort and time, and may
affect your productivity and device efficiency.

However, it only takes a few more seconds to check the email is genuine before
clicking or downloading. You will be reassured that you are reducing the
likelihood of getting malware by doing so.

Being cautious with links and attachments in emails is a very important and
effective way to prevent malware getting onto your work computer. This will
protect your own personal information and data, reduce the likelihood of your
productivity getting affected by malware and ensuring you don’t get
embarrassed for infecting your work device with malware.

Finally, by being cautious with links and attachments in emails will help secure
your organisation's data and files, prevent problems for your organisations
service users/customers and protect the company’s network from the spreading
of malware.
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EMATL ATTACHMENTS

As a basic rule, never open any attachment to an email,
unless you are expecting it

Attackers can hide malware in all common file types that you are likely
to come into contact with at work including doc, pdfs, zip, xIs

L
V-

N
O

Simply downloading and opening the file is enough for the malware
to infect your computer

ik

Always check that the email is genuine,
before downloading an attachment



DETECTING A FAKE WEB LTNK — HOW TO KNOW TT°S REAL
LINKS

* You will regularly receive emails that contain links to websites
so its very easy to just click on links without checking them

Attackers want their web links to look as real as possible so will make subtle changes
to deceive people. Here we will teach you about checking the domain of the link to
make sure it is legit

first The “domain name” is the website which you want visit and can be difficult to identify
. Always check email links before clicking on links as websites have many pages, however the simple rule below will help
you find it.
Domain Name Domain name is key - always look

for the first “/” after “https://” -
this is the domain name and what
you need to look out for

i
£ "https://mail.google.col 1/u/0/?shva=1#inb
ps:/ il.goog ail/u/0/?shva inbox

HOVER OVER THE LINK

Attackers will often mask web links. If you hover over a link without clicking on it, the actual

web link will appear. For example, both these web links link to a fake Facebook website,

but you wouldn’t know that without hovering (Give it a try!): I Most important bits to look at I
Click here
http://www.facebook.com/
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HERE ARE SOME EXAMPLES TEST

J https://www!facebook.com ibrown/friends S:;L;)iggxl;b:}ite: ¢ Click on the link below for a test' can you
identify which of these web links are fake and

jbrown/ Fake website: which ones are real?
Hyjjhlg.com

x http://www.facebook.com hyjjjhlg. com
friends

http://www.faceday.com/www.facebookicom/ Fake website: = .

w5 pghp? P S it * https://nupsych.qualtrics.com/SE/?
SID=SV 6P5Vfetv8pn0BsF

Remember.

To find domain name. Always look for the first “/” after “http://”, the domain name

is before it/

https:// - sometimes web addresses start with http://, the addition of “s”
indicates that the website is secure and you should check this when making a financial
transaction

261



USE A LTNK SCANNER

If you are unsure whether the link is safe, don’t worry. You can use a link scanner which
will check if it safe by searching many anti-virus databases and let you know if it is unsafe.
If you need to check a link, simply right click on the link and click on “copy hyperlink”, then
just paste it into the URL scanner website

—
'1 total Virustotal.com is free link scanner

VirusTotal is a free service that analyzes suspicious files and URLs and facilitates
the quick detection of viruses, worms, trojans, and all kinds of malware.
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DANGERS OF SHORT LINKS

Short links and tiny URLs are shortened URLs (such as TinyURL, bit.ly) that allow users
to take a link that is too long to fit in the confines of a twitter post and generates a short
link that redirects you to the actual longer URL the user is linking to

For example, the link below
https://www.sophos.com/en-us/security-news-trends/best-practices/
phishing.aspx

would be shortened to the following:
http://tinyurl.com/pwm2yp3

The new link looks nothing like the original link {(even when hovering over it) so attackers use
these services to trick users into visiting malicious websites. The use of this trick is seen more
and more in phishing emails.

Fortunately there a number of websites you can learn the hidden path without visiting
it.

- ti n \ ) Untiny.me —all you have to do is copy and paste the
il ) URL onto a website like this which will tell you the

| Extract true web address. Phew!
R




RECAP

Always check emails are genuine BEFORE
clicking on attachments and links

Remember that malware can embedded in
most file types in attachments

Check the domain on email links before
clicking

Un-shorten links that have been shortened
Use a link scanner if you are uncertain
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8.26 | APPENDIX Z: VOLITIONAL HELP SHEET

Participant Number:

Employees are more successful at checking if emails are genuine before clicking on links if they identify situations in
which they are tempted to not do so and pick strategies to overcome these situations. We would like you to do this
now. From the list, select up to 4 “tempting situations” (choose the ones in which you know you have the most
difficulty when it comes to checking whether emails are genuine). Then use the list of “strategies” to decide what you
will do to resist the tempting situation in the future. It is important that you make a link between the tempting
situations and the strategies that you select: Draw a line to link each tempting situation that you choose {on the left)
with one strategy (on the right). You may choose the same strategy or different strategies to deal with the tempting

situations that you select.

‘Tempting situations’

If | am tempted to click on a link in an
email without checking its genuine...

when | am interested in what is on the link

when a colleague tells me to click on it

when it would disturb my work flow

when | have just started the working day

when the email is from a colleague

when | am busy

when the email is urgent

when | might suffer negative
consequences if | don’t click on it

when it’s not labelled as spam by my email
client

when | have got lots of emails to get
through

when the email link looks real

when the email address from the sender
looks real

when it has been addressed to me
personally

when it’s from a well-known company

when it would require too much effort

when | don’t have enough time

when the email is from somebody that |
trust

when | need to as part of my job

when the email message highlights a
security issue

when there is a financial reward for
clicking
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‘Strategies’

Then 1 will...

Remind myself that | am not saving much time by not
checking if its real

Seek out more information (e.g. from colleagues, IT, the
internet) about the email

Remember that not checking email authenticity contradicts
the view | have of myself as a responsible person

Remember that when | have not checked whether the email
is real, | will become concerned about my computer security

Tell myself that | am capable of checking whether emails are
genuine

Remind myself that | have a commitment to my organisation
to protect its data

Rather than viewing checking emails as simply ancther rule
to follow, | will see it as my opportunity to help protect data

Make a concerted effort to ignore the urge/pressure to not
check emails

Try to avoid putting myself in that situation again in the
future

Try to control my impulses to click on links without checking
if they are real first

Remind myself that | will have a more efficient and secure
computer

Seek advice from others (e.g. colleagues, IT, those more
experienced in computers) about how to avoid such
situations in the future

Remind myself that people in my organisation will be
supportive of me checking emails before clicking on links

Think about the embarrassment | will suffer if | cause a
security breach at work

Think about how irritated | will be if my computer is
unusable due to malware

Think about how if | check whether emails are genuine, it
will prevent me from becoming a burden to my
organisation/ IT department

Remember that | could spread malware onto my friends and
colleagues computers

Remind myself that | could get in trouble by my
organisation/management for not checking whether emails
are real

Remind myself that the government could fine my
organisation up to £500, 000 for a security breach

Tell myself that | am protecting my organisation from
malware by taking extra steps to check if the email is real




8.27 | APPENDIX AA: EXAMPLE PHISHING EMAIL
MESSAGE

G x [f‘ B> ."I-: \‘ ‘/ A [ ; 3" X Mark Unread a’w i Q
” e Le Ly ™ 5 1 Categorize - & B~
& . Delete Reply Reply Forward . Move Translate Zoom
© & . - > Followup- % *
All e
Delete Respond Move Tags Editing Zaom

From: Dropbox <no-reply@dropbox.com>
Sent: 11 April 2015 13:41

To: Lisa Thompson

Subject: Dropbox password reset

<3
B
Hi there,

Someone recently requested a password change for your
Dropbox account. If this was you, you can set a new password

Reset password
http://dropbox.magictime.fr/

@ passwordreset.htm

here:

If you don't want to change your password or didn't request
this, just ignore and delete this message.

To keep your account secure, please don't forward this email

to anyone. See our Help Center for more security tips.

Thanks!
- The Dropbox Team
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8.28 | APPENDIX BB: EXAMPLE GENUINE EMAIL
MESSAGE

i x i(—u(— _} w2 Y gﬁ- €% Mark Unread a’g_o It' Q

151 Categorize -

e _ Delete Reply Reply Forward % . Move Translate Zoom
e g . P~ > followup- 5 -
All £
Delete Respond Move Tags Editing Zoom

From: npower <npoweranline@npower.com:
Sent: 11 April 2015 13:32

To: Lisa Thompson

Subject: Your bill is available online

rnPower

Your account number: 156232258

Your statement is now ready to view

To view your statement simply log in to your online account or npower app, then click the
Bills & Payments tab.

Log in to view your statement >

W

hitp/fwww.npower.comfogin

First time viewing your statement online? 3
Pleass regster for an anlfine sccount using your account number 156232258, You'll then be able to log In
to view your latest statement.

Avoid an estimated bill. Please provide us with an actual meter reading so we can make
sure your account is up to date.

Ways to send your meter reading:

e Online via gurwebsite

& rnpower app for IPhone or Android

# Call us from a landline on - 0800 073 3000
e (Call us from a moblle on - 0330 100 3000

Lines are cpen Bam to 8pm Monday to Friday and 8am to 6pm on Saturdays.
Calis may be monitored and recorded for training and security purposes.

Calling us on a G800 number is narmally free when you call from a landline but charges may vary if
you use a mobile. Alternatively you can call us on 0330 100 3000 and It will cost you no more than
01 or 02 numbers from landlines or moblles. If you get *Inclusive minutes’ with your package, calls
ona 0330 number will be part of these.

Please don't reply to this emall

As this |s an automated emall, it's not managed. If you need more help please visit

www. npower comicustomarsernvices where you'll find infermation and be able to contact us online or by
phone,

There are a number of standards which cover levels of service expected of npower, your local
electricity distribution company and your gas transportation company, Please visit

www.npower comistandards to view the latest document detalling the standards and the companies'
performance against them.

Remember you can check your latest Terms & Conditions at any time at www noowsscomiterms

Like an overview to help you make the most of your energy supply? The Staying Connected booklets,
produced by Consumer Focus, the independent body representing energy consumers, provide
impartial advice and guldance. For more details just vislt www nocwer comifocus

npower is a registered trademark and the trading name of
Npower Morthern Limited (Registered No. 3432100} whio also act as an agent for

266



8.29 | APPENDIX CC. EMAIL SECURITY BEHAVIOUR ITEMS

In the past 7 days, | have..

...checked the sender’s email address
before opening attachments

...looked out for strong emotional tones in
emails

...un-shortened reduced URLS (e.g.
tinyURL, bit.ly) within emails before
clicking on them

...checked an email is genuine before
clicking on links from within it

...not clicked on links in suspicious emails

...checked that the website domain of links
within emails is genuine before clicking on
them

...hovered over links in emails to check if
they are genuine

...checked an email is genuine before
opening attachments

...not downloaded attachments in
suspicious emails

...checked the sender's email address
before clicking on links from within it

’ Never

©)

©)

Rarely ’ Sometimes

©)

©)

)

)

Most of
the Time

)

)

Always
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