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When immediate interactive Feedback Boosts Optimization Problem Solving: A ‘Human-in-the-

Loop’ approach for solving Capacitated Vehicle Routing Problems 

 

Abstract 

In past, feedback in problem solving was found to improve human performance and focused mainly on 

learning applications. Interactive tools supporting decision-making and general problem-solving 

processes have long being developed to assist operations but not in optimization problem solving. 

Optimization problem solving is currently addressed within Operational Research (OR) through 

computational algorithms that aim to find the best solution in a problem (e.g. routing problem). Limited 

investigation there is on how computerized interactivity and metacognitive support (e.g. feedback and 

planning) can support optimization problem solving. This paper reports on human performance on 

Capacitated Vehicle Routing Problems (CVRPs) using paper-based problems and two different versions 

of an interactive computerized tool (one version with live explanatory and directive feedback alongside 

planning (strategy) support; one version without strategy support but with live explanatory feedback). 

Results suggest that human performance did not change when people were given paper-based post-

problem feedback. On the contrary, participants’ performance improved significantly when they used 

either version of the interactive tool that facilitated both live feedback support. No differences in 

performance across the two versions were observed. Implications on current theories and design 

implications for future optimization systems are discussed.  

 

Keywords: human-in-the-loop; interactive route optimization; human performance; concurrent 

feedback; metacognition 
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1. Introduction  

Enhancing human performance in problem solving through the use of technology-oriented 

interventions has been the focus of research within the past decades. Programmed instruction aims to 

provide triggers to the solver or learner to perform and adopt a target behaviour while reinforcing it 

(Bangert-Drowns, Kuli, Kulik & Morgan, 1991). Despite the breadth and spread of different technology-

enhanced innovations to support human problem-solving, evidence for improvements in human 

performance have been scarce and inconsistent when tested in laboratory settings. For example, it was 

found that immediate feedback provision could disrupt performance and task execution (see e.g. 

Munro, Fehling & Towne, 1985; Schmidt, Young, Swinnen & Shapiro, 1989; Schooler & Anderson, 1990) 

but could also prevent accumulating error-detection skills.  Research in learning and problem solving 

have acknowledged the so-called ‘assistance dilemma’. 

According to the notion of ‘assistance dilemma’ there is a debate as to how much assistance and 

instructions individuals need to have available to complete a problem-solving task (Koedinger & Aleven, 

2007) suggesting a need to define a ‘golden threshold’ for balancing the levels and volume of 

information and assistance is being provided to users in completing a learning and problem solving task. 

Research on error-trapping and feedback provision during problem solving, on the other hand, seems to 

be inconsistent with some researchers claiming that immediate feedback when solving problems is good 

and can provide good performance (Corbett & Anderson, 2001; Kapa, 2001) and others saying the 

opposite (Schooler & Anderson, 1990; Cheshire, Ball & Lewis, 2005; Lurie & Swaminathan, 2009).  

Timing of feedback has also been found responsible for differences in human performance. For 

example, interruptive feedback (e.g. concurrent feedback) from an external source (e.g. human tutor or 

computerized tutor) during solver’s or learner’s engagement with the task seems to inhibit learning (e.g. 

Corno & Snow, 1986). Kalhuvy and Anderson (1972) proposed the interference preservation hypothesis 
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according to which concurrent (or immediate feedback) can result to interference caused by error-

flagging and the searching for correct response. As such, delayed feedback (or else known as Delay 

Retention Effect – DRE) is more favourable because errors are expected to be forgotten and not 

interfere with retention of information for the task completion. A number of studies support delayed 

feedback (e.g. Kulhavy & Anderson, 1972; Surber & Anderson, 1975) but there are a number of studies 

that oppose DRE favoring immediate feedback provision (e.g. Corbett & Anderson, 1989, 2001; Dihoff, 

Brosvic, Epstein, & Cook, 2003). Shute (2008) provides an excellent review on formative feedback issues.  

More recent studies in computerized feedback approaches focussed on investigating three major 

principles of feedback: presence of feedback, timing of feedback and content of feedback. Corbett and 

Anderson (2001), for example, tested students on computer language programming problems in 4 

different tutor feedback conditions: 1) immediate feedback and immediate error correction (force 

mechanism to correct the error immediately otherwise students were unable to proceed), 2) immediate 

error flagging (control mechanism for students for error correction – students do not have to fix the error 

immediately in order to proceed), 3) feedback on demand (control mechanism for students for error 

correction – students do not receive any feedback unless they request it) and 4) no computer tutor 

support (control group – students do not receive any ‘symbol-by-symbol’ feedback support but they do 

receive feedback at the end of the programming task on whether the program works correctly). The 

immediate error correction feedback group (that was exposed to the force mechanism) with greatest 

tutor control of problem solving yielded the most efficient learning (i.e., the first condition). Corbett and 

Anderson (2001) posited that immediate corrective feedback provided by computer systems (e.g. 

intelligent computer tutors) during problem solving resulted in faster time completion. Students in all 

the computer tutor support conditions performed equally well having more successful learning 

experience while performance was improved.  According to Corbett and Anderson (2001), the time 

when feedback is given is critical and heavily depends on the nature of the problem-solving tasks.  
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Kapa (2001) found similar results in a study with 441 teenager pupils when asked to solve 

mathematical word problems using a computerized learning environment that supported directive 

feedback during problem solving process and corrective/directive feedback at the end of problem 

solving process. What she found was that pupils’ performance was improved significantly in all 

conditions where feedback was present during the problem solving process but not when it was present 

at the end of the problem solving phase. Kapa posited that the reason why directive feedback during the 

problem solving process was more successful than corrective/directive feedback at the end of the 

process was because directive feedback allowed pupils to make connections with prior knowledge 

making the subject matter more memorable and distinctive in their cognitions. On the other hand, 

pupils that were exposed to corrective/directive feedback at the end of the problem solving process 

were asked to be more creative (e.g. search for alternative solutions), something that they may not have 

found necessary (i.e. not motivated enough) as they had already provided a solution to the problem. As 

a consequence of this ‘de-motivation’, their performance was decreased compared to the pupils with 

directive concurrent feedback.  

Azevedo and Bernard (1995) conducted an extensive meta-analytic study looking at the effects of 

computerized feedback on human performance and learning in 22 studies. They found out that the 

provision of immediate feedback is a critical factor determining computerized instruction and learning 

and constitutes and instructional advantage. Achievements and outcomes were greater for the 

experimental groups exposed to feedback compared to control groups that had no feedback provision. 

Individuals presented with computerized feedback appeared to learn better compared to those that 

received no computerized feedback. In later research Azevedo and Hadwin (2005) acknowledged the 

need for adaptive dynamic self-regulatory mechanisms that support scaffolding and planning (e.g. 

strategic and procedural scaffolds) in learning (Azevedo & Hadwin, 2005). However, more research is 

necessary to understand the levels and types of metacognitive mechanisms that can improve learning 
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and problem-solving outcomes. For example, which and what procedures and embedded tools within a 

computerized environment can aid problem solving and learning activities? Also, what metacognitive 

approaches are and when more beneficial for human performance? 

Cheshire, Ball and Lewis (2005) on the other hand, found that when they tested children’s 

performance on analogical reasoning tests across ‘feedback’, ‘no feedback’, ‘explanation and feedback’, 

‘explanation’, ‘practice’ and ‘control’ conditions, the best performances were generated when children 

were provided with ‘explanation and feedback’ or just ‘feedback’ while solving the problems (where 

feedback involved providing children with a responses as to whether their solution was correct or 

incorrect). This suggests that providing feedback at the end of the problem improved children’s’ 

performance facilitating retention while demonstrating a higher feedback value over explanation as 

feedback on its own (compared to explanation provision on its own) promoted better problem solving 

performance in children. Despite the differences found in literature in regards to the effects of time on 

feedback, it seems that presence of feedback (at the end of the process) is beneficial for both quality of 

human performance and time completion as well supporting a more metacognitive theoretical approach 

(instead of a mental representation approach) in analogical problem solving that facilitates the 

generation of strategies and higher-order thinking processes.  

Schooler and Anderson (1990) also suggested that delayed feedback -instead of timely feedback - 

gives an advantage on performance as it triggers less error-prone behaviour by encouraging participants 

to reflect upon and evaluate their own performance in finding errors; this consequently, had as a result 

to generate better performance. Similar results were also recently found in dynamic decision-making 

research (e.g. Lurie & Swaminathan, 2009). Lurie and Swaminathan (2009) found that when real-time 

feedback was increased on prior decisions, performance declined. Frequent feedback appeared to either 

distract or even facilitate fixation to recent data impairing the ability to synthesize prior information 
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adequately. It is important to note that these observations are referring to feedback that is not 

constantly visually provided to the participants throughout the problem-solving and/or learning task.  

1.1 The Value of Optimization Problem Solving – The Case of Capacitated Vehicle Routing 

Problems (CVRPs) 

Optimization problem solving constitutes a cognitive process that relates strongly to everyday 

applied tasks (e.g. finding the best and most efficient route between two locations) and has strong 

applications in the field of Operational Research (OR) and Transport Logistics (Danzig & Ramser, 1959; 

Toth & Vigo, 2002). Capacitated Vehicle Routing Problems (CVRPs – see Figure 1 for an example) is an 

optimization routing problem, where a fleet of trucks is responsible to deliver goods from a depot to a 

set of customers (under a number of constraints such as weight load allowed per truck and number of 

routes) are being utilized by Logistics and Supply Chain industries to perform deliveries CVRPs’ objective 

is to minimize the total length of the distance travelled. Use of computational algorithms such as exact 

algorithms, heuristics and metaheuristics that address large instances (e.g. high number of customers to 

deliver items to) are currently being employed for solving such problems (Blasum & Hochstaettler, 2000; 

Fisher, 1994; Lee & Mitchell, 1998; Toth & Vigo, 2001; Burke & Kendall, 2005).   

Despite the efficiency computational algorithms (e.g. exact algorithms, heuristics and 

metaheuristics) that tackle large instances for such problems (Blasum & Hochstaettler, 2000; Fisher, 

1994; Lee & Mitchell, 1998; Toth & Vigo, 2001; Burke & Kendall, 2005) appear to exhibit their results are 

either problem-specific or they are dependent on choosing the most appropriate evaluation functions 

running the risk of generating sub-optimal or local optimum results. 
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Figure 1. Example of a CVRP with its optimal solution. 

Furthermore, there is little evidence that such computational strategies provide optimal solutions 

in a reasonable time frame as the number of customers increase (Maringer, 2006; Michalewitz & Fogel, 

2004; Hu, 1982) making debatable the efficiency they offer (Ioannou, 2008; Crainic, Gendreau & Potvin, 

2009). As such, unfortunately, there is not yet a complete algorithm that can provide a solution that is 

both quick and optimal when the number of customers is large.  

Considering the computational weaknesses, previous psychological literature has investigated 

how humans solve such hard problems (see e.g. MacGregor & Ormerod, 1996 on human performance 

on Traveling Salesman Problem (TSP)).  MacGregor and Ormerod (1996) examined drawn solutions to 

Traveling Salesman Problem (TSP) instances (a variation of CVRPs with no weight constraint and a single 

route to draw) and found that, up to 100 nodes, human solutions were comparable with heuristic 

computer methods acknowledging the potential value that human solutions can have in solving 
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optimization problems.  However, such research tested human performance only without speculating 

(or testing) metacognitive mechanisms that may explain performance levels. 

Further attempts in examining how to improve current computational approaches for 

optimization problem solving focused on developing interactive optimization approaches, the aim of 

which is to bring the human operator ‘in-the-loop’. Examples include solving everyday problems (Boyd & 

Vandenberghe, 2004) to more specialized ones such as spacecraft design (Fukunaga & Stechert (1997) 

and routing problems (Waters, 1984; 1987; Sreevalsan et al., 2007; Klau, Lesh, Marks & Mitzenmacher, 

2010). What all these interactive optimization attempts offered was either algorithmic real-time 

reconfiguration, which almost entirely excluded any human involvement in the execution and 

procedural loop (i.e. human almost out-of-the-loop responsible for refining algorithmic parameters and 

not constructing routes from scratch) or allowed direct human intervention where human solutions 

would be ‘refined’ by computational algorithms. They all reported however, improvements in 

optimization results as a product of these interactive synergies.  

What the above approaches have not explored was the role of feedback provision and its effects 

in boosting human performance. It seems that there is a great need to account for the use of additional 

higher order cognitive processes such as meta-cognition (e.g. planning, monitoring and evaluative 

feedback) to enhance optimization problem solving. For example, error-trapping has not been tested or 

even employed as a mechanism within computational approaches yet and has not been investigated as 

a self-regulatory mechanism in human performance in optimization problem solving. The research 

presented in this paper aims to test the provision of feedback (a metacognitive construct) in CVRPs (an 

optimization problem) within both paper-based and computerized settings and explore its effect on 

human performance in solving optimization problems such as CVRPs. 
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Considering the positive effects that feedback mechanisms appear to exhibit in human 

performance (e.g. Shute, 2005), the lack of examination of effects of these in route optimization 

problem solving and the need to re-think the current approaches employed in optimization 

computational algorithms (i.e. consideration of procedural cognitive processes rather than adoption of 

metacognitive mechanisms), this paper aims to test the effects that metacognitive approaches such as 

feedback provision (as a self-regulatory mechanism) on both paper-based and computerized settings 

have on human performance on optimization problem solving such as CVRPs. As part of the task 

environment manipulation and considering the current literature on the effects of the timing of 

feedback provision, the author varied feedback provision timing while considering the presence of 

additional metacognitive elements such as heuristics planning provision. 

Furthermore, while prior research focused on testing ‘human-in-the-loop’ frameworks in optimisation 

tasks where computational algorithms were either embedded within the system or operators 

manipulated solutions, in this paper, the author presents a first step in applying the ‘human-in-the-loop’ 

framework in solving CVRPs without the use of any computational algorithm but by providing 

computational support for certain aspects of the CVRPs (i.e. calculations) and direct route construction 

by humans. In doing so, the author aims to provide an empirically cognitive-driven approach in direct 

route planning, providing insights as to how human cognition can enrich this task. The author reports 

results from a lab-based study that looked upon human performance when interacting with a CVRP 

computerised tool. 

This paper presents the results from two lab-based experiments on solving CVRPs.  

In Experiment 1, the investigation on how humans solve CVRPs under a post-problem feedback 

condition took place. In Experiment 2, an interactive computerized CVRP tool that facilitates a ‘Human-

in-the-Loop’ approach, was adopted to test human performance when solving paper-based and 
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computer-based CVRPs. One version of the tool provided concurrent feedback on violation of problem 

constraints and the second version of the tool (i.e. full version) provided concurrent feedback on route 

length (as each route was constructed), feedback on constraints violation and facilitated assistance in 

route planning through the provision of two types of heuristics (Calculating and Clustering) that prior 

research (Kefalidou & Ormerod, 2014) found to be predictors of good human performance in CVRPs.  

Within the context of the presented research, humans played an active role (rather than a supervisory 

role) in solving CVRPs. Human performance was captured in both experiments by measuring 

participants’ solutions quality (i.e. how far away their solutions were from the best known solutions as 

published within the current OR literature). 

As such, the purpose of this paper is firstly to draw upon principles and applications of feedback 

as developed within literature in learning and identify how it manifests within a different domain – that 

of the optimization problem solving literature. Secondly, the present research aims to identify the 

impact computerized feedback has on optimizing human performance in a route optimization problem 

following a joint-cognitive approach. It is important to emphasize that this is a first attempt in adopting 

a joint cognitive system approach in a route optimization problem setting where humans provide 

solutions without any assistance from a computational algorithm and provides a test-bed for 

understanding how people optimize (i.e. attempt to find best solutions) through metacognitive feedback 

and planning provision. While notions of learning (and accumulation of knowledge) is an intrinsic 

element of human problem solving performance, the aim of this paper is to move a step back and look 

upon human performance per se and not learning or skills acquisition (the author argues that this would 

be a potential next step to investigate). 
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1. Experiment 1 

In Experiment 1, the aim was to observe any differences in human performance when provided 

with post-problem feedback. The aim of the error-trapping mechanism was to investigate whether 

providing post-problem feedback would improve or not human performance. In this condition, if 

participants produced invalid solutions, they were asked to re-visit the CVRP and find a valid solution 

before they proceeded further (utilizing a similar control mechanism with prior research (e.g. Corbett & 

Anderson, 2001 and Chi et al., 1989).  However, as the aim of the experiment was to identify effects of 

post-problem feedback only (and not for example effects of automatic immediate correction) on human 

performance, the author followed Chi et al’s (1989) approach of feedback provision (i.e. if errors are 

found in solutions after problem completion, then the solutions are returned back to participants for 

correction) rather than Corbett and Anderson’s (2001) approach on providing forced immediate 

correction during the problem solving process.   

Considering prior research on feedback suggesting that delayed feedback can be beneficial for 

human performance (known as Delay Retention Effect – DRE) as they not interfere with retention of 

information for the task completion (e.g. Kulhavy & Anderson, 1972; Surber & Anderson, 1975; Cheshire 

et al., 2005; Schooler & Anderson, 1990), it was hypothesized that post-problem feedback will improve 

human performance. Furthermore, considering for the posterior timing in the provision of feedback, it 

was anticipated that this would have an effect on total problem time completion. The fact that provision 

of feedback was absent in prior research on computerized interactive optimization problem solving (e.g. 

Waters 1984; 1987; Klau et al., 2010) informed heavily the motivation and rationale for testing effects of 

feedback provision on optimization human problem solving performance.  The two hypotheses are 

presented below. 

H1: Post-problem feedback will improve human performance.  
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H2: Post-problem feedback will affect time completion. 

The control condition of the experiment was to solve the problems without being forced to 

produce a valid solution. 

3.1. Method 

3.1.1. Participants 

Sixty-nine postgraduate students (35 female and 34 male; mean age = 21.8) from XXXXXXXXXXX 

University participated (32 in control condition and 37 in the experimental). They were recruited on a 

credit-based system. Participants were both English-native and foreign speakers. Informed consent was 

obtained from all participants. 

3.1.2. Task and Materials  

Participants solved five paper-based stimuli with CVRP nodes drawn on them, taken from prior 

research e.g. Kefalidou & Ormerod (2014).  See for an example in Figure 2 below. Each problem had the 

depot in a different position (green node on Figure 2 with 0 weight load). Participants drew solutions 

using different color pencils and a camera recorded participants’ hands when drawing. The constraints 

and guidelines for Experiment 1 were taken from Kefalidou & Ormerod (2014).   
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Figure 2. CVRP Paper-based Example Stimuli 

3.1.3. Design 

The experiment had two independent variables. A within-subjects factor which was the CVRP 

Problem, with four levels (nodes and routes respectively being 33-4, 33-5, 39-6 and 45-7) while the 

second was a between-subjects factor of Environment with two levels (i.e. error-trapping versus 

control). Dependent variables were the Percentage Above Optimal (PAO) for each solution attempt, and 

Solution Time (sec). Optimal solutions were calculated using a Tabu Search algorithm (Mu, Fu, Lysgaard 

& Eglese, 2009). 

3.1.4. Procedure 

Each participant was given a paper sheet with the general instructions for the experiment and a 

printed book containing the task instructions and stimuli.  Each problem had its instructions on the same 

page where the participants had to solve the problem (see Figure 2). Participants were requested to use 
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different colored pencils to design different routes and was explained to them that if they wanted to 

make further calculations they could use the stimuli paper where the problems were displayed on (see 

Figure 2). The first problem that they were given to solve was a practice problem and as such it was not 

included in the analysis phase. 

The CVRPs were given to each participant in a random order to minimize practice effects. Participants 

could ask any questions –if they needed- throughout the duration of the experiment. There was no time 

restriction, however, participants were made aware that the experiment takes approximately 1 hour. 

In the control group, participants were not exposed to ‘error-trapping’ and post-problem feedback 

mechanisms and as such once they finished solving each problem, they immediately moved on to solve 

the next problem in line. On the contrary, participants in the experimental (i.e. ‘error-trapping’ and post-

problem feedback) group, were exposed to post-problem feedback at the end of the completion of each 

problem. If their solutions were found with errors, then they were requested to revisit and correct their 

solutions prior to proceeding to the next problem. They were not allowed to proceed to the next 

problem unless they had corrected the current erroneous solution. 

1.1. Results 

Each solution was checked for calculation errors and/or violations of problem constraints. Solutions 

containing any errors (from the control group) were disregarded from the quantitative analysis while 

erroneous solutions were tracked as part of the error-trapping mechanism and the post-problem 

feedback in the experimental condition ( see table X below for more details). Similarly to 

XXXXXXXXXXXXXXXXXXXXXXXXX and XXXXXXXXXXXXXXXXXXXXXXX, each participant’s solution routes 

were measured with the use of software to calculate the individual route length and total solution 

length.   
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Table 1. 

Errors occurred in Experiment 1 across conditions 

 Error No of 

Participants 

Control Weight constraint 

Node exclusion 

Route violation 

3 

 

1 

1 

Experimental  

(Error-trapping) 

Weight constraint 

Node exclusion 

Both 

10 

1 

 

1 

Note: the Error-trapping group errors were not excluded from the analyses; instead participants were 

required to revise their solution and generate a valid solution. Their solutions were included in the 

analyses. 

As Table 1 suggests, participants in the Experimental condition (error-trapping and post-problem 

feedback) performed approximately double number of errors compared to the control group. It is not 

clear the reason why this might have happened and further research is needed to ascertain this. 

1.1.a. Percentage above optimal (PAO) data 

Mean PAOs are shown in Table 2. The error-trap group performed better than the control group 

for the 33-4 problem (mean PAO error-trap = 6.56 vs. mean PAO control = 7.31) and the 33-5 problem 
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(mean PAO error-trap = 12.18, control = 14.20). The pattern was reversed for the 39-6 and 45-7 

problems (39-6: mean PAO control = 16.43, error-trap = 20.52; 45-7:  control = 16.0, error-trap = 17.51).    

Table 2:  

Mean % above optimal (PAO; standard deviations in brackets) for each problem in error-trap and control 

groups. 

 P2 (33-4) P3 (33-5) P4 (39-6) P5 (45-7) 

Error trap  6.56* 

(5.57) 

12.18 

(10.77) 

20.52 

(15.40) 

17.51 

(7.35) 

Control  7.31* 

(8.71) 

14.20 

(13.29) 

16.43 

(14.30) 

16.06 

(7.17) 

Overall Mean  6.88* 

(7.05) 

13.06 

(11.87) 

18.73 

(14.95) 

16.88 

(7.25) 

Note: * indicates closer to optimal results (where optimal is 0) 

A 2 (Group) x 4 (Problem Complexity) ANOVA on the Percentage Above Optimal (PAO) scores 

revealed a significant effect of problem F(3,180) = 26.46, p
2 = .306, p < .001. There was no significant 

interaction between Problem and Environment, F(3,180) = 1.82, p
2 = .029, p = .145. No significant effect 

of Environment was found, F(1,60) = .101, p
2 = .002, p = .752. Pair-wise comparisons were conducted 

and revealed that PAO scores on 33-4 and 33-5 problems were significantly lower (i.e. more optimal) 

than the PAO scores on 39-6 and 45-7 problems, p < 0.05, and there was no difference on PAO score 

between 39- 6 and 45-7 problems, p = 1.00. This suggests that participants performed better in 

problems with lower number of nodes and routes.  
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As such, results suggest that H1 (Post-problem feedback will improve human performance) is not 

supported. 

1.1.b. Solution times 

A two-way ANOVA on solution times revealed a significant effect of Environment, F(1,62) = 5.64, p
2 = 

.061, p < .05 but a  non-significant effect of time completion of problems, F(3, 186) = 2.07, p
2 = .032, p = 

.105. Most importantly, there was no significant interaction between time completion of problems and 

Environment, F(3, 186) = .990, p
2 = .016, p = .398 suggesting that error-trapping mechanism had no 

effect on time completion. Table 3 shows the means and standard deviations of the time completion 

data. As can be seen, the control Group performed faster than the error trap group in all conditions. 

Table 3.:  

Mean Solution Times (sec), (Stds in brackets) for each problem in ‘error trap’ and control’ 

groups. 

 P2 (33-4) P3 (33-5) P4 (39-6) P5 (45-7) 

Error trap 

group 

573* 

(259.53) 

638 

(1047.52) 

597 

(224.01) 

859 

(418.28) 

Control group 470* 

(189.55) 

515 

(260.72) 

477 

(171.36) 

529 

(277.68) 

Overall Mean 

Time 

Completion  

528* 

(235.57) 

584 

(801.60) 

544 

(209.86) 

715 

(396.97) 

 Note: * indicates faster results 
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Considering the Time Completion results, it appears that H2 (Post-problem feedback will affect time 

completion) was not supported. 

1.2. Discussion 

Overall, results from Experiment 1 confirm prior results in this field (e.g. Kefalidou & Ormerod 

(2014)), in that the participants performed worse on the same problems in both experiments (P4 - 39-6) 

even though prior research focussed on different experimental factors (e.g. verbalization and cognitive 

load) rather than error-trapping and post-problem feedback, which was the experimental factor of this 

lab-based study. A significant effect of problem complexity was found, indicating that the problems with 

higher numbers of nodes and routes to draw (e.g. 39-6 and 45-7) were seemingly considered more 

difficult to solve as people generated less optimal   compared to less complex problems (e.g. 33-4 and 

33-5).  This finding was expected as the complexity of a problem suggests its difficulty and necessitates 

more effort in order to be successfully solved.   

 Although effects of error trapping appear to vary by problem, none of the effects on time 

completion were significant. Furthermore, there was no interaction between problem complexity and 

environment (i.e. error-trapping and post-problem feedback). This implies that providing post-problem 

feedback to the solvers does not have any impact on their performance contrary to H1 (i.e. Post-

problem feedback will improve human performance). This currently appears not to support prior 

research on positive effects of post-problem (or delayed) feedback on human performance (see e.g. 

Kulhavy & Anderson, 1972; Surber & Anderson, 1975; Cheshire et al., 2005). 

. A suggestion to explain the occurrence of no effects, might be that the timing of feedback is a 

factor that may influence human performance on CVRPs. For example, if feedback was given during the 

problem-solving process (instead of being given at the end of the problem solution), human 

performance might have been improved. As discussed earlier in the literature, there is a body of 
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research that supports the notion that concurrent immediate feedback provision can be beneficial to 

human performance in learning and problem solving (see e.g. Corbett & Anderson, 2001; Kapa, 2001; 

Azevedo & Bernard, 1995). This is further investigated in Experiment 2. Such an improvement might 

occur because immediate and concurrent feedback allows humans to re-plan and re-evaluate their 

solving behaviour (as their problem space is dynamically changed), allowing them to minimize the 

chance of getting trapped in the same errors. Furthermore, concurrent live feedback promotes self-

awareness and conscious processing in problem-solving. As it has already been discussed earlier, there is 

research that accounts for such a possibility (Corbett & Anderson, 2001; Cheshire, Ball & Lewis, 2005).  

Concerning time completion, there was a non-significant effect of time completion and no 

interaction between error-trapping and time completion suggesting that the effect on time is the same 

regardless of what condition (error-trapping or no error-trapping) someone is in. Also, completion time 

and PAO were not positively correlated, r = -.013, n = 70, p = .285. However, as the number of nodes and 

routes to design increased (problems P4 (39-6) and P5 (45-7)), the control group performed better than 

the error trap group.  

Although this was not an a priori prediction, one interpretation is that for the more complex 

problems (i.e. P4 (39-6) and P5 (45-7)) , the error trap group needed more time to solve them as the 

searching process for a valid solution was increasing, something that was reflected in their decreasing 

performance. Their decreasing quality of performance may be taken as an indicator of a stronger 

‘satisficing’ attitude as their aim was to find an acceptable solution. This comes in alignment with 

Simon’s position (Newell & Simon, 1956) where solvers perform a serial search of item-by-item and they 

finish it as soon as they find a ‘satisficing’ utility. It seems plausible that when the solvers from the 

‘error-trapping’ group were facing more complex problems, their performance was getting worse, yet 

valid and ‘satisficing’ because they did not put further effort to produce a better (or even optimal) 
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solution. However, in problems with lower complexity (e.g. 33-4 and 33-5), the same participants 

performed better than the participants in the control group. A possible explanation for this observation 

is that the error-trap participants perceived and tackled those problems with a more ‘optimizing’ 

attitude due to lower problem complexity. This is an avenue for further future research. On a similar 

note, it would be expected that post-problem feedback and error trapping group should perform better 

in all problems. However, looking more carefully the problem-by-problem performance, there seems to 

be no linearity. This may be taken to suggest that learning does not seem to occur within the timeframe 

of this study as performance is not steadily increasing. Similarly, demotivation (as an explanation for 

decreased performance) may not be exhibited for the same exact reasons. However, more research is 

needed to ascertain this speculation.   

2. Experiment 2 

Considering the results from Experiment 1 in regards to post-problem feedback and error-

trapping, this second experiment investigated how humans solve CVRPs when the task environment 

changes in regards to visual and interactive aspects. Particular interest was whether human 

performance would be improved via the provision of concurrent and immediate feedback in this 

instance. The utilization of the computer-based tool to solve CVRPs was designed to provide concurrent 

live feedback to solvers in regards to the quality of their solutions driven by previous research literature 

on computerized feedback (e.g. Corbett & Anderson, 2001; Kapa, 2001; Azevedo & Bernard, 1995) that 

suggest that concurrent immediate feedback improves human performance in problem solving and 

learning. Furthermore, time completion results in Experiment 1 suggested that post-problem feedback 

did not influence human performance in terms of quality of solutions and as such it is further explored 

within this Experiment 2 to investigate whether time completion results will be confirmed in the case of 

concurrent metacognitive support provision.  
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While in previous research in this field (e.g. see Kefalidou & Ormerod, 2014), task environment 

was manipulated in terms of calculation demands, in the current experiment, the manipulation was 

three-fold. Firstly, the stimuli upon which CVRPs were presented was computer-based rather than 

paper-based, aiming to test human performance when interacting with a different task environment. 

Secondly, certain aspects of the problem task such as calculations were supported directly by the 

computer-based environment (through the provision of directive and explanatory concurrent feedback 

support), while planning support was offered as well (e.g. heuristics provision) based on prior research 

suggesting that two strategies (i.e. Calculating and Clustering) in CVRPs problem solving appear to 

predict good human performance – see Kefalidou & Ormerod (2014)) aiming to test whether concurrent 

(as opposed to Experiment 1 post-problem feedback) would have an effect on human performance. 

Thirdly, the interactive computerized support tool (from now on it will be referred to as the CVRP 

Problem Solver – CVRPS) was implemented with two modes: one constituted the full mode of the 

computer system (incorporating live user feedback on length of routes and weight values (i.e. 

concurrent directive feedback) and constraint violations (i.e. concurrent explanatory feedback) as well 

as planning support (through heuristics provision) and the second was a stripped version of CVRPS 

(incorporating no concurrent live feedback for routes length and weight values (but for constraints 

violations i.e. concurrent explanatory feedback) and no planning heuristic support. Heuristic and 

planning support was formulated based on prior research where human heuristics predicting optimal 

performance were found (e.g. calculating and clustering - see e.g. Kefalidou & Ormerod, 2014) and 

aimed to provide an additional metacognitive mechanism to solvers (alongside with feedback provision) 

that assists them in planning their route solutions.  

More specifically, the second mode of CVRPS integrated some features only of the full CVRPS 

providing a computerized environment of the paper-based version. The only difference it had from the 

paper-based version was that it was able to generate discrete messages to the solvers (i.e. concurrent 



 

24 

live feedback) in case they were violating a constraint of the CVRP (e.g. missing out a node from the 

solution or violating the weight constraint per route) only and did not provide feedback in regards to the 

quality of their solutions. The reason facilitating this kind of feedback within this version of CVRPS was to 

ensure that participants did not violate the basic constraints of CVRPs and for testing whether 

concurrent explanatory live feedback provision had any effect on their performance (as compared to 

Experiment 1). 

Prior work on interactive tool-based optimization (e.g. Water’s (1984) Klau et al. (2010) work) did 

not include investigations on whether systems that provide explanatory and discreet concurrent 

feedback could potentially evoke a better human performance on solving optimization problems. No 

investigations were either performed to test how human optimization problem-solving develops when 

interacting with a computer-based tool – instead, prior research focussed mainly on tracking Human 

Machine Interactions (HMIs) when computational algorithms had already initiated the solutions (e.g. 

Waters (1984) or on utilizing computational algorithms and human operator interventions as 

‘refinement’ mechanisms of generated solutions (e.g. Klau et al., 2010).  .  People approach problems 

differently when they have to start solving them from scratch rather than completing a solution. Starting 

a problem from scratch gives to the solver the opportunity to develop their own understanding of the 

problem and model mentally their own pool of potential solutions. On the contrary, if a human solver 

approaches a problem without them initiating the solution, then they have an additional cognitive load 

to 1) understand a problem, 2) pick-up from where any machine solutions left and 3) decide upon what 

remaining course of action to follow, which arguable increases the task complexity.  In this experiment, 

the quality of humans’ performance when using interactive computational tools was compared to 

human performance in paper-based settings.  
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According to prior research (e.g. Corbett & Anderson, 2001; Kapa, 2001), immediate corrective 

feedback provided by computer systems (e.g. intelligent computer tutors) during problem solving 

learning tasks (e.g. learning a programming language and mathematical word problems) and problem 

solving tasks (e.g. solving analogy problems) resulted in faster time completion and better performance. 

More specifically, Corbett and Anderson (2001) found before that immediate corrective feedback 

improves the speed of task completion while computerized feedback improved human performance in 

learning. Furthermore, research from Kapa (2001) on mathematical word problem solving suggested 

that metacognitive support such as feedback provision during problem solving improved human 

performance compared to post-problem support conditions.  

As such, it was expected that the use of CVRPS will improve human performance (in terms of both 

quality and time completion – see Corbett & Anderson (2001) and Kapa (2001) prior research) as it 

provides metacognitive support such as explanatory and directive concurrent feedback as well as 

planning support (e.g. Calculating and Clustering heuristics). Participants that are solving the problems 

using both versions of the software are expected to perform better than the participants that use the 

paper-based version due to the metacognitive support CVRPS provided to solvers – this included the 

following support: calculation tasks automatically including the calculation of 1) current total weight and 

2) distance covered/route length (via concurrent directive live feedback in full software version) and 3) 

warning messages provision (via concurrent explanatory live feedback) if a violation occurs (both 

versions of the software).  

It was expected that participants would perform better using the full version of the software not 

only because of the planning/heuristics support provision but also because it provided two types of 

feedback provision (i.e. of the automatic calculations performed by the system (as part of the directive 

concurrent feedback provision) and the warning messages (as part of the explanatory concurrent 
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feedback provision). In the full CVRPS version, participants were provided with the currently total 

distance covered per route, which was continuously updated every time they made a new action (live 

directive feedback). This feature was hypothesized that would encourage and help the participants 

construct short routes and enable them to compare easier alternative routes as per prior research (e.g. 

Corbett & Anderson, 2001; Kapa, 2001; Azevedo & Bernard, 1995) as it would allow ‘on-the-fly’ 

restructuring of their solutions facilitating early error correction and full awareness of their cognitive 

processes. Finally, the use of CVRPS tool (that facilitates concurrent feedback provision) will have an 

impact on time completion. Experiment 1 results on time completion suggested that there was no 

significant difference despite the presence of post-problem feedback support. However, prior research 

on computerized feedback provision (e.g. Corbett & Anderson, 2001) suggested that immediate 

corrective feedback resulted to faster time completion rates on the problem solving learning task. 

Consequently, this begged the question whether the provision of concurrent computerized feedback 

would have an effect on time completion. 

As such four hypotheses were formed to test human performance using CVRPS under these 

conditions. These are presented below: 

H3: Participants’ performance will improve when using CVRPS tool 

H4: Concurrent live feedback will improve human performance when using CVRPS 

H5: Human performance is improved when participants receive both directive and explanatory 

feedback alongside with planning support (i.e. heuristics support) during the problem solving process 

using CVRPS tool 

H6: The use of CVRPS tool will have an effect on time completion  
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Therefore, in the current experimental setting, it would be expected that best performances 

would be observed when using the full version of CVRPS (e.g. as a means for metacognitive support 

provision through concurrent explanatory and directive feedback and through planning/heuristics 

support). Furthermore, the worst performances would be expected when participants use the paper-

based version of the experiment (facilitating no metacognitive support such as feedback and/or 

planning support provision). 

4.1. Method 

4.1.1.  Participants 

Seventy-seven postgraduate students from XXXXXXXXXXX University participated, 26 in the paper-

based condition (13 Female; 13 Male), 26 in the stripped CVRPS version condition (13 Female; 13 Male) 

and 24 in the full CVRPS version condition. All participants were paid £6 to participate.   In the full 

software version condition there were 11 female and 13 male participants. In total, the number of the 

female participants was 37 and the number of male participants was 39 (mean age = 21.9). The 

participants that were recruited were both English-native and foreign speakers. Similarly to Experiment 

1, informed consent was obtained from all participants. 

4.1.2.  Task and Materials  

Participants in the two computer-based conditions solved five computer-based stimuli with CVRP 

nodes drawn on them.  The CVRP problems used in this experiment were the same with the ones used 

in Experiment 1. Problems were displayed using the computer display as shown in Figure 3. Participants 

in the Paper condition solved the same five CVRP presented in paper-based form (see Figure 2 in 

Experiment 1). In the paper-based version of the experiment, participants drew solutions using different 

color pencils to draw the routes and a camera recorded participants’ hands when drawing. In the 
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computer-based versions, participants used the mouse to drag-and-drop the pointer to construct each 

route. The colouring of each route was programmed to be implemented automatically. Participants 

using the full version of the software were given the opportunity to employ (if they wished to) a 

‘Clustering’ strategy through the use of the ‘Group’ option tab of the software and a ‘Calculating’ 

strategy through the use of the ‘Routes’ option. This formed the metacognitive ‘planning support’ for 

solving CVRPs. Camtasia, a desktop real-time recording software, was used to log in video files all 

participants’ activities in the computer-based conditions while they were solving CVRPs. The software 

also recorded any informal verbalizations made by participants.  

 

Figure 3. Using the ‘Group’ (Clustering) tab option in the full CVRPS version 

The constraints and guidelines for Experiment 2 were the same as in Experiment 1.  Although in 

the paper-based version all the constraints were explained orally to each participant before and during 

the experiment, in both versions of CVRPS, the participants were provided with two types of 

metacognitive feedback support: 1) concurrent directive feedback (i.e. ‘live’ information on the route 

length and node weights as the route was being constructed – see main panel in Figures 3, 4 and 5) and 

2) concurrent explanatory feedback (i.e. ‘live’ information on constraint violations – see lower panel in 
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Figures 3, 4 and 5). Figure 4 shows the messages (concurrent live explanatory feedback and concurrent 

‘live’ directive feedback) and planning (heuristics) provision within the full version of CVRPS. The 

stripped version of CVRPS provided only one type of metacognitive support and that was the concurrent 

‘live’ explanatory feedback on constraints violations (lower panel in Figure 6). 

 

 

Figure 4. Violating the weight constraint in the full CVRPS version 
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Figure 5. Rearranging cluster of nodes (participants using the planning (heuristics) support in the full 

CVRPS version) 

 

Figure 6. Concurrent ‘live’ explanatory feedback provision in the stripped version of CVRPS 

(metacognitive planning (heuristics) support and concurrent ‘live’ directive feedback was not 

activated in this version of CVRPS). 

 

4.1.3.  Design 

The experiment had two independent variables. One was within-subjects: Problem, with four 

levels (33-4, 33-5, 39-6 and 47-5). The other was a between-subjects factor with three levels (software 

with strategy support and concurrent live feedback, software without strategy support and with 

concurrent live feedback, and paper-based with no support). In CVRPS with strategy support and 

concurrent live feedback, participants were able to access the right-hand panel of the CVRPS where 

information about each route was displayed (i.e. the total weight and the total distance per route). Also, 

information on each constructing route was available to them throughout the completion of all CVRPs. 

In the CVRPS without strategy support (but with concurrent live feedback) condition, participants could 
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neither view the right-hand panel with the route information nor information on constructing each 

route. What they could view is only a warning message at the bottom of the window in case they 

violated a problem constraint. In the paper-based version (where no support was provided), the 

information about CVRPs was presented in an identical manner as in the Experiment 1. Similarly to 

Experiment 1, dependent variables were the Percentage Above Optimal (PAO) for each solution 

attempt, and the solution time (sec). 

4.1.4.  Procedure 

Each participant was given a paper sheet with the general instructions for the experiment (see 

Experiment 1).  For the paper-based condition, a printed book containing the task instructions and 

stimuli was given (see Figure 2 in Experiment 1). Each problem had its instructions on the same page 

where the participants had to solve the problem. Participants used different colored pencils to design 

different routes and it was explained to them that if they wanted to make further calculations they 

could use the paper where the problems were displayed. The first problem was a practice problem and 

was not included in the analysis. 

For the computer-based versions (strategy/concurrent live feedback (directive and explanatory)-

support and no strategy-support (with concurrent live explanatory feedback), the researcher initiated 

CVRPS and loaded each problem to be solved from a text file. An introduction to the use of CVRPS was 

given to participants before they started the experiment that lasted approximately 10 minutes. Then the 

researcher initiated the recording software (i.e. Camtasia). Participants then loaded the practice 

problem. Every time participants were finishing a CVRP problem, they informed the researcher who 

saved a log text file of the solution of the problem and took a screenshot of the solution. What followed 

next was the initialization of the next problem. 
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Similarly to Experiment 1, the control group was not exposed to ‘error-trapping’ and post-problem 

feedback mechanisms and as such once they finished solving each problem, they immediately moved on 

to solve the next problem in line. On the contrary, participants in the experimental (i.e. CVRPS versions) 

groups, were exposed to concurrent feedback (explanatory and directive) and planning (strategy) 

support during the problem solving process but rather the feedback was provided as a warning and self-

awareness mechanism. As such, they were not ‘forced’ by the system to provide correct solutions prior 

to proceeding to the next problem to solve. Participants were able to proceed to the next problem as 

soon as they provided a solution (valid or invalid) to the current problem. 

The problems were presented in a random order in all conditions. Also, it was made clear to all 

participants that they could ask any questions whenever they felt necessary. There was no time 

restriction, but participants were told that the experiment was expected to take approximately 1 hour. 

4.2. Results 

Similar to the previous experiment, each solution was checked for calculation errors or violations of 

problem constraints. Solutions containing any errors were disregarded from the analysis (these were 

relevant for the control group only and are the same as the ones presented in Experiment 1 – Table 1). It 

is important to note here that there was no force mechanism (as prior research employed e.g. Corbett & 

Anderson, 2001 or similar to Experiment 1 paper-based error-trapping mechanism) to demand or 

prevent participants from proceeding to the next problem if the solution they provided was invalid. The 

reason to do so, was that the purpose of this experiment was not to simulate the post-problem 

feedback condition tested before in Experiment 1 but rather was to investigate potential effects of 

concurrent feedback provision and planning (heuristics) provision on human performance. Participant 

solutions in both experimental groups did not have any errors. As in Experiment 1, each participant’s 

solution routes from the paper-based condition were measured with the use of software to calculate 
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the individual route length and total solution length. Participants’ solution routes from both the 

computer-based conditions were provided by CVRPS.  

4.2.1.  Problem Complexity and Group Effects on PAO 

Mean PAOs for all the conditions are shown in Table 4. As it can be seen, the strategy/concurrent 

live feedback-support group performed better than the other groups for all the problems. 

Table 4.:  

Mean % above optimal (PAO: Stds in brackets) for each problem in each condition of Experiment 

2. 

 P2 (33-4) P3 (33-5) P4 (39-6) P5 (45-7) 

Planning 

(Strategy)/concurrent live 

explanatory and directive 

feedback support 

4.64* 

(4.57) 

8.85 

(5.71) 

11.34 

(7.08) 

12.46 

(4.37) 

No planning/strategy support 

(with concurrent live 

explanatory feedback) 

5.55* 

(5.64) 

8.92 

(7.27) 

14.61 

(9.35) 

13.14 

(5.06) 

Paper-based (no planning and 

feedback support – control 

group) 

 

9.81* 

(7.79) 

 

13.95 

(9.27) 

20.51 

(15.33) 

17.45 

(7.80) 

Overall Mean PAO  6.58* 

(6.42) 

10.49 

(7.78) 

15.35 

(11.50) 

14.26 

(6.19) 

Note: * indicates closer to optimal results (where 0 is the optimal) 

A 2 (Group) x 4 (Problem Complexity) ANOVA on the PAO scores revealed a significant effect of 

Problem F(3, 219) = 35.00, p
2 = .324, p < .001. Follow-up pairwise comparisons revealed that PAO 

scores on 39-6 and 45-7 problems were significantly higher (thus less optimal) than the PAO scores on 
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33-4 and 33-5 problems – as observed in Experiment 1 as well- , p < 0.001 in all comparisons, and there 

was no difference on PAO scores between 39-6 and 45-7 problems, p = 1.00. This suggests that 

participants’ performed better in problems with lower number of nodes and routes.  

There was a significant effect of Group, F(2,73) = 7.09, p
2 = .163, p = .002, planning 

(strategy)/concurrent live explanatory and directive feedback support : M = 9.32, no planning 

(strategy)/with concurrent live explanatory feedback support: M = 10.56,  paper-based/no support: M = 

15.43).   Follow-up pair-wise comparisons indicated that participants in the paper-based group have 

lower PAO scores than participants in the other two groups, planning (strategy)/concurrent live 

explanatory and directive feedback support vs. paper-based/ no support: p = .002; no planning 

(strategy)/with concurrent live explanatory feedback support vs. paper-based: p = .012. There was no 

significant interaction found between Problem and Group, F(6, 219) = .819, p
2 = .022, p = .556. 

As such, results appear to provide support for H3 (Participants’ performance will improve when 

using CVRPS tool) and H4 (Concurrent live feedback will improve human performance when using 

CVRPS). However, results suggest that H5 (Human performance is improved when participants receive 

both directive and explanatory feedback alongside with planning support (i.e. heuristics support) during 

the problem solving process using CVRPS tool) is not supported as no difference on human performance 

was observed within the two CVRPS groups. 

4.2.2.  Solution times 

Table 5 shows the means and standard deviations of the time completion (TC) data. A two-way ANOVA 

revealed a significant effect of problem TC, F(3, 219) = 9.37, p
2 = .114, p < .001. There was a significant 

interaction between problem TC and Group, F(6,219) = 4.34, p
2 = .106, p < .001. There was a non-

significant main effect of Group, F(2,73) = 2.49, p
2 = .064, p = .090.  
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Table 5:  

Mean solution times (standard deviations in brackets) for each problem. 

 P2 (33-4) P3 (33-5) P4 (39-6) P5 (45-7) 

Planning 

Strategy 

/concurrent 

live 

explanatory 

and directive 

feedback 

support 

508 

(195) 

420* 

(292) 

582 

(307) 

651 

(298) 

No planning 

strategy 

support (with 

concurrent 

live  

explanatory 

feedback 

support) 

598 

(230) 

482* 

(246) 

582 

(246) 

835 

(409) 

Paper-based 

(no support)  

574 

(243) 

521 

(240) 

451* 

(163) 

497 

(244) 

Overall Mean  559 

(223) 

473* 

(261) 

540 

(252) 

665 

(350) 

Note: * indicates faster results 

 

As shown in Table 4, both computer-based groups performed faster with 33-4 and 33-5 problems 

than the paper-based group, but the reverse effect was found with 39-6 and 45-7. Concerning the speed 

of the participants when using the software versions, participants in the ‘planning strategy/concurrent 

live explanatory and directive feedback support’ Group completed the problems faster than the 

participants in the ‘no planning strategy/with concurrent live explanatory feedback support’ Group. This 
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pattern was observed in all problems (mean TC ‘planning strategy/concurrent live explanatory and 

directive feedback support’ P2 = 508, P3 = 420, P4 = P4 = 582, P5 = 651 vs. mean TC ‘no planning 

strategy support/with concurrent live explanatory feedback’ P2 = 598, P3 = 492, version’ P4 = 582, P5 = 

835). Overall, the fastest performance across all conditions was in P2 problem (33-4) (mean TC = 473) 

and slowest in the P5 problem (45-7) (mean TC = 665). 

As such, H6 (The use of CVRPS tool will have an effect on time completion) was supported. 

3. Discussion 

The results from this experiment indicate that use of CVRPS to solve CVRP problems improved 

participants’ performance as they produced even closer to optimal solutions than their fellows in the 

paper-based version of the experiment. This occurs independently of whether the participants used the 

full version of the software or just the stripped version. This provides support to the notion previously 

discussed in literature that concurrent feedback provision improves human performance in terms of 

response quality and time completion. For example, similarly to Corbett & Anderson (2001) 

computerized metacognitive support such as concurrent feedback provision improved and sped up 

human performance suggesting that such metacognitive support effects appear to be transient to other 

domains of problem solving (i.e. optimization problem solving such as CVRPs). However, as noted earlier 

in the literature, Corbett & Anderson (2001) found that immediate corrective feedback sped up the time 

completion process, however, in this research it was found that immediate (i.e. concurrent) directive 

and explanatory feedback sped up the time completion process.   However, it was also found that there 

are differences in the way that human performance is improved across the versions of CVRPS. For 

example, results from Experiment 2 suggest that  while participants performed best when using CVRPS 

(which supported metacognitive mechanisms such as feedback provision and planning compared to 

paper-based version that provided no support) and were faster, there was no significant difference in 
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performance between both CVRPS experimental groups (i.e. concurrent live explanatory feedback 

support vs. concurrent live directive and explanatory feedback support with planning (strategy) 

support).  This suggests that the provision of additional metacognitive support constructs (i.e. 

concurrent live directive feedback and planning (strategy) support provision did not improve human 

performance further. Instead, results suggest that these additional metacognitive supports may have 

slowed down performance. 

The fact that the use of CVRPS (both versions) improved performance compared to the paper-

based group (control group with no metacognitive support) but the optimal performances across the 

two computerized CVRPS versions were not different can be taken to suggest that human performance 

improvement may have occurred due to the presence of the concurrent live explanatory feedback 

support provision rather than the presence of planning (strategy) support provision and the presence of 

concurrent live directive feedback support provision. Instead, it seems as if the presence of planning 

(strategy) support and the concurrent live directive feedback support only improved time completion 

and not the quality of generated solutions. However, it is important to note that this has not been 

observed universally across all problems. This may be due to differentiations on problem complexity (or 

even cognitive load levels), which is something that future research should explore further.  

By providing metacognitive support in CVRPS (e.g. through the provision of two different feedback 

types and the provision of planning (strategy) support) , participants may have had the opportunity to 

focus on more ‘optimizing’ tasks (i.e. focus on quality of solutions rather than focussing on task 

environment characteristics and procedural tasks such as constraint violations). This is something that 

participants in the ‘paper-based’ control Group were not able to do as metacognitive support was 

offered to them, forcing them to attend to both procedural and ‘optimizing’ (quality) tasks of the 

problems, dividing their attention and increasing their task demands.  On the contrary, both versions of 



 

38 

CVRPS appear to have supported participants in ‘Optimizing’ tasks (e.g. more confident readjustment of 

routes to aim for the shortest one), while off-loading from the task of performing themselves e.g. 

arithmetic monitoring to ensure that no arithmetic constraints were violated.  

Furthermore, the warnings (i.e. concurrent live explanatory feedback) that were provided in both 

versions of the software (full version and stripped version) improved participants’ performance as it was 

observed within the results in the stripped software version as well. The CVRPS stripped version did not 

provide participants with any information on routes’ length or weight information to assist and support 

them (no concurrent live directive feedback and planning (strategy) support). Even though this 

information was missing from the stripped version, participants performed better than in the paper-

based version. Looking at the differences in participants’ time completion who used both versions of 

CVRPS (full vs. stripped) and the paper-based version, it was observed that participants who used the 

full CVRPS version performed faster than the paper-based suggesting that a portfolio of metacognitive 

support (i.e. two different types of concurrent live feedback and planning support) provides the 

potential to speed up (but not further optimize) performance. This was expected as participants, in this 

case, did not need to spend any time in performing calculation tasks or evaluating the length of each 

route they constructed. This finding is aligned with the time completion results from the stripped 

version of CVRPS where participants in this instance performed slower than those ones using the full 

CVRPS version.  

Secondly, the explicit planning (strategy) support provision in CVRPS (i.e. Calculating and 

Clustering) seems to have facilitated faster construction of routes that enabled them to exhibit closer to 

optimal solutions compared to the paper-based control group. In the stripped version, participants were 

neither updated for the current total weight or the length of the routes they drew nor was there a 

suggestion to use the planning support features of the ‘full CVRPS version’. Therefore, they needed to 
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spend more time (compared to the full CVRPS version) to perform calculations and evaluate the length 

of each route by eye. Despite them having to perform these tasks by themselves, the quality of their 

performance was retained (and in some problem-by-problem cases was better than those in the full 

version of CVRPS). An explanation for that may be that the warning messages and the concurrent live 

feedback provided to participants to prevent them from making errors acted as a reinforcement to focus 

better their attention on the problem tasks reducing the cognitive load. 

Regarding time completion performance on the paper-based version, it was observed that 

participants in this group were faster, yet the worst performers, especially in solving more complex (and 

larger) problems (i.e. P4 – 39-6 and P5 – 45-7). Although they did not use CVRPS to solve the problems, - 

thus they needed to perform all the calculation tasks by themselves with no feedback and planning 

support- they completed the problems faster than participants who used both versions of CVRPS. An 

explanation to this phenomenon is that for the problems with more demands, features and task 

requirements, paper-based problems seem to facilitate the problem complexity levels responsible for 

impairing human performance – these include both calculation and visuo-spatial demands. Instead, the 

short completion time shown on P4 and P5 problems of the ‘paper-based version’ control Group 

indicated that participants in this group exhibited a rather ‘satisficing’ approach as they provided not 

optimal, yet valid solutions faster than their fellows in the other conditions. Another perhaps 

explanation is that the use of CVRPS involved different ‘dexterity’ handling that slowed down time 

completion without impairing human performance. Participants in the paper-based condition, may have 

found easier to use pen and paper to draw the solutions, despite their impaired performance. On a 

behavioral level, it seems that interactive computerized systems such as CVRPS have the potential to 

boost human performance in optimization problem solving but also appears to slow down the time to 

complete CVRPs.  
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Also, the presence of the computerized tool may offer a task environment where participants can 

off-load problem complexity demands onto the tool, leading to a paradox as they have to allocate less 

effort to complete the problem-solving task, but at the same time put more attention to the task 

(promoting optimality and increasing time completion). However, to be able to further ascertain such a 

notion, further research is needed on this direction. In relation to the general performance across 

problems, the results from this experiment match with the overall prior research (e.g. Kefalidou & 

Ormerod (2014) and Experiment 1 in this paper as participants performed worse in the same problem in 

all those experiments (P4 - 39-6) even though the experimental factor was different (verbalization and 

cognitive load – Kefalidou & Ormerod (2014) , post-problem feedback and error-trapping – Experiment 1 

and computerized interactive system use and concurrent live feedback – Experiment 2 in this paper).  

5. General Discussion 

There are two main threads of research contributions that the present paper offers: one on the 

body of literature that investigates the role and value of metacognitive support provision has on human 

performance in computerized problem solving and another one on the body of literature that looks 

upon interactive optimization. The research presented here suggests that the benefit metacognitive 

structures such as feedback provision offer to human performance varies depending on the context (e.g. 

type of task environment), on whether they co-exist with other metacognitive structures (e.g. planning 

and feedback provision) and on the timing of provision. Schraw (1998) suggested three main self-

regulatory constructs that constitute metacognitive processes: planning, monitoring and evaluation. As 

discussed in the introduction and literature review in this paper, self-regulation can have a positive 

impact on human performance (e.g. feedback provision and planning activities – Corbett & Anderson, 

2001; Cheshire et al., 2005; Schooler & Anderson (1990); Kapa (2001); Azevedo & Bernard, 1997; 

Kulhavy & Stock, 1989; Livingston, 1997; Shute, 2008). Results in this paper support the notion that 
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metacognitive support mechanisms can improve human performance compared to situations where 

metacognitive support is not present in optimization problem solving tasks. This can be taken to further 

suggest that the beneficial outcomes that metacognitive support exhibits in learning and other problem 

solving contexts seems to extrapolate to a different domain in problem solving, that of optimization 

problem solving. 

Error trapping, feedback provision and planning support provision (as metacognitive support) 

were explicitly tested within the reported experiments. The present research found that error-trapping 

and post-problem feedback had no effect on human performance and time completion contrary to prior 

research suggesting the opposite (e.g. Cheshire et al., 2005; Schooler & Anderson, 1990). However, the 

use of the interactive computerized support tool (CVRPS) (that facilitated metacognitive support 

through concurrent feedback and planning provision) improved human performance compared to 

performance on the pen and paper version of CVRPs where no support was present. However, no 

differences in human performance were found in participants’ solutions that used either version of 

CVRPS suggesting that different metacognitive support (and self-regulatory mechanisms particularly) 

exhibit benefits in human performance in different ways.  

More specifically, the findings from Experiment 1 suggest that as the number of nodes and routes 

to design was increasing (problems P4 (39-6) and P5 (45-7)), the control Group performed better than 

the post-problem feedback Group. Delayed feedback effects on human performance improvement were 

not found, and therefore, not to be able to support prior research (e.g. Schooler & Anderson, 1990), that 

suggests that delayed feedback improves human problem solving performance by promoting error-

tracking behaviour (Delay Retention effect is not supported and Interference Preservation Hypothesis is 

not supported either in optimization problem solving such as CVRPs).  
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However, when solvers from the post-problem feedback group faced higher complexity problems, 

their performance degraded, yet maintained validity, providing partial support to the notion that 

delayed feedback can improve error-tracking.  However, in problems with lower complexity, the same 

participants performed better than the participants from the control Group. An explanation for these 

results may occur due to motivational aspects. For example, error-trapping could have acted beneficially 

in the less complex problems (and enhancing solvers’ motivations) as the provided guidance did not 

involve longer re-planning or ‘undoing’ actions leading to closer to optimal solutions. On the other hand, 

error-trapping for more complex problems may had impaired solvers’ motivation levels (and 

consequently their performance) as it ‘forced’ them to re-think and re-plan more extensively their 

solutions to provide a valid solution (thus satisficing).  

In such a case, higher cognitive load could be induced in more complex problems via the number 

of steps for re-planning and ‘undoing’ solvers would need to perform would also be increased. Prior 

research in the literature suggested that cognitive load can reduce problem solvers’ motivation to act 

upon the provided feedback (Ashford, 1986; Corno & Snow, 1986) and as such, results from this 

experiment could be taken to confirm prior literature. 

Similarly, in Experiment 2 the participants with a lower problem complexity performed better 

than those with a higher problem complexity. Despite the variability observed across the problem 

performances, it was not significant to suggest that error trapping and post-problem feedback had an 

effect on human performance. Experiment 2 results support the notion that interactive computer 

systems help in improving performance and solving optimization problems such as CVRPs. Results from 

both versions of CVRPS (‘strategy/concurrent live feedback-support’ and ‘no strategy/with concurrent 

live feedback-support’) show that performance in these conditions was improved when compared with 

performance in the paper-based condition. Similarly to Experiment 1, a significant effect of problem was 
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found but also a significant interaction between group and completion time. This suggests that 

participants who used CVRPS (both ‘strategy/concurrent live feedback support’ and ‘no strategy/with 

concurrent live feedback support’) performed faster than those in the paper-based group. This was 

expected as the CVRPS tool implemented provided (automatic) support for the calculations needed. The 

latter – in paper-based settings- are expected usually to delay the completion of a CVRP. In relation to 

performance quality (how close to optimal solutions are) both CVRPS versions performed better than 

paper-based group. This supports the notion that interactive computerized tools can provide a layer for 

performance improvement (Waters, 1984; Klau et al, 2010). 

Pair-wise comparisons of CVRPS performance revealed no difference between the two CVRPS 

versions i.e. groups showed no difference in the quality of solutions generated using the system 

suggesting that the task environment in these two versions did not significantly vary to generate 

differences in performance. Furthermore, this can be taken to suggest that the mere addition of strategy 

support (in the full version of CVRPS) may not have had the major influence in human performance as 

much as the concurrent live feedback perhaps had (which was present in both versions of CVRPS). Even 

though we cannot rule out the possibility that participants in this ‘no-strategy/with concurrent live 

feedback support’ CVRPS version were not using strategies, the tool itself did not encourage this in this 

condition. The fact that no significant results were found between the performance in the two CVRPS 

versions might suggest that the strategy support may not be critical for the quality of performance. On 

the contrary, the fact that both software versions generated better solutions while providing automatic 

feedback which is always visible on the screen (thus without necessitating to cross-check for feedback at 

a different place or even perform the checks themselves) might play an important role in the generation 

of good solutions. 
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More specifically, planning (strategy) support mechanisms appeared to make no difference on the 

quality of performance exhibited in CVRPS, contrary to computerized concurrent explanatory feedback 

that was present in both versions of CVRPS. This suggests that planning (strategy) support engages 

metacognition on a different level from that of feedback provision, which is something that can be 

further supported by the fact that in the CVRPS group that facilitated planning, time completion 

appeared to be faster compared to the CVRPS group that facilitated concurrent live feedback only. 

However, interesting observations did not only take place in regards to planning (strategy) provision but 

also in regards to the type of computerized concurrent feedback provision provided in both CVRPS 

groups.  

Particularly, in both the stripped and full CVRPS versions, concurrent live explanatory feedback 

was provided but concurrent live directive feedback was only provided in the full CVRPS version 

alongside with the planning (strategy) support. Results show a clear benefit in human performance from 

the computerized concurrent live explanatory feedback, further suggesting that people attempting to 

find optimal solutions acquired a higher-level of problem solving capability through it. This is something 

that does not seem to be confirmed for the computerized concurrent live directive feedback (present in 

the full CVRPS version) suggesting that concurrent directive feedback may not assist people in reaching 

deeper engagement levels with critical components of the optimization problem solving (e.g. focusing 

on optimizing rather than satisficing and ‘good enough’ solutions). Another explanation may be that the 

provision of multiple metacognitive constructs support acted as an interference, providing thus another 

effect similar to the Interference Preservation Hypothesis according to which concurrent feedback can 

create interference due to error flagging. However, as the solo presence of either computerized 

concurrent directive feedback or planning (strategy) support was not tested in the present research 

within the research presented in this paper, it is not possible to further validate this notion. Future 

research should orientate to further explore potential effects in this direction. 
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The findings presented in this research are in alignment with Corbett and Anderson (2001) 

suggestions that computerized feedback provision in problem-solving can aid performance but does not 

appear to support research from Lurie and Swaminathan (2009) and Schooler and Anderson (1990) that 

suggest that delayed feedback is more beneficial. Furthermore, Corbett and Anderson (2001) found that 

immediate feedback resulted to faster responses, something that the present research found as well. It 

is important to note, however, that Corbett and Anderson’s (2001) results referred to immediate 

corrective feedback (automated correction of participants’ responses), which is something that was not 

tested in the present research. The types of feedback tested in this research included paper-based post-

problem feedback (delayed feedback), computerized concurrent live explanatory feedback and 

computerized concurrent live directive feedback, from which computerized concurrent feedback was 

found to be more beneficial for participants’ solutions compared to the control (no feedback) group. 

What this tells us is two main things: firstly, that other types of computerized concurrent feedback 

mechanisms appear to promote better solutions (and faster); secondly, that the beneficial computerized 

feedback provision impact on human performance extrapolates to other domains rather than problem 

solving in learning literature.  

The results presented here can contribute to the Assistance Dilemma theory according to which a 

threshold for the level and type information (e.g. feedback) that learners and problem solvers are being 

provided is necessary. In the case of optimization problem solving, computerized explanatory feedback 

provision appears to be beneficial for promoting better human performance when it occurs during the 

problem solving process. It suggests that participants benefited from knowing what violations they 

performed at the moment they performed them and this seems that influenced positively the way they 

solved the problems. While planning (strategy) provision and computerized concurrent directive 

feedback appear to improve human performance compared to the paper-based performance, they do 

not appear to be better than the provision of computerized concurrent explanatory feedback. This 
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suggests that getting information in regards to length of routes and weight loaded ‘as-and-when’ each 

route constructed, alongside with the ability to plan the routes is not enough to add benefit to the 

overall performance compared to the benefit gained from knowing what violations occurred.  

Despite the fact that the present research did not test learning per se (but instead human 

performance in optimization problem solving), Assistance Dilemma is a useful theory to consider in 

optimization problem solving as it becomes apparent (through the present research) that different types 

of feedback, different types of metacognitive mechanism supports (e.g. feedback and planning) and 

different timings in the provision of feedback seem to impact on human performance differently. 

These findings not only offer a new perspective on how feedback provision can influence 

performance but also on what the role of feedback is in optimization. Looking at the means of solutions 

quality and time completion, it seems that performance is not linear. This may occur due to problem 

complexity characteristics or even cognitive load effects. As such problem complexity and its 

relationship to cognitive load should be further explored in the context of computerized feedback 

provision for optimization problem solving in future research. A next step for this research would be to 

investigate planning mechanisms and the provision of heuristics (strategies) more explicitly in an 

attempt to pin down further differences amongst different metacognitive support. For example, testing 

for effects on human performance of planning support only was a limitation of the present research and 

it should be pursued in future research. Similarly, another limitation of the present research was that it 

did not test for potential effects of post-problem computerized feedback. Despite the present research 

(Experiment 1) did not find a significant effect of paper-based post-problem feedback on human 

performance (and thus not being further pursued in Experiment 2), computerized post-problem 

feedback provision is another type of metacognitive support that prior research (e.g. Schooler & 
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Anderson, 1990) suggested beneficial outcomes on human performance. As such, testing it in isolation, 

would be an avenue for future research.   

Furthermore, feedback appears to be a contributor to motivation improvement in learners 

according to past literature (see e.g. Lepper & Chabay, 1985; Narciss & Huth, 2004). According to 

Anderson et al. (1984) for example, problem solvers and learners can become demoralised –or even 

confused- by unidentified errors and as such, feedback has to be provided either immediately, delayed 

or by request. Proponents of physical classrooms in learning or problem solving contexts, suggest that 

strategies such as team-working, self-esteem building and self-directed learning are better facilitated in 

face-to-face physical environments (Hattie, 1992) and this might be something that can additionally 

boost optimization problem solving processes. More recently, Oliver and Omari (2001) explored student 

performance and responses to problem solving learning tasks utilising a collaborative web-based 

technological approach and found that collaborative reflection can be critical for the improvement of 

performance. Similarly, Wang and Wu (2008) conducted a study with university students that used 

NetPorts, an online collaborative platform, through which they were able to process peer assessments, 

view anonymous peer feedback and submit homework. What they found was that high self-efficacy 

students tended to utilize more critical thinking and elaborate strategies while self-efficacy benefitted 

more from receiving elaborated feedback.  In their study, student performance was improved when 

students were informed whether their responses were correct or not.  

A future avenue for further research would be to look upon motivational, self-efficacy and effort 

aspects in optimization problem solving and investigate the role of feedback provision. For example, 

future research could test explicitly for self-regulation using e.g. the CRESST model (O’Neil & Herl, 1998) 

to investigate the four components of planning, self-checking, self-efficacy and effort when solving 

optimization problems such as CVRPs. 
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5.1 Towards Route Optimization Joint Cognitive Systems 

Several school of thoughts have emerged positing opportunities that technology-enhanced 

interventions can offer for enhancing human problem-solving including cognitive technologies (Larkin, 

McDermott, Simon & Simon, 1980; Pea, 1985, Sweller, 1989; Woods & Roth, 1988), intelligent 

technologies (Salomon, Perkins & Globerson, 1991; Sleeman & Brown, 1982) and cognitive tools (Lajoie 

& Derry, 2013; Jonassen, 1992). The core notion that these approaches encompass is the joint-cognitive 

approach where machines support human operations and actions within their working or physical 

environment. As a consequence of these approaches, computational technologies have been viewed as 

extension of human cognition - and further as an extension of cognitive tasks. Within this application 

context, humans become supervisors rather than controllers. Particularly in problem-solving, and with 

the use of joint cognitive systems, humans are able to utilise their knowledge and co-operate with the 

computer to perform the problem-solving task in a dynamic way simulating human tutoring behavior. 

However, often becomes evident that the existing knowledge base does not become activated and 

utilised ‘as and when’ needed. Indeed prior research has found that humans need explicit prompts to 

utilise prior knowledge successfully within a problem solving context and task even if the learning 

experience is recent (Gick & Holyoak, 1980; Kotovsky, Hayes & Simon, 1985).  

Investigating human thinking processes when attempting to optimize could prove to be extremely 

useful in the development and improvement of CVRP optimization algorithms, leading to solutions that 

are closer to optimal. Prior research in interactive optimization (e.g. Waters, 1984; Klau et al., 2010) 

investigated how human operators can synergize with computational algorithms in solving optimization 

problems such as VRPs, however, they did not test upon effects of feedback provision while allowing for 

construction of routes from scratch by humans. While the present research did not incorporate the use 
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of any computational algorithms (as the above mentioned prior research), it has demonstrated that 

humans are capable of generating good solutions and that interactive environments that allow for full 

completion of problems with support from concurrent computerized feedback act beneficially in 

assisting them generating better and faster solutions. The present results provide support to the notion 

that computer environments such as CVRPS that provide metacognitive support can aid human 

performance in optimization problem solving and that can potentially act as a ‘learning’ platform for 

enhancing human cognition.  

Furthermore, the present research can also provide a framework for improving computational 

optimization algorithms while understanding better cognitive processes when attempting to solve such 

hard problems (including deep machine learning approaches).  For example, human performance is 

known to be subjected to ecological parameters and the task environment (e.g. Newell & Simon, 1956). 

Newell and Simon (1956), task environment and ecological rationality play an important role in 

successfully choosing the right heuristics at the right time for the right problem. Results from 

Experiment 2 suggest that planning (strategy) support sped up performance but did not necessarily 

improve the quality of the performance. This may be taken to imply that planning (strategies), which is 

something employed by a number of different computational algorithms, may not be the critical 

construct for optimizing human performance in this type of problem solving. Instead what the present 

research found was that concurrent feedback provision seems to promote self-awareness, goal-

awareness and situation-awareness at the right time and at the right level leading to better 

performance. A further investigation on the nature of heuristics and strategies employed (e.g. 

Calculating and Clustering) becomes mandatory to ascertain further cognitive and metacognitive 

mechanisms within the context of optimization problem solving and feedback.  
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To conclude, the research presented in this paper has provided an insight into how a 

computerized interactive system can utilize both planning (strategies) support and concurrent live 

feedback to improve human performance when solving CVRP problems. Through this research it has 

been confirmed that people can find close to optimal solutions on CVRPs without the use of any 

computational algorithms but also it was found that concurrent live feedback provision (contrary to 

paper-based post-problem feedback – Experiment 1) can significantly improve performance, slowing 

down time completion rates. Interestingly, and in regards to the different feedback provision types 

utilized in the present research, it seems that computerized concurrent directive feedback and planning 

support do not improve human performance further compared to when participants received 

computerized concurrent explanatory feedback only.  

Implications for future optimization interactive tools and even decision-support tools across 

different domains should take into account the following: 1) provision of concurrent feedback that can 

either warn or prevent (in case of critical systems) humans from error-making – in such an instance, the 

interactive system becomes the supervisor and the human is the actor utilizing the strengths that 

humans can offer to the optimization problem-solving process. Switching the roles in interactive systems 

that support a ‘human-in-the-loop’ approach changes the size of the problem space, an action that has 

the potential to promote optimality 2) flexibility in role and switching between different metacognitive 

support (feedback vs planning (strategy) support) could be beneficial especially when applications refer 

to more than one different problem-solving (or decision-making) contexts. A future step would be to 

include a set of additional human-inspired strategies and heuristics to test further whether planning 

(strategy) support within an interactive system improves performance significantly. Such an 

investigation would give further light as to what the significance of concurrent live feedback and 

planning (strategy) support provision is in improving human performance. Another future step would be 

to incorporate a computational algorithm routine (e.g. Tabu search) and investigate how human solvers 
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interact with it (having available as well human-inspired strategies as in this presented research). Finally, 

a future step would be to investigate collaborative interactions and problem-solving as opposed to solo 

problem solving using the CVRPS presented here. Such research would allow us to ascertain human 

behaviors especially in regards to feedback provision and interpretation of useful prompts and warnings.  

This research has shown that the use of interactive software tools (again without the use of any 

computational algorithms) can improve human performance simply by providing concurrent 

computerized feedback.   
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