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Publishinréplicit Large Eddy Simulation of Acoustic Loading in Supersonic

Turbulent Boundary Layers
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!"University of Strathclyde, Glasgow, G1 1XJ, UK \

2 Air Force Research Laboratory, Wright Patterson AFB, OH 45433-7402, USA 3

This paper investigates the accuracy of implicit Large Eddy“Simulatien in the prediction of
-

acoustic phenomena associated with pressure fluctuations'within asupersonic turbulent boundary
layer. We assess the accuracy of implicit Large @y Simulation against Direct Numerical
Simulation and experiments for attached turbulent'supersonic flow with zero-pressure gradient,
and further analyze and discuss the effect turbulent/boundary layer pressure fluctuations on

acoustic loading both at the high and lowfiequency.regimes. The results of high-order variants of

the simulations show good agreemen heo tical models, experiments, as well as previously

published Direct Numerical Slml&\

I. INTRODUCTION
The designs 0 irc ( and 1ss1les that fly at supersonic speeds under atmospheric conditions
are constraine ed understanding of flow characteristics over panel structures under

these con tlons major problem that all high-speed flying structures face is acoustic fatigue,
whic h1 cle fatigue due to random pressure acoustic loadings and can cause damage to

el s tu s. Since the 1950s and the development of more powerful gas turbine engines
the has)oeen an increase in the number of reported fatigue failures of aircraft skin structures.

~ . . . . .
ost of these failures were minor ones related to additional maintenance and not directly

a)
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Publishitgpacting the aircraft’s life with some fatal exceptions though. It was very quickly realized that
the complete description of the fatigue process was far too complicated for the theoretical and
computational tools available in the ‘50s, so the first reduced order theoretical models were
developed [1,2,3]. Theoretical, numerical and experimental studies ?( different aspects of this
problem have been published over the years [4,5], leading to the OSW%UCHGS for acoustic
fatigue response prediction in hypersonic flows and a gener}dq' tion of reduced order
methods for aircraft-like structures [6,7]. = —

A dominant source of acoustic fatigue in supersorkvehlyes is the pressure fluctuations

-

within the turbulent boundary layers (TBL) tha tru051ral elements are exposed to. The

L -
development of more accurate and efficient high-fidelity Computational Fluid Dynamics (CFD)

methods for predicting TBL in supersoni\ﬂé;nd the associated acoustic fatigue will enable a
an

better understanding of the flow ph TOS) assist in the design of supersonic/hypersonic

~

vehicles. \\
The accurate measurement m fluctuations in supersonic TBL is a challenging task, as

reflected by the wide ttehs reported data for nominally compatible measurements. The

principal causes of thedimfiinished accuracy of the relevant experimental results are the capability

of sensors to q e high-frequency part of the pressure fluctuation spectrum and the noise

induced inguch“measurements owing to the structural and operating conditions in wind tunnels.
£
al [8

Beresheet, J/tried to minimize the uncertainty in their experimental measurements by
conducti c‘)reful filtering and post-processing of their data. Experiments and numerical

si latio}ls can go hand in hand to broaden the range of flow conditions to be investigated and

\ <
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Publishiesgend the understanding of flow physics in high-speed flows as part of the pyramid approach®
[9]. Several recent publications have highlighted the accuracy of Direct Numerical Simulation
(DNS) in this field [10,11,12,13,14]. Ostoich et al. [12] also included the behavior of a compliant
panel and how this fundamentally changes the turbulent statistics o%he TBL. Simulations of
supersonic TBL under realistic flight conditions that resolve a a@hading frequencies
have not been performed yet.

Although numerical methods based on DNS offer the ‘-{1 Qs'aryghigh fidelity, they impose
strict spatial resolution constraints that lead to very highﬁ@’fytional cost. Since they have less
strict mesh requirements, classical Large Eddy Sim tion"ngS) methods are more efficient, but
necessitate the use of a low-pass filtering ope%t?}oduces sub-grid scale terms requiring
additional modeling, which in turn intr u&u&ther numerical errors. In an effort to find a
compromise between accuracy and «ﬁp};ta\tl al cost, the concept of implicit LES (iLES)
emerged from observations repo&%&g{ oris et al. [15]. This method has been applied

successfully to model several\wha flows in engineering and other fields. Fureby and

Grinstein [16] justified (ﬁ\‘\ f iLES in free and wall-bounded flows, while Margolin et al.

use
Ol’l;

[17] presented ?a&
1c%’o\

the method through theoretical analysis. More recently, two
independent pub s applied iLES in two different cases, with both concluding that iLES

es, Kokkinakis and Drikakis [18] presented results from iLES of a weakly

can achievg ne NS results while utilizing significantly less computational resources. In the
£
first of thesésstu

compre iblexrbulent channel flow. In the second, Poggie ef al. [19] applied iLES to study TBL
flows us§1g a simulation setup similar to the one we will present in this paper. This non-

AV

.
" This is the core idea of the HIFiRE program [9] stating that the combination of flight research
with numerical simulation and ground testing can significantly advance the understanding of
critical scientific phenomena.
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Publishiesghaustive list of examples suggests that the effectiveness of iLES in various applications and
that the method can be considered to have been validated and documented.

In this paper, various high-order methods are investigated within the framework of iLES. It is
shown that increasing the order of iLES leads to a corresponding incrgése in the accuracy of the
results. For the highest-order variant investigated, the iLES regults“offer fevels of accuracy
equivalent to DNS. The results show good agreement with previous experimental measurements

— at least for the first- and second-moment statistics — wh ?naintaining a low computational

®

We will also demonstrate for the first time thgq;.ap ity of iLES to predict the acoustic

L -
loading on vehicle surfaces in both spatial and frequency domains. This analysis differs from

most other aeroacoustic studies, whic% the prediction of far-field radiated sound
[11,13,14,20,21,22]. To reduce the un aﬂ?’ng round the characterization of pressure signals,
we will compare our results with p& s DNS results and experimental data as well as with the
results of existing theoretical mo \"Pﬁs study highlights the areas in which theoretical models
and experimental meas@can be used with confidence in calculating, for example, the
amplitudes of pr?%u tions after correction or the low- and mid-frequency behaviors of

pressure signals; FN it will be shown that the numerical, theoretical, and experimental

)

further improvement in certain areas, i.e. in the high-frequency region of the

approaches/req
£

pressure.spe umdbefore any final conclusions can be drawn.

II. @I:It AL METHODS AND FLOW CONDITIONS
W

Y e have employed the iLES approach in the framework of the in-house block-structured
~
mesh code CNS3D [18,23,24] that solves the full Navier—Stokes equations using a finite volume

Godunov-type method for the convective terms, whose inter-cell numerical fluxes are calculated
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Publishitgolving the Riemann problem using the reconstructed values of the primitive variables at the
cell interfaces. A one-dimensional swept unidirectional stencil is used for reconstruction. The
Riemann problem is solved using the so-called “Harten, Lax, van Leer, and (the missing)

Contact” (HLLC) approximate Riemann solver [25,26]. Two flux-limiting approaches have been

implemented in conjunction with the HLLC solver, namely (i) th 390t0ne pstream-centered

Schemes for Conservation Laws (MUSCL) and (ii) the Weigh%a% tially-Non-Oscillatory

(WENO) schemes. The flow physics have been investigilf ?Y*using three variations of the

iLES approach, with their accuracy ranging 2™ to 9" ‘exder; leese are the MUSCL piecewise

linear second-order Monotonized Central limite [Lﬂ,(ha’:eforth labeled iLES2), the MUSCL
A

fifth-order limiter [28] (henceforth labeled \1@ nd the WENO ninth-order limiter [29]

(henceforth labeled iLES9). \\;\
The viscous terms are discretize Mg \a econd-order central scheme. The solution is

advanced in time using a ﬁve-stag%xﬁqu\ -order accurate) optimal strong-stability-preserving

Runge—Kutta method [30]. Furtheérdetails of the numerical aspects of the code are given in

[18,23,24,31] and fuﬂheé@es therein.
Our simulation i %pjyn arly to that used in the study of Poggie ef al. [19] to enable our
co

.

results to be easil \a%re with their data as well as other experimental results produced under

similar flow co

£
that is fully bulént in the region close to the outlet. Based on the freestream properties and the

itions. We consider a supersonic flow over a flat plate at Mach number M=2.25

length the):)late (L), the incoming flow has a Reynolds number of 1.5 x 10°. Further flow

pa nete}s are given in Table I, and FIG. 1 shows a schematic of the simulation domain and

hn?iary conditions.
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Publishimgble I. Simulation parameters. U, P., T., M, u., p.. are the freestream velocity, pressure,
temperature, viscosity and density, respectively. 7, is the wall temperature, / is the turbulence
intensity at the inlet and Re; is the Reynolds number based on the freestream properties and the
length of the plate (L).

L U, P, T, M L Do T,/T, I Re,

0.06lm 588m/s _ 23.8kPa 170K 225 1.167x10°Pas 0488 kg/m¥ 1.9 0.03  1.5x10°

(\
— [Farfed oundany (}

Mach 2.25

=
/." inflow boundary .
{ \—> Isothermal, no-slip bound: 1 Ersonic outliow
X \Iﬁmundaw
FIG. 1. Schematic representation of the simul i(hb}a%ﬁ', highlighting the boundary conditions
used. The dimensions of the domain are xmax%i e/l = 0.05 and z,,,,/L = 0.05.
Periodic boundary conditions are usec%ﬁ\hpanwise (z) direction. In the wall-normal (y)

direction, a no-slip isothermal wal]@";Wemperature Tw of 323 K) is used. Supersonic outflow

—_—

conditions are imposed at the @aﬁﬁeld conditions are applied on the upper boundary

opposite of the wall. A synthetic tusbulent inflow boundary condition is used to produce a
QNQ ed random turbulence.

freestream flow with asSup
The synthetic ?/rbg%ﬂfow boundary condition is based upon the digital filter (DF) method
documented 1i [32)%5,3 6] and, specifically validated in the framework of the present iLES
code CNS3D yl [35,36]. According to DF, instead of using a white-noise random perturbation at
the infet, energyumodes within the Kolmogorov inertial range scaling with k™7, where k is the
vehumber; are introduced into the turbulent boundary layer. No large-scale energy modes
g%h ith k* are introduced. A cutoff at the maximum frequency of 50 MHz is applied, since
N

the finest mesh used in this study would under-resolve higher values. The turbulence intensity at
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Publishithg inlet (/) is set as +3% of the intensity of the freestream velocity. This perturbation has been
found to be sufficient to trigger bypass transition and turbulence downstream (FIG. 2).

The number of mesh points, mesh spacing, and Mach number are given in Table II. We

choose to perform our iLES using relatively fine meshes but still coar:/r than DNS [19]. This is

highlighted in Table II, where information about the meshes us %ms DNS studies is

i N use the conventional

w18 the friction velocity, v,,

included for comparison and validation. For our mesh spac

inner variable scaling method Ayt = u,A4y/v,,, where

the near wall kinematic viscosity, t,, the near wall she Ss, }d pw the near wall density.

(a) iLES9

(¢c) iLES2

FIG. rfaces of Q-criterion colored by Mach number; density gradient magnitude
c
b

r is in grayscale. For better interpretation of this figure, the reader is referred to the
(col)red) version of this article.
~

\
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Publishimgble I1. Mesh parameters; nx, ny and nz are the number of mesh points. The “+” sign denotes
dimensionless mesh spacing, as defined for Ay™* in the text. The subscripts w and e denote wall
and boundary layer edge values.

nx ny nz Ax" Ay'y Ay', Az M
Present 2591 277 139 9.06 0.497 6.26 8.53 2.25
[19] 4026 276 255 6.0 2.25
[19] 22548 1277 1131 1.0

5 9 5.0

9 Q/ 1.0 225
[11,13] 1760 400 800 86  0.56 N 2.50
[10,37] 4160 221 440 5.7 0.7 <816 4, 2.00

0.
0.

Our main interest in this study is to determine the accu }‘I)ﬁ@ for performing acoustic

-
loading calculations beneath turbulent supersonic boundary lwe

. To assess the method, we

measure the amplitudes of the pressure ﬂuctuations@ an.a)lyze their spectral characteristics. We

use the Welch method [38] to calculate t msépectral density (PSD) of the pressure

fluctuations in specific locations. The samplingfrequency is approximately 15.5 MHz, and the
-~

overall pressure record is subdivided ntc$8 ments, each including 2 x 1,200 samples; note

that we observe a negligible differe‘\bet e; the PSD produced using 8 and 12 segments.

All of the calculations shown Me performed at the end of the plate in the fully turbulent
region, where the boundafty layer has the properties presented in Table III. Since it is common to
find publications indhe literature that report values of Reynolds numbers based on different
definitions, we qu s formulations, i.e,Reg = pUsB/lUe, Re; = py,u8/u,, and
Res, = pool By 4,, to simplify the comparison of our results with those of past and future
publicat‘i_gn /The/ momentum and boundary layer thicknesses are denoted by 8 and &,
respf:: wely. she flow statistics at the calculation point are computed by averaging in time over
three ﬂo%y cycles and spatially in the spanwise direction. The statistical convergence of the
Mions based on the Standard Error of the Mean (SEM) is less than 2%. The total simulation

time for each case is equal to six flow cycles, with the first three omitted from the calculations

for statistical purposes. We ensured that statistical convergence in the calculations has been
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Publishisghieved and that averaging over a longer period would not adversely impact on the accuracy.

I11.

Furthermore, comparing the present results against theoretical models, DNS and experiments

tested the accuracy of iLES.

Table II1. Boundary layer properties at the location selected for analysis{x/L = 1) of the
acoustic loading for Mach 2.25. The compressible form of moment 0) and displacement (6™)
thicknesses has been used. H = §*/0 is the shape factor.

4
Rey Re, Res 3 (mm) 0(mm) 5 (mm) H
iLES9 2170.0 414.0 1280.6 1.076 st\ © 0314 3.56
iLES5 1806.2 377.1 1065.9 1.012 0073 0.258 3.51
iLES2 1593.8 344.6 940.5 0.952 s 65 0.241 3.72

)
=

RESULTS

A. Turbulent Boundary Layer \\\
\

We first compare our basic flow statisticsy(see FIG. 3) with DNS results and experimental

\ DS

data at similar Mach numbers. Th%es of this comparison are to support the reliability of

our calculations and to highlig sence of post-transitional effects. As such, the boundary

layer at the calculation pet n be considered an accurate approximation of a fully developed

supersonic TBL. It i el} established that an incompressible TBL has a velocity profile that can
£
nea

be described, at {a\

known profil 'sa logarithmic velocity distribution of von Karman (“law of the wall”):

wall, using a one-parameter family of profiles. The most commonly

Cutyp =1 inOM) +C. M

-

where % is theSvon Karman’s constant and C is an experimentally derived constant.
=,

n FI@. 3a, we give the time-averaged van Driest transformed velocity profiles for all

Quhued cases at the end of the plate. The results of the high-order iLES9 perfectly collapse to

previous DNS [12,19,37], experimental [39], and incompressible theoretical [40] results. Note

that differences in the results in the above studies are also due to the different Reynolds numbers
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Publishi&gployed in the simulations and experiments [12]. For example, the past DNS studies have been
performed at Res, = 2000 [19] and Res, = 1552 [37], while the experiments at Res, = 2600 [39].
The present results from the iLES9 simulations correspond to Res; = 1280.6.

Another important statistical quantity calculated and analyzed her%s intermittency, which is
the probability of the density being less than a threshold value. og@)e et al [19] defined this
threshold as ~97.5% of the freestream density based on the sﬁhctko he density probability
density function (PDF), which was found to be bimodal in ‘)ome&part of the boundary layer

with a minimum at p = 0.975p.. The iLES9 resu agré; very well with the reported

experimental hotwire measurements [41,42] and thLQNS‘i)esults of Poggie et al. [19] (see FIG.

3b). The small deviation close to the bound\%dge can be attributed to the significantly

coarsened mesh we have used in comp (K_Sthe DNS study. On the other hand, the results

obtained using the low-order iLES

x) iLESS) fail to follow the reference values,
although the simulations are perfoﬁ%\ the same mesh as the one used to obtain the iLES9

results. Note that all methods con rec in the viscous sublayer and most of the deviations are

located in the log-law

i%lthough the flow statistics obtained using all methods agree

failure to describe the whole boundary layer correctly may lead

-

perfectly in the vis stfbla}e

to inaccuracies in tIMulated pressure signals on the wall.
£
-
ka
w ~

10
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Publishing 30 T—rEs9
I — iLESS
25 T —iLES2
E A Elena & Lacharme (1988)
20 1 — Osterlund et al. (2000)
a L = -Pirozzoli et al. (2011)
+=:' 15 1 - Ostoich etal. (2013)

[ ==~ Poggie etal. (2015)

ol o o’ .{

01 10 - 100 ) oo

(a) van Driest transformed velocity T—
profile p—
1.4 T ‘)’
i ( -~ EK
1.2 1 — iLESS
ILES2 ’
] -

© Corgsinand Kistler (1954)
dreopoulos et al. (1989)

® +++Poggie et al. (2015)

(b) Intermittency profile
of density

FIG. 3. Effect of thefselegted method on boundary layer profiles at x/L = 1. Present results are
compared with previ DNS [12,19,37] and experimental data [41], as well as an
incompressible e&%c\a‘ odel [40]. The maximum SEM is less than 2%. (a) van Driest
transformed e@;wis elocity profile as a function of y+. (b) Intermittency profiles of the
density through, the boundary layer with y = P[p < 0.975p,,]. For better interpretation of
these figufes, }he der is referred to the web (colored) version of this article that contains the
color SR of tl}em.

Bef pre)enting and discussing the results of the pressure calculations, we wish to further
assess th) accuracy of our calculations. It is critical that the boundary layer is described as
wuately as possible. From previous DNS studies and experiments, we have access to

measurements and calculations of the Reynolds normal stress, T,, = p{u'?)/(p,,u?), which

11
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Publishiagounts for turbulent fluctuations in fluid momentum. Once more, the highest-order iLES
successfully predicts the location and magnitude of the peak Reynolds stress, while the lower-
order iLES over-predict the magnitude of the peak stress. However, all iLES variants under-
predict the stress values in the region 0.1 < y/6 < 0.8 (FIG. 4a). T?{can be attributed to the
lower Reynolds number used in the present simulations. “t% Reymolds stresses are
presented in inner coordinates (FIG. 4b), iLES9 manages to aecurately replicate the shape
obtained by the DNS methods. This holds true in not only théwiScous.sublayer but also the outer

—

layer (log-law region), where iLES2 and iLESS5 fail achiéfe accuracies similar to that of

iLES9. & ‘)
12 r 1LE

g + \-a..mvmg, (1988)
© Elena & Lacharme (1988)
956 i © Konrad (1993)
. ***Poggie et al. (2015)
4 A

— - 0.2 .
0.2 0.4 0.6 0.8 1 1.2
v/
Q{ (a) Reynolds normal stress profile in
/ outer coordinates

— iLES9

— iLES3

— iLES2

= ~Pirozzoli et al. (2011)
= *Ostoich et al. (2013)
***Poggie et al. (2015)

0 T T IIH”[ . T L Lt
5 0.1 1 10 100 1000 10000

yt+
\ ~ (b) Reynolds normal stress profile in inner

coordinates

FIG. 4. Effect of selected method on Reynolds normal stress profile, (a) outer coordinates and (b)
inner coordinates. Present iLES results are compared with DNS [12,19,37] and experimental data

12
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Publishifs9 43,44]. The maximum SEM is less than 2%. For better interpretation of these figures, the
reaaer is referred to the web (colored) version of this article.

FIG. 5 shows the effects of mesh refinement on the velocity profile. The results on mesh G2,
which consists of ~36 million points, differ only by about 2% from those obtained by the finest
mesh (G1) consisting of ~100 million points. Using the results fro({ IG. 3a and FIG. 5 we

calculated the average error of our simulations in comparison to the DNS results of Poggie et al.

[19] as: \
)

_ 1oy |ubnsi—upresentil — - 2
Savg = N &i=1 UpNs i ’ ( )
where N is the number of points used in the calcu{a‘t‘io f th§ average error. The error in the

prediction of pressure fluctuations for different i rlefrbs and different mesh resolutions, and

! -
the associated computational cost, are show@ .

1000

/\ .
FIG. 5. E ect<ﬂ\mfsh refinement on accuracy, van Driest transformed streamwise velocity
c

fudction ‘of y+, all results are from simulations utilizing the highest order iLES. In the
legendrof. th: ¢ the number of mesh points for the streamwise, wall-normal and spanwise
direction are %iv for each case.

—

-

%he or bars in FIG. 6 show the standard deviation of the error from its average value in
o

ious points. Both the mesh size and the iLES order significantly affect the computational cost

of the simulation. For each iLES variant the computational cost is normalized by the

13
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Publishieghputational time of iLES9 on the coarsest mesh (G4). The iLES9 simulations on the coarser
mesh G3 (~10.5 million mesh points) can achieve similar accuracy to the finest mesh (G1)
simulations of iLESS5 and iLES2, thus reducing the computational cost by approximately
eightfold. Based on the results of FIG. 6a we made an extrapolated es?éate of the computational

cost that a DNS simulation would require using the iLES9 and uﬁé that ‘eur simulations are
Sur

~3.5 times less computationally expensive. The accuracy of our p uctuations predictions,

—-—

and the associated computational cost, (FIG. 6b) could not béw&y.compared with other DNS,

or experimental studies, as the data in the literature ha beeﬁ) obtained at different Mach and

Reynolds numbers. Q ‘)
L -

25
20 ALES2
| ® iLES5
BT < iLES9
B E szl
=10 + F G3
< - G4
o E +G|
I t G2
5 g Gl
0 8 80

Normalized computational cost

(a) Er@ e 41 Driest velocity profile (b)  Error based on the pressure fluctuations

FIG. 6. Aceuraey‘and computational cost comparison between the different iLES variants and
cd. Brrorbars show the standard deviation of the values from the mean. Mesh labeling
d offFig. 5. In (a) the comparison is based on the van Driest velocity profile up to

H'"o-llowing the same procedure we calculated the average error between the present values of
the "Reynolds normal stresses and the corresponding DNS [19,37]. Indicatively, the iLES9

approach on the finest mesh averaged a difference of 6.5% from Poggie et al. [19], while

14
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Publishisghieving a similar level of accuracy as the DNS results of Pirozzoli ef al. [37]. Poggie et al.
[19] obtained these results from a mesh consisting of 3.2 billion points to meet the strict
definition requirements of a DNS mesh. The difference of the lower order iLES from the
reference DNS was 15% and 24% for iLESS and iLES2, respectively.

The simulation results were further scrutinized by exami in%hkewness (S(p") =

(p"®)/(p'?)1%) and flatness (F(p') = (p'*)/{p'?)?) of the pressw tions. Non-zero values

of skewness and flatness values greater than 3, indicate turbulenée anisotropy.
—
The skewness and flatness of the pressure fluctuationsiare s}ﬁ)wn in FIG. 7 for the three iLES
variants, as well as for different mesh resolut'ongsThéj)resent wall predictions show good

{ -
agreement with the experimental measurements _of Gravante et al. [45]. At this point skewness

has a small negative value, while ﬂatneé%alue over 4, indicating that turbulence is non-
isotropic, as expected, close to the wa 3&}1 {I: S variants show very good agreement with the
experimental measurements on,the (F1G. 7a,b); however, low resolution meshes (G3 and

G4) fail to correctly predict theh\1gh~<r r statistics on the wall (FIG. 7c,d).

\

..\Q
NS

15
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FIG. 7. Comparison of;s \;%n(a,c) and flatness (b,d) between iLES variants (a,b) and mesh
resolutions (c,d). T ezpe' tal measurements of Gravante et al. [45] on the wall are
re

presented with bla S/The black lines indicate skewness and flatness values for isotropic
turbulence.

All iLEStv )t

s have a peak in both skewness and flatness close to the boundary layer edge.
This behf 1 /of/skewness and flatness near the edge of the boundary layer suggests the
dom_iil ce oﬁsmall pressure fluctuations below the mean, whereas large pressure fluctuations
a%‘)intense, but less frequent. Away from the edge of the boundary layer, skewness and
m‘mss are close to 0 and 3, respectively, indicating return to isotropy. iLES9 results on the

finest mesh gradually tend towards isotropy with respect to both skewness and flatness. iLESS

16


http://dx.doi.org/10.1063/1.4979965

E I P | This manuscript was accepted by Phys. Fluids. Click here to see the version of record. |

Publishimgl iLES2 on the finest mesh predict flatness around 3, similar to iLES9, but for the skewness
give a value around -0.2.

Further investigation using finer mesh resolutions is required to understand the connection of
the peak in skewness and flatness (Fig. 7) with intermittency effec?/ near the boundary layer
edge (as also indicated in Fig. 3b), as well as acoustic radiation fea, and ‘their impact on the
skewness and flatness values away from the edge of the boundw It has been found that
the freestream acoustic pressure fluctuations are non-isotropi¢ ‘and-has a preferred wave angle

_—

(See Ref. [13]). The above issues would be studied in a future ﬁyper by further refining the wall-

-

L -

B. Acoustic loading \\

The basic statistical quantity that d<m-1agnitude of near-wall acoustic loading is the

normal mesh in the free stream in order to resolv\freem’eam acoustic radiation

root-mean-square level of the préssure ucttation (p'yms). In the experiments, this value is
estimated through the integra W r spectral density data, an approach that has to be
carefully applied as it can anduce errors, which is reflected in the wide spread of the experimental
results [8]. More specificallyy the experimental results can be contaminated by noise in the low-
frequency region /%M ctfum owing to background facility noise and vibrations that increase

the amplitud. OQ

"ms. Ihe high-frequency spectrum can also be erroneous owing to sensor

spatial re§olution itations, which tend to decrease estimates of the pressure fluctuation

, P':ms Was non-dimensionalized by the boundary layer edge or freestream dynamic
‘p.n%ss 2 Qo = VairPoM32/2, with y,;, being the air heat capacity ratio, p,, the freestream
~

pressure and M, the freestream Mach number. We will present our results in this reduced form

to compare them directly with previous DNS results and experimental data. We focus on the

17
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Publishingar-wall (/6 < 0.2) pressure signals, where our calculations are in very close agreement with
the extended value measured and corrected by Beresh ef al. [8] and in excellent agreement with
the DNS results obtained by Duan and Choudhari [46] (FIG. 8a). These results indicate that
previous to Beresh et al. [8] experimental measurements significantly dinder-predict the acoustic
loading on the walls beneath a supersonic TBL. Beresh et al. [§] o@ed using the Corcos [47]
corrections, which involve combining measurements from multi}w s while applying noise
cancellation (gray filled-in diamond in FIG. 8a), as well aifl ‘?ténsion to the measured spectra
to minimize the spatial resolution constraints of the sengors (f)ansparent diamond in FIG. 8a).

Both noise cancelation and high-frequency extensi eeﬂ)to drastically improve the quality of
h’

-

the results, although further experiments and s s are needed to support these findings.

0.008 4 ~te
0.007 iLESS
0.006 g LES?

© Laganelli et al. (1983)
© Beresh et al. (2011)
== Duan and Choudhari, (2013)

2 %
% oy
Q/ 0 05 1 1.5 2 25 3

y/d

/\ (a) Pressure fluctuations
AN i
\
! ]

r ) —
. L ',' 0.06 0.08

y/d
(b) Compressibility
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PublishiRK . 8. (a) Pressure fluctuations and (b) compressibility normal to the wall. . Black filled-in
diamond is the uncorrected measurement of Beresh et al. [8] at M = 2. 5; grey filled-in diamond
is the noise corrected measurement; and transparent diamond corresponds to the extended value.
Light blue circle is the theoretical prediction of Laganelli et al. [48] and the dashed line is from
the DNS results of Duan and Choudhari [46] at M = 2.5. The maximum SEM is less than 2%.
For better interpretation of these figures, the reader is referred to the web (colored) version of
this article. /

In the near-wall region that is critical to our acoustic loadin t@r the results of the two
higher-order iLES show a very good agreement with eac N the lower-order iLES
over-predicts the intensity of the pressure fluctuations (FIG.Ba F er away from the wall, but
still inside the boundary layer, iLES5 produces results eloser/to the DNS results than iLES9
does. This finding can be a result of the dispersi rgnri‘ a the highest-order variant, but further
examination is necessary before drawing a dﬁ{\\jv@nclusion.

The operative cause for developing a r m for pressure fluctuations and other results
was an attempt made in previous ii hiﬂk compressible flows to incompressible ones, for

which theoretical and experim@e more accessible. This effort led to the development

of theoretical models that attempte predict — or scale — the pressure fluctuation intensity
based on measuremen gNQ pressible flows. A characteristic example of such a theoretical

model is the relat(oﬁ osed/by Laganelli et al. [48]:

0.006 (3)

0. 5+(TW/TaW)(0 5+0.09M%,)+0.04M%,]0-64"
&eﬁlatlon T, is the adiabatic wall temperature calculated from the definition of

e-abo
lg@\ mperature. The formula is linked to the incompressible database through the value

ch is believed to be biased low due to the insufficient sensor spatial resolution in the
\ n which most experiments were carried out. Later publications suggest that this value should

be corrected to 0.009 [8,49]. In FIG. 8a, we show the prediction based on the original model
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Publiship@posed by Laganelli et al. [48]. Applying the suggested correction (0.009) raises the value
close to the point predicted by the extended measurement of Beresh et al. [8].

The example above suggests that empirical models based on incompressible, or even

compressible, data must be used with caution as they are influenced by/the conditions inherent to

each experimental facility. In addition, since density gradie @ the boundary layer —

especially close to the wall — are very high (FIG. 8b), we expe&q ssibility effects to play

a significant role in acoustic loading. Further away from th It;“the density converges to the
—-—

freestream value very quickly, while outside the b darys layer, the density fluctuations
diminish. L ‘)

. . . L
Considering that our calculations on the w% comparable accuracy to DNS results and

the latest experimental measurements, @a\fkb;riher analyze the pressure signals. In acoustic

loading calculations, it is common to 7195)1’3 he fluctuating pressures to sound pressure level

(SPL), which can be directly connec N igh cycle fatigue in aerospace structures:

A

dyo (2ms). (4)

20uPa

l

]

Using all three {ES\Varia {, we calculate the SPL on the plate beneath the TBL. Instead of

presenting the Q values for specific locations, we take advantage of the nature of computer

simulatigil ﬁ/d cpmpile SPL contour plots over the entire plate (FIG. 9). Although the range of

values chiev‘,d by all iLES is similar, a higher-order variant produce much finer- and smaller-
-~

sgw@ctures than a lower-order iLES. This unsteady nature of acoustic loading can increase

Mpensity for high cycle fatigue of the material on the vehicle outer mold-line.
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(a) iLES9
(/\ / (c) iLES2
FIG. 9. Snaps ‘t))f the SPL calculation on the plate in the fully turbulent region with three

different der; of'agcuracy, a) iLES9, b) iLESS, and c) iLES2. For better interpretation of these
ader/is referred to the web (colored) version of this article.

)

-
As msntloned at the beginning of this section, most experimental information comes from

Sil: ents of the frequency spectrum of the wall pressure fluctuations. This quantity

proyides information about the distribution of the pressure fluctuations energy in frequency
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laws. The frequency spectrum of the pressure field is defined as

D (w) = i ffooo p'(x,y,z,)p' (x,y,z,t + T)e “dr, (5)

where 7 is a time delay and w is radial frequency. 5\

The results we present are again from the same calculatiﬁgwts at which all previous

statistics have been calculated. In the low-frequency re

, high-order iLES sh
n‘)hqg\ igh-order 1 show

—
almost perfect agreement, while the low-order iLES2 péaks at S

ch higher value (FIG. 10). In
contrast to the high-frequency region, where Vi@ity and near-wall motions are the key
parameters, the low-frequency region is mostly affected“by large-scale velocity fluctuations. In
the higher-frequency region, low-order i ENe rgy much more rapidly than the highest-

\
order iLES9, with the latter being mo @r as the following comparison with the DNS and

~
experimental data will reveal. \\

\
N
&

22


http://dx.doi.org/10.1063/1.4979965

! I P | This manuscript was accepted by Phys. Fluids. Click here to see the version of record.

Publishing
1 —
— | —iLES9, Re,=414.0
= 001 -
- — iLESS, Re,=377.1
£ 0001 . _
;8 - — iLES2, Re,=344.6
) = = Duan et al. (2012), Re, =510
2 0.0001 | -
© ; Bernardini and Pirozzoli (2011), Réy—= 50%
0.00001 -+ = - Bernardini and Pirozzoli ( 01(.),Ré17 251
i o
- A Bereshetal. (2011), Réy= 36
0.000001 : A - .

. _
1 \10 100
R

\ h
FIG. 10. Normalized power den '\pegtrum of computed pressure signal on the wall at location
x/L =1. Comparison with DNS [10,%],13] and experimental data [8] of compressible flows at

M=2 and M=2.5. Black dashedsstraight lines are guides for the eye. For better interpretation of
this figure, the reader is referred to the web (colored) version of this article.

&

In FIG. 10, we alsowcompare our results to the DNS data of Bernardini and Pirozzoli [10] and

Duan et ald [1T543], who used slightly different Mach numbers, M = 2 and 2.5, respectively.
£

encé between the simulations is the properties of the boundary layer, and more

jy

Another.di
sp. gfl ly, &e friction Reynolds number (Re;) that can affect the amplitude of the pressure
fl uaticbls, especially in the high-frequency region. Considering that the friction Reynolds
}l%s obtained by Bernardini and Pirozzoli [10] are either smaller or greater than those

obtained from the present simulations, we expect our PSD to lie somewhere in between the two.
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Publishi@gly the results of the highest-order iLES satisfy this estimate, with the lower-order iLES
significantly deviating from it.

To further assess the quality of our calculations, we compare our results with experimental
data [8] and theoretical scaling predictions. Owing to the sensor spatial resolution limitations
mentioned previously, the available experimental data include a@f,emen only in the low-
frequency region. Since the friction Reynolds number does not N ly affect this frequency
region, a comparison can still be made, even though t ?xpﬁimental boundary layer is

_—

significantly thicker. Our results, as well as those in th refer@ce cases, decay very weakly as

w—0, in agreement with the theoretical ar n(eu:ts ‘mjlde by Ffowcs Williams [50] for
-

compressible flows and in contrast to the w’ s;%;gestion based on the Kraichnan—Phillips

theorem for incompressible flows [51,52, ]\

In the mid-frequency range, a univsski\?wer p region is expected with ™ scaling following

~
the prediction of Bradshaw [54 ar%%\i

The highest order iLES reproduces‘this Slope only for a short frequency range between 300 kHz

eoretical [55] and experimental verifications [8,45].

and 500 kHz (see FIG.

boundary layer. ?is

the slope decr %, ordiminishes, for lower Reynolds numbers; this explains the occurrence of
QQ&

o over a sho oe of frequencies in the present simulations.
£
-~ V.
QKS

\ <

%)m’l scaling is induced by eddies in the logarithmic region of the

aling );e ion appears only at sufficiently high Reynolds numbers, while
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FIG. 11. Normalized pow det%ectrum of computed pressure signal on the wall at location
x/L = 1. Comparison bétween“theoretical scaling predictions and the calculated results from a)
iLES9, b) iLESS and/c) 1BES2.) Black vertical lines indicate the transition between different
frequency regions ac€ording tothe theory. Grey vertical dashed line show the maximum resolved
frequency for eazl{ iLES. Blﬁck dashed lines indicate the gradient of the various frequency

regions. \
3

At higher Arequéncies, the spectrum should roll off at a higher rate, reaching a slope

ﬂ
propottional ig ~ predicted theoretically by Blake [56] and measured in previous experiments

ﬁ
[45,57]. ghus, the spectrum should transition from the mid- to the high-frequency region, where
Xﬁﬁll-wavelength eddies become dominant much closer to the wall [45]. This transition region
"
has,been observed in experiments on incompressible flows [57,58], with its onset found to be

near wv/u;” = 0.3 [57]. In the present iLES9 simulations, this value is equivalent to about /= 536
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Publishikigz (first vertical black line in FIG. 11). The spectrum at this transitional region is believed to be

753 159], fully reaching w™ dependency at around wv/u,” = 1 (or f= 1.8 MHz for

proportional to
iLES9, second vertical black line in FIG. 11) [58]. The black dashed lines in Figs. 8 and 9
indicate the gradient while the vertical solid lines show the transition

to the other according to this analysis. Only the high-order iLES @ages capture all three
-fr

regions with the correct spectrum roll off slopes from low- to h

om one frequency region

~

ency ranges. It is also
the only method that correctly resolves all frequencies u _t:) ?NH‘LZ (grey dashed line in FIG.
11c¢), while the lower order methods produce a steeper slope th%\ o~ for frequencies greater than
2.2MHz (grey dashed line in FIG. 11a and b). ‘)

Note that in relation to the effects of acousti %‘-&n structural fatigue special attention is
given to the initial region (spectrum pr@o ") where the low-frequency content will
affect the structural response and fati ?l-'bfe A panel structures. In the aforementioned figures
we showed the complete pressuregw roll-off in logarithmic plots, while in FIG. 12 we
show the same spectrum limited mOw frequency region in a linear plot. The highest order
iLES produces results t tab)vv closely the previously published DNS calculations with an
average difference ~#5% from them. In contrast, the low order iLES2 over-predicts the

pressure spectrum in this region, threefold with reference to DNS, and the results also exhibit an

>

(non-physigal) oscillatory behavior. The differences between the iLES variants observed in this
£
ency.re

low freque gfon, as well as in the whole pressure spectrum roll-off, are also correlated with

the pressure thlctuations on the wall (see FIG. 8a).

)
\ <
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FIG. 12. Normalized power density spectrum of the 1 T @Jency region. Comparison with
previous DNS results (dashed lines) [10,11,13]. Fogbetter 1 retation of this figure, the reader

is referred to the web (colored) version of this articl ‘)
! -
A correlation can be drawn between th r&&@ rbulent length scales and the calculated

spectrum of the pressure fluctuations on thewatk<A previous study [18] has shown how the order

b/, Q‘\
—
b

of the method affects the shape and m M of the energy spectra, with the iLES9 approach

providing results that closely atch\\hOQe f DNS. In the previous paragraphs we elaborated
IE»Q

upon the better agreement of i

can conclude that any gﬁ@able of resolving finer structures (see FIG. 2 and FIG. 9) also
</\
c e

provides a more jécu nergy and pressure spectrum. Failing to correctly reproduce small

ith DNS, experimental and theoretical values of PSD. One

scales seems t di;fm&:ct the energy distribution across all scales.

In addi on/to e last figure we conduct an analysis of the distribution of energy along the
entireffreque {pectrum. The pre-multiplied pressure spectra on the wall, along with the
0

Duan et al. [11,13], are plotted in FIG. 13. The highest-order iLES produces a

calculati
@ t a)ound @d/Uy, = 8 (or f= 696 kHz), similar to the results reported by Duan ef al. [11,13]
~

t with the higher amplitude characteristic of a higher friction Reynolds number. The two

lower-order iLES fail to correctly capture the position of the maxima and cause a shift in the pre-
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Publishimgltiplied pressure spectrum toward the lower-frequency band. This pressure spectrum shift can
also be correlated with the SPL structures in FIG. 9 where iLES2 resolves large and coarse
structures that contain low frequency pressure fluctuations energy, contrary to the smaller and
finer (high frequency pressure fluctuations) structures of the higher grder iLES (see FIG. 13).
From a structural point of view fatigue estimation on aerospace rua)lres ends not only on

the amplitude of acoustic loading but also on the frequency range #a whieh the highest amplitude

1s observed. Q\
—-——

08 \E‘?s

0.7

0.6 ILES2

== Duan et al. (2012)

\\ 100
\ ©8/Ux

d

it

FIG. 13. Pre-multiplied ensity spectrum of pressure signals on the wall at location
w
b

o®(®) / P,
(=]
o

x/L = 1. Direct compart DNS results [11,13]. For better interpretation of this figure, the
reader is referred to the w; lored) version of this article.

4

The prese fDljS approach produces high-fidelity results that closely match previous DNS

studies b recylire ly a fraction of the computational cost. The promising conclusion about the
£

iLES @pproach'ig further supported by the findings of Poggie et al. [19] where good agreement

bQ?:r: and DNS was also shown, with iLES requiring significantly less computational
S

g) 3than DNS.
o
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PublishingOur simulations utilized 480720 cores on the Archie-WeSt supercomputer, which consists of

3500 Intel Xeon X5650 cores and 4GB of RAM per core, whereas the most recent DNS results

N
:
N
IV. CONCLUSIONS Q\

required 23,040-102,400 cores [19].

PR

)

-

In the previous sections, we compared ouricalculdtions of acoustic loading beneath a
supersonic attached TBL with previous nu@ d experimental data as well as with the

results predicted by various theoretical mere possible. We concluded that the iLES

\ 2

approach can achieve high levels mcxcy in the near wall region that are directly comparable

to the results produced by DN ire'only a fraction of the computational resources.

afand the most recently filtered and corrected experimental

in agreement with PDNS
£
measurements. Infadditio %he magnitude of acoustic loading in space, we analyzed our data in

the frequenc d@ain. e pressure spectrum roll off was found to be heavily affected by the
n

state of the botinda
- V.
frequency reg)io dictate the slope of the pressure amplitude as the frequency, or the Reynolds

In addition, we demovis\that iLES provides good acoustic loading estimations, which are

layer and the freestream conditions, i.e., compressibility effects in the low-

=,
n%;gpproaches Zero.
Hn presenting our results, we also discussed the differences between high- and low-order iLES
-
and how the latter can introduce significant errors. We observed, for example, that the energy of

the high-frequency pressure spectrum is underestimated by low-order iLES, while in the mid-
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Publishifagize frequency region the position of the maxima is also inaccurate. This can be attributed to
the numerical dissipation of low-order iLES methods, which can artificially damp turbulent
eddies and their associated sound spectra, particularly in the high- and mid-frequency ranges.

The results of this study reduce the uncertainties in acoustic loadirig/simulations on structures
beneath TBL while highlighting the capabilities of iLES in thi ﬁa)l. Further simulations at

higher Reynolds and Mach numbers will allow us to further assess WLES by comparing our

results with experimental and flight data. Q‘-\
(
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