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ABSTRACT

Context. Phase-mixing of Alfvén waves in the solar corona has beeattiftlsd as one possible candidate to explain coronal heating
While this scenario is supported by observations of ubégusitoscillations in the corona carryingfBcient wave energy and by
theoretical models that have described the concentrafi@nergy in small-scale structures, it is still unclear viieetthis wave
energy can be converted into thermal energy in order to @miaitihe million-degree hot solar corona.

Aims. The aim of this work is to assess how much energy can be ceavirto thermal energy by a phase-mixing process triggered
by the propagation of Alfvénic waves in a cylindric coronaiusture, such as a coronal loop, and to estimate the imgatti
conversion on the coronal heating and thermal structurkeo$olar corona.

Methods. To this end, we ran 3D MHD simulations of a magnetised cylivdeere the Alfvén speed varies through a boundary shell,
and a footpoint driver is set to trigger kink modes that modiepte to torsional Alfvén modes in the boundary shell. Thaleén
waves are expected to phase-mix, and the system allows tgdy the subsequent thermal energy deposition. We ran eerefe
simulation to explain the main process and then we variedsifnelation parameters, such as the size of the boundary; ghel
structure, and the persistence of the driver.

Results. When we take high values of magnetic resistivity and strangdoint drivers into consideration, we find that i) phasging
leads to a temperature increase of the order 8fKLOr less, depending on the structure of the boundary sliethis energy is able

to balance the radiative losses only in the localised regivalved in the heating, and iii) we can determine the infeeenf the
boundary layer and the persistence of the driver on the tlestructure of the system.

Conclusions. Our conclusion is that as a result of the extreme physicalpaters we adopted and the moderate impact on the heating
of the system, it is unlikely that phase-mixing can conti#on a global scale to the heating of the solar corona.

Key words.

1. Introduction ergy to account for the coronal heating (Tomczyk et al. 2007;
Th | heating has b ived problem f Jess et al. 2009; Mclintosh et al. 2011), where wave distedsn
e coronal heating has been an unsolved problem for sevefa g g ciently intense to power the quiet Sun and coronal holes,

decades, and the mechanism behind the million-degree hot\ﬁﬂ- ; : . ;
R S ile active regions remainfibthe range by an order of magni-
lar corona is still unclear. Of course, all this time has netib & g ge by g

didl d i . i dmod ude (see also De Moortel & Nakariakov 2012, for a more com-
passed idly, and fierent generations of Instruments and modefs.opangive review). Morton & McLaughlin (2013) focused on
have brought further insights to the problem. We recommesnd

. X w-amplitude oscillations, where the authors found thavev
Moortel & Browning (2015) and references therein for a COmyeyyity s low over an extended period of time, and these os-
prehensive review.

. . ._cillations would not be able to match the energy requiresent
One of the candidates suggested to explain coronal heatingg » tjve regions. Threlfall et al. (2013) identified unagbi

phase-mixing of Alfvén waves (Heyvaerts & Priest 1983),athi 5 wave propagations by simultaneously measuring thevelo

is one of the main models where Alfvén waves are put forwagig 4n gisplacement of observed coronal ioops that Lopéstér

to explain the thermal structure of the solar corona. (seegMi ot 41 (2015) have interpreted as combined propagationrdé ki
2015, for a more extended review). In this specific model, Ig; 3 ) have interp ! propagat I

X X , nd sausage wave modes.
calised small-scale gradients develop when Alfvén wavep-pr
agate at dferent speeds and these are preferred locations whereAt the same time, a number of studies have shown that trans-
magnetic and kinetic energy can be converted into heatirg. Rerse waves are damped in the solar corona, opening the way fo
cently, this model has fallen under careful scrutiny frore ththe possibility that the energy previously observed in threnf
coronal physics community because theoretical resultsobrd of waves could be converted into coronal heating. Mortorl.et a
servations have opened the possibility for phase-mixingxto (2014) analysed the power spectra of transverse motioriein t
plain coronal heating (e.g. Cargill et al. 2016). solar corona and chromosphere and have discovered fregguenc
Oscillations in the solar corona have been observed for malependent transmission profiles generated by the damping of
than a decade, and some studies have suggested that thedankpik waves in the lower corona. Hahn et al. (2012) came to sim-
of waves could be connected with coronal heating (Nakaviakidar conclusions from observing the line width of coronalds
et al. 1999). However, observations of ubiquitous Alfvérves in coronal holes, adding that such damping could account for
have only more recently concluded that waves carry enough ammajor portion of the energy required to heat these strestur
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Pascoe et al. (2016) observed and analysed the damping ef som 1
coronal loop oscillations by making a detailed seismolegial-
ysis to retrive the loop parameters, while Goddard et al1§20
examined a large set of kink oscillations to carry out a Stiati
cal study on how these oscillations undergo damping in the so
lar corona. Additionally, other studies have compared olesk C
heating properties with models in order to constrain the efod
Van Doorsselaere et al. (2007) found that coronal loop hgati
profiles match a resistive wave heating mechanism bettaraha
viscous one. Okamoto et al. (2015) observed the oscillatin
threads of a coronal prominence, identified as standingéAlfv bolindo
waves, and their subsequent damping, and Antolin et al.5R01 Ehell
argued that the observed damping of the oscillations isrerdth .
by the development of Kelvin-Helmotz instabilities at treubnd- '
aries of the threads. . "
On the theoretical side, the highly structured solar corona exteripr .
suggests the presence of numerous interfaces between ttye ma "
magnetic structures where plasma and magnetic field vary and "
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offers the ideal environment where Alfvén waves can propagate
at different speeds. At the same time, such coronal structures are
anchored to the base of the corona where footpoints move hori
zontally as a result of photospheric and chromosphericansti
which means that they move transversally to the magnetit fiel
and are likely to cause phase-mixing of transverse wavehidn
context, the magnetohydrodynamical (MHD) numerical ekper
ments of Pascoe et al. (2010), Pascoe et al. (2011), Pasabe et
(2012), and Pascoe et al. (2013) have shown that phasegnixin _ _
can be triggered in the solar corona when kink oscillatiohs Big. L. Sketch to illustrate the geometry of our system and the Siarte
coronal loops lead to the propagation of Alfvénic waves gloif*€S:

the inhomogeneous flux tube. It has been reliably proven that

this process leads to the concentration of wave energy imtheeference MHD simulation where a single pulse driver is sgt i
homogeneous boundary shell and the formation of smalescghd we analyse the energy deposition in the boundary shell. W
structures. This model has also described that the SIREGEN- then run a series of simulations where we investigate treabl
erated by the phase-mixing on the boundary shell become je width and shape of the boundary shell, and how the resuits
creasingly smaller. This result has been validated ffet8nt change when a continuous driver acts instead of a single puls
and increasingly realistic configurations, and it has beem ¢ The paper s structured as follows: in Sect. 2 we describe our
cluded that this energy eventually needs to be dissipa@tieE eference model, in Sect. 3 we analyse our reference siiolat
on, ideal MHD simulations by Poedts & Boynton (1996) had eg; || detail, in Sect. 4 we vary some properties of the bcanyd

timated the heating that is due to phase-mixing of Alfvéne®&avshe|| and the driver, and in Sect. 5 we discuss our results and
propagating along a magnetised cylinder by assuming tembul .o some conclusions.

heating following the ideal evolution. Soler et al. (2016hra

similar analysis of propagating Alfvén waves in prominesjce

but approached the problem from an analytical point of viedt a2 Model

also estimated the heating that can derive from this protesy

found that wave heating can contribute a fraction of theatagé In order to investigate the deposition of thermal energyhia t

losses and only under certain conditions. solar corona during the mode-coupling and phase-mixing, we
These data and numerical experiments have opened updgeise a numerical experiment following the same pattein-as

possibility that the damping of kink oscillations could ¢dlpute  troduced by Pascoe etal. (2010), Pascoe et al. (2011), scd®a

to the coronal heating, and with this premise, phase-miisreg €t al. (2012).

likely candidate mechanism that could enhance the damging o

waves and lead to the conversion into coronal heating. Tine aj - -

of this work is therefore to test this hypothesis and to astes 2.1. inital condition

possible contribution to coronal heating that can derivenfthe We consider a cylindrical flux tube where we define an interior

damping of kink waves through phase-mixing. region, a boundary shell, and an exterior region (Fig. 1) Th
To this end, we continue the study of Pascoe et al. (2016ystem is set in a Cartesian reference frame witieing the

where MHD simulations of a magnetised cylinder with the predirection along the cylinder axis, andandy define the plane

ence of a driver at one of the footpoints are used to simutage ficross the cylinder section. The origin of the axes is plat#ue

propagation of a kink mode in a coronal loop and the subsequeentre of one footpoint of the cylinder. The cylinder hasuad,

mode-coupling with then = 1) Alfvén mode of the loop and the interior region has radils and the boundary shell covers a

dissipation of these waves through phase-mixing. In ouukim fractionl = (a — b) /a of the cylinder radius. The boundary shell

tions we also account for non-ideal terms such as magnetic iethe ring between radb anda, and the exterior region is the

sistivity and thermal condution in order to investigate hmwch rest of the domain beyond radias

energy is converted into heating and how the plasma temper- The interior region is denser than the exterior, and theitlens

ature changes following this process. To do so, we first runirecreases over the boundary shell defined as a functipg, of,

-

X
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Table 1. Parameters p across the cylinder

(Q) 2.5 ]
Parameter value Units o 3
a 1 Mm S E
[ 0.5 a o ]
0 1.16x 107 g/em? o 1.0F E
Pe 2.32x 10716 g/Cm3 : 0.5 E_ _f
To 158 MK ook . . . 3
Be 6.18 G 2 1 0 1 5
X [Mm]
a, andb: 6257 B, across t'he cylinder .
o bia (b)s2of 3
. _ pl _pe _ _ . o 1
p(pe’Pl,aab)—pe+( 2 )[1 tanh( _b|:r 2 ) bl & 6.15w _E
(1) o’ 6.10 ;— —;
_ o 6.05F 3
wherer = /X2 +y2 is the radial distance from the centre of s.00k 3
the cylinder,pe is the density in the exterior region, apdis T, 1 o 1 N
the density in the interior. The temperature of the plasmas X [Mm]
assumed uniform afp, and the thermal pressung,is set by the V, across the cylinder
equation of state (c) 29F * ]
p — 1.8 :_ _:
= T, 2 3 .
P= GBm @ "

wherem, is the proton mass arlg is the Boltzmann constant.
The flux tube is initially in equilibrium, and in order to alo
the propagation of kink waves and provide magnetohydriostat

Vv, [10® Km/s

equilibrium, we set a non-uniform magnetic fiel, along the T > o : 5
z-direction: X [Mm]
B, = , /Bg - 2(p— Pe)s (3) Fig. 2. Cuts of our initial condition for our MHD model across theiayl

der. (a) Density, (bz—component of the magnetic field, and (c) Alfvén

which balances the varying thermal pressure, whgyés the SPeed:
value of the field in the exterior regiope is the thermal pressure
in the exterior region (derived fropy, andTy), andp is the local

value of the thermal pressure. In Table 1 we list the valudsef shell that is described by the time derivative of Eq. 4 (Fi, 3

i , red line):
free parameters used to set up our specific experiment.
Figure 2 shows the value gf, B,, and the corresponding ds(t) . ot , wt
Alfvén speed V) across the cylinder. In particulafy is higher Vx0 = —5~ = Vo (COS‘Ut sin—=-+ 0.5 sinwt cos?). (6)

in the exterior region and decreases in the boundary shiedirev
the maximum gradient is at~ 0.8a. With the present parame-As in Pascoe et al. (2011), this choice for the driver combare
ters, the plasma is uniformly = 0.02. oscillatory motion at the footpoint( sin(wt)) with an envelope

of sin(w/2t) to ensure a smooth (continuous) acceleratian=at

) 0. In the exterior region, we assume that the system reatthgto

2.2. Driver flux tube motion as a 2D dipole velocity configuration, so that
A driver acts on the system in order to initiate the propagilex andy components of the velocity in the exterior region can
tion of Alfvénic waves within the system (represented inkpinP® written as a function of time and space as
in our sketch in Fig. 1). The driver is prescribed by the dispt

2 2

ment along the x-axis of the flux tube below the lowdround- , - onaZM (6)
ary of the cylinder and by the consequent velocity pertiobat (% +y?)?
Specifically, Fig. 3a (blue line) shows the position of thatce
of the flux tube as a function of time, whose expression isrgivg, — a227xy 7)

y = VX0 2 L \2)2°
by (X +Y?)

Vo . ot This choice allows a smooth transition between the boundary

S(t) = - sinwt sin—-. (4) shell and the exterior region as the velocity amplitude igene

discontinuous and mimics plasma flows around the magnetised
where V; is the amplitude of the speed of the displacemenrgylinder when in motion. Figure 3b shows the driver configura
w = 2r/P is the angular frequency derived by the period of thigon att = P/2 when the velocity is maximum and the flux tube
oscillationsP, andVy/w is the following spatial displacement ofis at its rest position. Table 2 summarises the values we tased
the centre of the flux tube. The driver sets irt at 0 and stops set up the driver in our numerical experiment.
att = P. This displacement of the flux tube leads to a uniform The value ofVy we chose is one tenth of the Alfvén speed
velocity perturbation within the interior region and theundary in the interior and is a relatively high value with respecthe
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magnetic difusion, and joule heating are treated as source terms:

( )1.5 1.5
Q) | s [100 km] v [100 km/s]]
1.0 o g (pv) = (8)
0.5 1 05 ot
0.0 00 Jpv jxB
-0.5f {05 ot T V- (pwW) +Vp- c - 0, 9)
-1.0f 1-10 6B C2 5
-1.5 T T T T T T T -1.5 E _VX(VX B) UEV B’ (10)
0.0 0.1 0.2 0.4 0.5 0.6 0.8 0.9 1.0
t/P oe .
e oV le+ PV = -0V - Fo, (1)
p [107"° g/cm’] o5 o . o
2 wheret is time,Vv velocity, the magnetic resistivity; the speed
of light, j = £V x B the current density, aniél. the conductive
(b) flux (Spitzer 1962). The total energy densitis given by
o p 1 B2
1 e—y_1+2pv2+87r, (12)

wherey = 5/3 denotes the ratio of specific heats.
In our numerical experiments we adopted a valug thfat is
set uniformly as; = 10°%;s , wherers is the classical value at
T =2 MK (Spitzer 1962).
The computational domain is composed of X1256x 512
1.5 cells, distributed on a uniform grid. The simulation domeia
tends fromx = -2 Mmto x = 2 Mm, fromy = -2 Mm to
y = 0 Mm (where we model only half of a flux tube) and from
z=0Mmtoz =40 Mmin the direction of the initial magnetic
field. The boundary conditions are treated with a system oégh
cells, and we have periodic boundary conditions at lxdtbund-
_ 1.0 aries, reflective boundary conditions at thboundary crossing
_ -1 0 1 2 the centre of the flux tube, and outflow boundary conditions at
x [Mm] the othery boundary. The driver is set as a boundary condition
at the lowerz boundary and outflow boundary conditions are set
Fig. 3. Settings for the driver. (a) Time evolution of the cylindentre at the uppez boundary.
footpoint displacement as a function of time (blue line) &hel con-
sequent velocity displacement (red line). (b) Map of thesitgrof the
driver att = 0.5 P with the velocity arrow overplotted. The maximum3, Reference simulation
velocity in the cylinder at this time ¥, , according to Table 2.

y [Mm]

The evolution of the MHD simulation allows us to analyse how
the process of mode-coupling and phase-mixing leads toghe d

Table 2. Parameters position of thermal energy in the system. As soon as the drive
sets in, a wavetrain propagates into the domain, and wéralies
Parameter value Units the evolution that follows in Fig. 4, where we show maps of-den
Vo 113 km/s sity contrast 4(t) — p(0))/p(0), thex-component of the velocity
P 6.18 S and temperature of the plasmatat P andt = 4 P in a projec-

tion of the 3D simulation box where we cut two vertical planes
atx = 0 andy = 0 and a horizontal plane at tkeoordinates of
the trail of the wavetrain propagating at the Alfvén speethef
usually considered horizontal footpoint motions (Thriéaal. interior region.
2013). The period of the driver is designed to produce alisib  The evolution described by the= 0 plane is the expected
effect on the present numerical experiment and is not meantt@lution of an oscillation of the flux tube along tkelirection,
represent a significant frequency in the power spectrumef tyhere we see weak compression and rarefaction accordihg to t
corona. At the same time, while the period is well below thakpe phase of the driver, alternating positive and negatjveegions,
of the 5 minutes, oscillations of the order of seconds cotilld sand no significant temperature change. Additionally, aiatio
contribute to the power spectrum of the velocity pertudnratit mode follows the propagation of the transverse wave andslead
the coronal footpoints. to a visible compression and rarefactiorzat 5 Mm att = 4P.
The evolution on the plang = 0 is of greater interest for
the present work. The velocity patterns are in line with what
2.3. MHD simulation has been found and thoroughly analysed by Pascoe et al.)(2010
where the mode-coupling and phase-mixing lead to the cencen
In order to study the evolution of the system caused by the fotration of velocity structures in the boundary shell. Thepim
point driver, we used the MPI-AMRVAC software (Porth et altude of the driver (10% of the Alfvén speed) leads to weakly
2014) to solve the MHD equations, where thermal conductiompn-linear dynamics.
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(p=p0)/Po 0.05 V, [km/s] 80.0 T-To [10° K] 80.0

=0 x= =0 =0 8o ]
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35| 35| 60 z=26.6 Mm =
5 | l0.03 He0.0 40.0 .Z i ]
= 40 -
25 25 ° 5 1
il ]
z Lo.00 lbo % 0.0 20 -
15] 15 : ]
0 9 02 0 15 0.0
-0.03 Ll-40.0 -40.0 o o '
5 5 \ 5
0 [v]
(b) T T T
-0.05 -80.0 -80.0
(p=po)/po v, [km/s] T-To [10° K] t= 5.0P /
] > 005t | 80O 800 il =—A /
o2 =0 022N =0 o= =0 t= 4.5P :.\'\/
t =4p = 40P —\ /
35 35 35 = 3.5pP \\ /
L0.03 \ H40.0 40.0 = 3.0 s\\%
30 30 \ 30 - 25p ,§%\ _____’_’%
25 | 25 25 = ?gi 5?\\\_—9”_"—”
= 1. .‘M"\\l—_"
z 2 x looo 29 > oo % B 0.0 = 1.0p C‘\‘\“\\E&—
: ' = 0.5P |}
15| 15 15] = 0.0P
10| 10 10 0 10 20 30 40
-0.03 L-40.0 -40.0 z [Mm]
5 \ 5 5 \
0 \ 0 0
\ Fig. 5. Temperature dierence(T(t) — T(0)) cuts. (a) Cuts ak = 0
-0.05 -80.0 -80.0  andz = 26.6 Mm (where the maximum temperature is found) between

t = 3.2 P (thinnest line) and = 5 P (thickest line). The vertical red

E(I)%t:}eis?g(g(su—ts ?g))t?e((';/)l%[e)fts Icrgﬂﬁ:h%nvw(izﬁrzhgg\llumﬁ?saﬂ ddtzrr]:_'t&ashed lines are the borders of the boundary shell, and dHenes are
P P X ’ placed at the location of the maximum gradient of the Alfvpaed at

perature changéT (t) — T(0)) (right column) on thex = 0 andy = 0 . L
; B ) _ each time. (b) Staggered cuts along the z direction orxtke0 at the
gl?l;'e aer;(: c:\?v()e Qg(;lz_oztgl (?ésvne(? ?éx;e (t= P)Vo coordinate at = 1 initial location of the maximum gradient of the Alfvén spe@tie green
pp B ' line follows the location of the maximum temperature inseean both
plots.

As the purpose of this work is to identify the capacity of thes
phenomena to convert the magnetic and kinetic energy cencen L )
trated in the boundary shell into plasma heating, we addhess ature increase along tizedirection at diferent times every.QP
temperature change in the boundary shell-atP (Fig. 4 right 2t they coordinate where the maximum of the gradient of the
column). We find that a region of increased temperature alofifvén speed is situated. We note that the bump in the temper-
the vertical direction inside the boundary shell is formedis ~afure increase is located at higher z as the evolution psegse
region has a slightly variable width and extends over absut 4Intil t = 4 P, when it settles at about= 27 Mm. At the same
on thexy plane, as we see in the horizontal cut at4 P. In this  {ime, its magnitude increases as well. tA¢ 5P the maximum
simulation the heating is of the order to<5L0* K and reaches femperature increase is710" K. It should also be noted that at
7% 10* K in some regions. each time the maximum temperature increase lags the parturb
tion, as is visible from the wave that propagates from thgiori

Figure 5a shows the temperature increase profite-a26.60 towards the edge of the domain

Mmfromt = 3.2Ptot =5 P with a cadence of.Q P (from the
thinnest to the thickest line) where the red vertical linerksa  Similar conclusions can be made based on Fig. 6, where we
the position of the maximum gradient of the Alfvén speed. Tishow maps of the quantity?By (Fig. 6a) and temperature in-
temperature starts to increase in the boundary shell reboit crease (Fig. 6b) at= 4P on thex = 0 plane. The black arrows
der with the exterior region, where the kinetic energy isheig represent the Poynting flux (only where its intensity is abav
Then the temperature increase profile maximum drifts tosrardireshold), and we chos&B, because it is some order of mag-
the centre of the boundary shell and stops at the positiomavhsitude larger thaiv2B, andV2B,. As we are investigating a non-
the gradient of the Alfvén speed is maximum, and from theigeal heating mechanism, we focus BB, because where this

it develops in a temperature increase profile centred atpirat term is large, magnetic fiusivity operates and magnetic energy
sition. The green line in Fig. 5a follows the maximum of thé converted into heating. WheW&éB, is locally large, the Poynt-
temperature increase that approaches the centre of thalboumy vector shows a transfer of energy from the exterior to the
ary shell in three consecutive segments, each determindftebyboundary shell. This creates favourable conditions fordilfe-
arrival of one of the velocity peaks induced by the drivere Thsivity term to act, and thus, the conversion into thermakgye
location of the maximum gradient of the Alfvén speed does nstiarts. Therefore, the temperature increase becomegevisity
change over this time frame. Figure 5b stacks cuts of the¢empafter (or following) the transfer of energy to the boundangls
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V2B, [G/cm?] t= 4.0P 0.010 0 T-T, [10° IK] t= I4.op 80.0 AE in the boundary layer

AT T T 1B 92 A0 LI B L 2:
0 (o] E
(o) ; (b) e
: =" @ 1E
' —— [3] E
0 L L 10.005 o = 40.0 o :
! 2= S o0k
E = -
l o E
T : T b -1E
£ 5 L_10.000§ 5, 0.0
N : N 2 E ) ) ) E
; 1 2 3 4 5
i time/P
10 0 L {—0.005 44 -40.( AE in the boundary layer
' 1.0 . . .
; -t ® s otm-tm=o) :
obeecteiitenie.... IM-0010 o , —80.( O0SF  ___ ak/aq ([10%,]-[7=0)) E
-2.0 1.5 -1.0 -0.5 0.0 -2.0 1.5 =1.0 -0.5 0.0 F —— 40/4Q ([10°p,]-[n=0])
y [Mm] y [Mm] 0.0 - ]
Fig. 6. Maps on thex = 0 plane of (a)v?B, and (b) the temperature dif- - T
ference(T (t) — T(0)) att = 4 P with Poynting flux vectors overplotted -0.5 -\/,_,/
where this is more intense. In panel (a) the dashed blue diefise the C ]
borders of the boundary shell. -1.0C . . . ]
1 2 3 4 5
time /P
10: Fig. 8. (a) Difference in energy in the boundary shell between time
L ] andt = 1P: magnetic (blue lines By, magenta lines B;), kinetic
8- fronte, trail,7  (green lines), and thermal (red lines) energy for the sitmana with
[ : i1 15 = 10;s andn = 0. (b) Difference in the energy in the boundary
< - shell between the simulation with= 10°ss andn = 0 normalized to
5 6 the thermal energy fference between the two simulations at each time.
= L Note that the horizontal axis in both panels starts at1P, i.e. when
L [ the boundary driving has terminated.
4
o
2+ netic field, which become steeper in z the more out of phase
[ adjacent propagating waves are. At the same time, because of
ol the progressive damping of waves, there is more kineticgsner
0 1 5 3 4 5 available at lower z-coordinates than higher up. In thegres

time,/P analysis the time integral of the kinetic energy in the barmd
shell that crosses the= 13.32 Mm surface is 20% higher than

Fig. 7. Temperature dierence evolution of two points on the= 0  the time integral of the kinetic energy that crossesztke26.60
plane at the location of the maximum gradient of the Alfvéeespatz =

: . ! ‘ . Mm.
26.60 Mm (red line, where the maximum temperature in the simulation | der to further i tigate how th . ted
is reached at = 5 P) and atz = 1332 Mm (blue line). n order to further investigate how the energy is converte

into heating, we ran a simulation where we get 0 to ex-
clude the resistivity #ects. In MHD simulation terms, this cor-
has occurred, together with the formation of regions witihhi responds to adopting numerical resistivity, which is thedst
V2B,. resistivity value that a given MHD simulation can achievheT
Additionally, the heating takes place over a bounded pgmulation with = 0 shows an evolution very similar to the one
riod of time from when the phase-mixing starts to occur uniit Sect. 3, except that no significant temperature increesers
the process of conversion of energy into thermal energytis céhrough phase-mixing (lower thans10® K).
cluded. Figure 7 shows the temperature evolution of twotgoin  Figure 8a shows the change in magnetic energy (associated
atz = 13.32 Mm (blue line) andz = 26.60 Mm (red line) at with B2 and B2), kinetic, and thermal energy in the boundary
thex = 0 plane at the location of the maximum gradient of thghell compared to the timte= P (when the driver has stopped)
Alfvén speed. The vertical lines show the time at which a wawees a function of time in the two simulations. The magnetic en-
that propagates from the lower boundary at the Alfvén spéedergy associated witB2 remains negligible throughout the entire
the exterior region reaches the two points (fronts), andithe evolution. The main dierence is that the thermal energy signif-
at which a wave that propagates from the lower boundary whieantly increases in the simulation wheje= 10°;s, while it
the driver ends at the speed of the Alfvén speed of the interghows only a very modest change in the simulation without re-
region (trails). The temperature remains constant as lsngpa sistivity. This corresponds to a visible drop in magnelg)(@and
perturbation reaches the point, it then steadily increasethe kinetic energy in the simulation with resistivity, when ttiever
energy concentrated in the boundary shell is dissipated jtanhas transmitted energy into the system. In addition, thalieed
finally remains constant again. While this evolution is coomm heating leads to an increase in the plasma pressure in tmelbou
for both points, the final temperature depends onzteeordi- ary shell and hence (to conserve pressure balance) to aadecre
nate because the amount of energy that can be converted intB,. This decrease is clearly visible from the magenta lines in
heating depends on the intensity of the gradients of the m&gdg. 8a. The oscillations in thB,-magnetic energy are due to
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arbitrary and plotted just to show th&ect of the spatial limita-
tion of the heating. Conditions would be even less favouradl
maintain a coronal temperature in this regime if we consder
3D domain instead.

4. Investigating the parameter space

Time integroted
rodiotive losses

A e 1 In Sect. 3 we have described the mechanism that leads to the de
position of thermal energy in the boundary shell as a redult o
the phase-mixing of propagating Alfvén waves. Our estiorati
of the thermal energy contribution from this mechanism seem
time /P to be inconclusive as to whether it can definitely overconee th
radiative losses. In light of this, it is essential to addrée role

o
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©
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N
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1.5[ . . - .

ﬁ) i of the boundary shell in this mechanism in order to assess how

£ i 1 much the energy deposition carffdr from what we have anal-

L 1of ,—Igrjie;laicée yoted 7] ysed so far. To do so, we ran simulations where the boundary

g‘ r (estimation) 1 shell of the cylinder varies in width and where it has a more

: 0.5:_ n=10%, _ complex structure.

1‘? 0.0 5 1 4.1. Boundary shell width

¢ i Using the setup explained in Sect. 2, we ran two more simula-
. : : : tions in which we only changed the width of the boundary shell

0 1 2 3 4 5 by usingl = 0.75 (wider boundary shell) and = 0.35 (nar-
time/P rower boundary shell) with respect to Table 1. These weré ana

Fig. 9. Thermal energy dierence as a function of time (a) in the sam¥Sed in combination with the reference simulation wita 0.5
point as in Fig.7 az = 26.60 Mmand (b) integrated in the entire= 0 described in Sect. 3 to investigate how the mode-couplirth an
plane. The red dashed line in both plots is an estimate ofatiative phase-mixing are féected by Alfvén speed gradients. A nar-
losses for the region of interest. rower boundary shell leads to a steeper Alfvén speed profile
(as all other parameters in the setup have remained unctiange
implying that phase-mixing will become moréieient (i.e. the
the driver-induced transverse wave motions, as the equilib damping length will be shorter Heyvaerts & Priest (1983))eT
magnetic field is not constant in the domain. This analysisvsh mode-coupling process that feeds kinetic and magnetiaygner
again that the non-ideal MHD terms are essential to conkiert into the shell region also depends on the Alfvén speed priafile
energy concentrated in the boundary shell into heatingidn Fthe shell region, but now a wider shell (a milder Alfvén speed
8b we set equal to 1 theftigrence of the thermal energy in theyradient) leads to morefficient mode-coupling (Pascoe et al.
boundary shell at any given time between the simulation wil910, 2012, 2013). Hence, the deposition of thermal energy i
resistivity and the one without. The correspondingiedence in dependent on the combinedfieiency of mode-coupling and
magnetic By) and kinetic energy is about the same, at a valyghase-mixing and how the resistivityfects interact with these
of —0.6. This result suggests that the kinetic and magnetic efechanisms, so thatit is not a priori obvious which confijara
ergy contribute to the same extent in providing the systeth wiwill be most eficient. The purpose of this experiment is to assess
thermal energy, as expected for Alfvén waves and predictedwhich efect dominates the dynamics and how this influences the
Heyvaerts & Priest (1983). non-ideal ects in the simulation, in particular the heating.
However, the open question is whether this energy input can Figure 10 shows B cuts ofv, andT on thex = 0 andy = 0
match the radiative losses in order to answer to which exitést planes at = 4 P for the simulations with = 0.35 andl = 0.75,
heating mechanism can contribute to the coronal heatirigigln to be compared with the simulation with= 0.5 (Fig.4). The
9a we show the internal energy evolution in a plasma elememrlocity phase-mixing patterns are visibly narrower in ira-
located on the phase-mixing shellat 26.60 Mm (same as ulation with| = 0.35 and visibly wider in the simulation with
red line in Fig.7) as a function of time compared with an esti-= 0.75 as they entirely fill the boundary shell. Similar varia-
mate of the cumulated radiative losses following from the-detions are found in the extension of the temperature increase
sity and temperature evolution of the same plasma element. §ibn, where the temperature increase is dependent on the siz
find that the energy deposition in a single plasma element aafrthe boundary shell, however. The region in which the imegti
largely overcome the radiative losses. However, the que$si occurs is narrowest in the simulation wite: 0.35, and the max-
not whether the heating mechanism can maintain coronal témum temperature increaseA ~ 10° K, while the simulation
perature in a single favourable location, but if it can symulf- with | = 0.75 show the largest heated region whafe~ 5x 10*
ficient energy for entire coronal structures. Figure 9b shtive K.
result when the same analysis is carried out and integraitéteo In order to assess which configuration (wide or narrow
upper three quarters of the= 0 plane of the present simulationboundary shell) leads to moréieient deposition of thermal en-
(we exclude the lower part to avoid spurious variations #rat ergy, we analysed the time evolution of the wave energy {kine
due to the lower boundary of the simulation and the propagati+ magnetic energy associatedBg) and the thermal energy in
of the acoustic mode). As the heating is localised in a naresw the boundary shell (Fig. 11). Initiallyt (< 1P), energy is in-
gion near the phase-mixing shell, the energy contributiathis  jected into the domain (blue lines), including the boundssil,
extended domain is inflicient to balance the energy lost by raby the driver. This initial increase is followed by a secorsgy
diation of the plasma on the plame= 0. This spatial domain is where the mode-coupling process transfers wave energthiato
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Fig. 12. Time evolution of the time derivative of the average kinetic
energy in the boundary shell (continuous lines) and in ttexiior region
(dashed lines) for the three simulations witk 0.35 (red lines)] =
0.50 (black lines), anti= 0.75 (blue lines).

gion: wave energy is converted into thermal energy at aifaste
rate than it is transferred into the layer by mode-couplirgm
comparing the thermal energy curves (red lines), it is dlear
the increase in thermal energy is largest for the narrow dann
layer (dashed red line). This is in agreement with Fig. 10¢ctvh
showed a larger increase in temperature in the boundary laye
att = 4P for the simulation with the smallest boundary width
(I = 0.35).

In order to further describe how the width of the boundary
shell d&fects the energy transfer to the boundary shell, we show
the time derivative of the average kinetic energy in theriote

Fig. 10. 3D cuts as in Fig. 4 of, in the left column and temperatureregion and in the boundary shell in Fig. 12. We focus on the av-

difference(T(t) — T(0)), right column, att = 4 P for the simulation erage kinetic energy because i) it is the form of energy that i
with | = 0.35 (upper row) and with = 0.75 (lower row).

[e—e(0)] [10% erq]

wove ——

— AE

the ===

Fig. 11. Evolution of the wave energy (blue lines) and thermal ener
(red lines) in the loop boundary layer as a function of timediéferent

3 4

time/P

initially pumped into the system and more clearly drifts he t
boundary shell, and ii) by averaging over the domain, we com-
pensate for twoféects: first, the narrower boundary shell simula-
tion has more total kinetic energy because it has more plasma
the simulation box, and second, the broader boundary shell s
ulation has more kinetic energy in the boundary shell bezaus
the shell is larger. In Fig. 12 the time derivative is largd aos-
itive for t < P while the driver is pumping kinetic energy into
both the interior and boundary shell. Aftee= 1P, the average
kinetic energy in the interior diminishes and it increaseshie
boundary shell. The time derivative of the average kinetergy
in the interior is negative for all simulations, and the slation
with | = 0.75 is the one where it is minimum. The time deriva-
tives of the interior region and the boundary shell are ojipos
in sign, and the total kinetic energy remains roughly camsta
with variations of the order of 1%. This confirms that in thisffi
phase the mode-coupling dominates the dynamics, that the ki
netic energy is transferred from the interior to the boupdaell,

d that a broader boundary shell makes the energy tranafer v

ode-coupling moref&cient. This phase continues urttit 2.5

widths of the boundaryl  0.35, dashed lind;= 0.50, continuous line; P. When the time derivative of the average kinetic energy in the

| =0.75, dotted line).

boundary shell changes sign. In this second phase, digsipat
dominates, and hence the time derivative of the averagdi&ine
energy in the boundary shell is negative for all the simatsgi

shell region. However, phase-mixing is already taking @lat In this regime the narrower boundary shell simulation iserefr

this stage, as is evident from the increase in thermal enéhgy ficientin dissipating energy as its time derivative is lowérthe
thermal energy starts to rise before the wave energy redishesame time, the time derivative in the interior region apphees
maximum value. Following this maximum, dissipation thrbugzero because there is less and less energy to dissipateutvith
phase-mixing is clearly the dominant process in the shell rever showing a regime change, as the waves keep damping in
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Fig. 13. Temperature dierence evolution of the points with highestFig. 14. Density (blue lines) and gradient of Alfvén speed (red lnes
temperature on th& = 0 plane at the location of maximum gradientacross the cylinder for the simulation with a smooth bouyndsrell

of Alfvén speed in each simulatioh:= 0.75 (dotted line)] = 0.50

(continuous line), andl = 0.35 (dashed line). Note that the time axesinuous lines).

have been shifted so that we plot the elapsed time from wreeheht-
ing starts. At the end of each line, we report theoordinate of the point
and the time at which the heating of the point starts.

that region. Aftert = 4 P, the propagating waves interact with
the upper boundary of the simulation box and the kineticgner
undergoes variations because a part leaves the domain.

Figure 13 shows the temperature evolution of the point on
the x = 0 plane that reaches the highest temperature at the end
of the simulation from the time at which heating starts. Wel fin
that the final temperature depends on the width of the boyndar
shell, while the timescale over which thermal energy enésgy
deposited is not dependent on the width of the boundary shell
because the time taken from the start of the temperaturedser
to the final temperature is the same for all three simulatibns
all three simulations, the final temperature is reached outb
one period. Figure 13 also shows that the maximum of tempera-
ture is reached at lower z (and earlier in time), as the boynda
shell becomes narrower.
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Fig. 15. 3D cuts as in Fig. 4 ofy in the left panel and temperature

difference(T (t) — T(0)), right panel, at = 4 P for the simulation with

4.2. Structure of the boundary shell

The boundary shell structure we have investigated so falas r
tively simple, where the density smoothly increases towéne

interior region and the gradient of the Alfvén speed peaks n
the centre of the boundary shell. In order to address how
location of the heating depends on the structure of the bou
ary shell, we devised a flierent simulation where we change
the structure of the boundary into a profile with two peaks \r,g
the gradient of the Alfvén speed (Fig. 14). In this simulatibe

boundary shell extends from= 0.25toa = 1 (I = 0.75), and

the density increases in two steps similar to Eq. 1, eacmédxte
ing for half of the boundary shell. The density profile is give

| = 0.75 and a two-step boundary shell.

Figure 15 shows the evolution of the systenh at4 P equiv-
lentto Fig. 10, and the mode-coupling and temperature &ser
terns do not show greatfitirences with respect to the sim-
tion with a smooth boundary profile. We only find that the
phase-mixing pattern becomes slightly more structured avit
riable width and that the temperature increases at ttherdnt
locations on the boundary shell, where the temperaturedser
is more signficant at the more external peak.

Figure 16 shows the temperature increase on the plan@

by atz = 3191 Mm att = 5 P for the two simulations with a
boundary shell = 0.75 Mm. We find that the temperature in-
p2+pi  a+b 02 + pi a+b crease follows the structure of the boundary shell, with agyn
p= 0-5[/0 (Pe, > & )+,0( > P b)} temperature peaks as the gradient of the Alfvén speed peaks.

(13)
This density profile prescribes a boundary shell of widfR50

The peaks are also located in the same positions as the peaks o
the gradient of the Alfvén speed, and the temperature iserisa
proportional to the intensity of the Alfvén speed gradient.

Mm where the density in the interior and exterior region are the However, as shown in Fig. 17, this does not lead to a visible
same as in the simulation with= 0.75. The two gradients of the change in the thermal energy deposited in the boundary, shell
Alfvén speed peaks are smaller and larger than the equivalethere in the simulation with a two-step boundary shell onfg 2
profile for the simulation with a smooth boundary shell. more thermal energy is deposited in the boundary shell.
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Fig. 18. 3D cuts as in Fig. 4 ofy in the left column and temperature
Fig. 17. Thermal energy dierence between t arid= 0 in the boundary difference(T (t) — T(0)), right column, at = 6 P (upper row) and =
shell as a function of time for the simulation witk: 0.75 and a smooth 12 P (lower row) for the simulation with continuous driver.
boundary shell (dashed line) and a two-step boundary stwitihuous
line).

aftert = 3 P, and it increases mostly linearly until= 7 P,

) . when four pulses have crossed the plasma element. A#er

4.3. Continuous driver P, the temperature increase is no longer linear in time, aod ea

To conclude our investigation, we analysed the evolutiothef Pulse contributes with an increasingly smaller tempeeatise.
system when a continuous driver (instead of a single putse)At t = 12P. the temperature increase slightly exceedsx 10°
used to perturb the system. This is a step towards a confignraf<:
where the footpoints are continuously displaced by phdtesp Similar conclusions can be drawn from the evolution of the
motion. In this simulation we used all the parameters oedliim  €nergy in the boundary shell (Fig. 20), where we find that the
Sect. 2, with the only dierence that we did not switchffthe thermal energy steadily increases unt# 11 P. After t = 2
driver after one pulse, but let it continue. P, the thermal energy increases at the expense of the wave en-
Figure 18 shows the evolution of the system affter6 Pand  €rgy that enters the boundary shell. However, the wave gnerg
t = 12 P. Thev, pattern shown on the plane= 0 indicates that remains constant aftér= 5 P, when the entire z-extension of
the phase-mixing occurs in a similar way for each conseeutithe domain is filled by the wave propagation. After 11 P, the
period of the driver as the same pattern as is visible in Figtaermal energy becomes saturated.
repeats. However, as each wave train encounters conditiahs ~ Figure 21 compares the thermal energy increase in the
increasingly depart from the initial condition, the shafeh® boundary shell ak = 0 with an estimate of the radiative losses
phase-mixing pattern becomes less regular and has moneahte(as in Fig. 9). In this simulation the thermal energy deposit
structuring. The temperature increase pattern showsfigigni largely overcomes the radiative losses because energytigco
differences with respect to our previous simulation, as thenglasuously injected into the system. It also should be notedttieat
reaches higher temperatures and the heated region broiadefigcrease in thermal energy is not linear, and each pulsesitspo
time. an increasingly higher amount of thermal energy becausdehe
Figure 19 shows the temperature increase evolution of a sh@sition of energy drifts to lower and higher z coordinatitsra
gle plasma element located at the steepest Alfvén speetidncathe shells initially involved saturate.
on thex = 0 plane aiz = 26.60 Mm, and the overplotted grid  Additionally, the prolongedfect of the driver on the system
is spaced one period horizontally and vertically by the temp leads to the fragmentation of the structure of the boundaeil s
ature increase after one pulse. The temperature increads sin the time span of a few periods. Figure 22 shows the evaiutio
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Fig. 22. Maps on the plane = 30 Mm of the temperature fference,
(T(t) — T(0)) (left column), ands (right column) at = 6 P (upper row)
andt = 12 P (lower row) for the simulation with a continuous driver.

Fig. 19. Temperature dierence evolution of the point on the= 0

plane at the location of the maximum gradient of the Alfvéeespat = . .
26.60 Mm for the simulation with continuous driver (black contingou of vx and the temperaturefizrence T — To) on a cross section

line), compared to the same temperature evolution for theilsition Placed az = 30 Mmatt = 6 P andt = 12 P. The cross sec-
with single pulse (red line). The overplotted grid is horily spaced tions show regular patterns &= 6 P, when that cross section
by 1 P and vertically spaced by the final temperature increasedn thas been reached by only one pulse. The velocity patterns are
single-pulse simulation. The blue straight line would betémperature concentric around the centre, and negative and positiaeing|
evolution if the same initial temperature increase is gih#teeach pulse. regions alternate. The temperature increase is contaiitbthw
an annular arc region of the boundary shell. Once more, pulse
reach this location, the patterns\gfandT — To become more
irregular, and smaller-scale structures appear. The teahpe
increase extends to higher radial distances from the cehthe
cylinder and is no longer an annular arc. The velocity patter
also becomes irregular and involves more external shells fr
the centre of the cylinder. These structures develop when th
system loses the initial symmetry about tke= 0 plane, and
analysis of the involved forces suggests that the loss ofregam
try originates from the oscillations of the magnetic fielduiced
by the driver. This evolution is comparable with the develop
ment of Kelvin-Helmholtz instabilities reported in Teresdet al.
(2008), Antolin et al. (2015), and Magyar & Van Doorsselaere
(2016), with the diterence that in our model the conditions for
a development of the instability are built through the pgesat

time /P several propagating waves, while in these studies thehitisga

is triggered by standing oscillations. It has been showhttia

Fig. 20. Difference in energy in the boundary shell between timed d€velopment of Kelvin-Helmholtz instabilities amplifigetef-
t = 0 for the simulations with a continuous driver as a functiétime: ~ fect of resonant absorption (or phase-mixing) of Alfvén esv
wave energy (blue line) and thermal energy (red line). on plasma heating by developing smaller-scale structurdea
boundary shell where wave energy is more favourably coadert
into heating (Browning & Priest 1984). The present simolati
shows comparable dynamics, as the thermal energy depositio

AE boundary layer

__AE,,,
__AEg

e—e, [10% erq]

— 20¢ in the boundary shell significantly accelerates after 9 P,
£ 153_ 1 when the first Kelvin-Helmholtz instability-like struces ap-
> pear. However, the high resistivity we have adopted priaghthie
o r ] development of visible small-scale vortices.
L 1o E One consequences of the expansion of the region involved
= [ o 1 inthe temperature increase is that the heating is not baliede
¢ sf :.E.AZ%E“?;’U‘ the initial boundary shell, but extends in time to regiorigiaty
&t 1 outside of the boundary shell. Figure 23 shows the temperatu
(o) SRS P . . 1 increase on the = 0 plane az = 26.60 Mm fromt = O to
0 2 4 6 8 10 12 t=12P with a 1P cadence (from the thinnest to the thickest
time/P line). The temperature increase profile is always a curve aie

peak that reaches®b MK at the end of the simulation. We also
Fig. 21. Thermal energy dierence as a function of time integrated irsee that the position of the centre of the peak slightly maves
the entirex = O plane for the simulation with a continuous driver (redime, but more importantly, while at the beginning the hegti
line) and for the simulation with a single pulse (black lin€he red g only appreciable in the initial boundary shell (betwser:

dashed line is an estimate of the radiative losses in the szgien. [-1,-0.5]), at the end it extends from = 1.3 toy = —0.2.
This results is also in line with what has been found by Amtoli
et al. (2015).
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and such an amplification of the resistivity is not only esiséto
overcome the numerical resistivity (inherent to any MHDe&pd
but more importantly, also to achieve a significant incraase
the plasma temperature in the model. Similarly, we had t@ado
a relatively large amplitude driver in order to stimulatesgupre-
ciable deposition of thermal energy in the model. Velosité
the order of 10 kifs are typically measured as motions of coro-
nal structures, while in our case the peak velocity is highan
100 knys. Our velocity is also much higher than the one used in
Pascoe et al. (2010), and at about 10% of the Alfvén speed, our
-2.0 -1.5 —-1.0 system probably evolves in a weakly non-linear regime. More
y [Mm] over, the measured power spectrum of the oscillations of the
solar corona peaks at 5 minutes because of the forcing photo-
Fig. 23. Temperature dierence(T(t) — T(0)), cut across the cylinder spheric oscillations. The period of our driver is insteaé aec-
on thex = 0 plane az = 2660 Mmfromt = Otot = 12Pwith 1P gnds, which may not be a significant frequency of the coronal
cadence from the thinnest to the thickest line. The red sartiashed power spectrum. This is especially relevant because layegsk
lines mark the borders of the boundary shell. lation periods would probably lead to slower heating tinatss
in this model. Finally, our model has certainly led to thethrea
of the boundary shell, but does not address how the centheof t
loop would obtain a significant amount of thermal energy & su
We have developed a simple model of a magnetised cylinder ttean the loop structure against radiative cooling. Thisésacern
is perturbed at one of its footpoints by a transverse digpient. intrinsic to the phase-mixing process, which concentraimse
The configuration we have adopted leads to the phase-mixemngrgy only on the boundary shell (Cargill et al. 2016). Even
of propagating Alfvén waves in the loop shell region, and wthe single case we addressed, in which the temperatureasere
focused our analysis on the heating that follows. The aim e¥entually involved regions beyond the boundary shellegds
this modelling €ort is to investigate the contribution of phaseseveral oscillations to set in. The question remains opezitven
mixing of Alfvén waves to the coronal heating problem. this extension needs to be triggered earlier in order tontoala
In many respects, our model is a simplification of a coroneddiative losses, particularly in the core of the loop.

loop structure, and it does not address more complex featiire  The aforementioned problems seem to pose major concerns
these magnetic structures. Certainly, our modellingsfaom a for the validation of phase-mixing as a mechanism for corona
condition where the coronal loop is already in place and withheating on a global scale. The model we described seems to
temperature above the chromospheric and photospheri@temmatch the observations only by pushing the physical paenset
atures. Therefore, the key to interpret our results is wérethich to conditions that are extremely unlikely to occur in theasol
a mechanism can at least maintain the loop structure aghmstcorona. At the same time, it is useful to outline some ungerta
radiative losses. ties about the coronal physics that could still open the veay t
Although our study is not conclusive on the matter, it shedse possibility that phase-mixing can explain coronal imeatit
light on some relevant aspects of the contribution from phass widely accepted that the combination of a classical tigsis
mixing to coronal heating, and it helps identify some poinigy value and the spatial resolution at which we resolve nato
where this model is in disagreement with observations. structure are not able to explain the magnetic energy ceiorer
First of all, our numerical experiments show that phase the solar corona. One possibility is that the developnaént
mixing is a plausible mechanism in the corona, where we hagedients on spatial scales much smaller than our curratiesp
used plasma and magnetic field parameters that are in the @solution can fiect the larger-scale evolution and thus amplify
served or measured range. We also showed that a time-limitied role of the classical flusivity terms. Another possibility is
oscillation propagating from the footpoint leads to a tilimeited  that the classical theory simply fails when small spatialles
energy deposition that increases the plasma temperatuee lyecome relevant. In any case, the question on how the Ohmic
certain amount. This process is in line with the impulsivexmaheating operates in the solar corona still holds and fiieiency
ner in which coronal heating is observed to work (Warren et af any magnetic energy conversion mechanism remains uncer-
2011; Reale 2010). Finally, we showed that the energy depasin. The intensity of the driver has also been questiongdt Is
tion is comparable with the radiative losses, thus keeplrage- currently not possible to separate the line-of-sight prtge ef-
mixing as a candidate to maintain the high temperature afahe fects when coronal flows are measured from Doppler velacitie
lar corona. Given the physics and geometry of the solar @rolVhile we can state that average observed speeds are of e ord
where magnetic field structures act as vertical wave guidds af 10 km/s, it is therefore more diicult to determine whether
observed horizontal motions at the base of the corona fertthiis average comes from a collection of comparable motions o
these magnetic structures out of equilibrium, inevitaldgd- from the residual of the line-of-sight cancellation of mdakter
ing to the upward propagation of Alfvénic waves, phase-ngxi motions (De Moortel & Pascoe 2012). Similarly, it needs to be
has to occur. The unanswered question is whether this isjusiddressed whether the development of Kelvin-Helmholtiains
marginal process in the solar corona or whether it domirthtes bilities triggered by phase-mixing could make the whole heec
temperature evolution. nism more éicient. Finally, while it is true that our model takes
Here, major concerns are still challenging phase-mixing asnly a monochromatic wave packet with a specific period into
mechanism to justify coronal heating on a larger scale, @nd haccount that seems not to be relevant for the solar corois, it
we list some. Fist of all, the model can match the radiatigs loalso true that such simple drivers are unlikely to occur at th
estimation only with the adoption of a very high magnetic retynamic base of the solar corona. It is more plausible that ac
sistivity. In our simulations we used a resistivity®lfimes the tual drivers in the solar corona are composed of a more comple
value predicted by the classical theory (at a 2 MK tempeedfurspectrum. This means that frequencies of the order of sascond

N N OO
T

T-T, [10° K]
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are also a component of the spectrum and that a realistic wave

packet that is more energy rich would provide the system with

more energy than what we have modelled with a monochromatic

pulse.

Our partial conclusion is that phase-mixing does not seem
to be a viable mechanism to explain the large-scale heafing o
the solar corona, even though it is likely that some energy de
position takes place through this mechanism. At the same, tim
further analysis is needed to validate the present resnttd<@
complete the investigation. To begin with, we will run a canp
rable analysis over longer timescales and withféedént class
of drivers, also including theffects of radiative losses and vari-
ous types of background heating in the energy balance, ierord
to more conclusively address whether phase-mixing camisust
the thermal structure of a coronal loop.
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