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Abstract

This thesis considers three topics in stochastic control theory. Each of these topics is moti-
vated by an application in finance. In each of the stochastic control problems formulated,
the optimal strategy is characterised using dynamic programming. Closed form solutions
are derived in a number of special cases.

The first topic is about the market making problem in which a market maker manages
his risk from inventory holdings of a certain asset. The magnitude of this inventory is
stochastic with changes occurring due to client trading activity, and can be controlled by
making small adjustments to the so-called skew, namely, the quoted price offered to the
clients. After formulating the stochastic control problem, closed form solutions are derived
for the special cases that arise if the asset price is modelled by a Brownian motion with
drift or a geometric Brownian motion. In both cases the impact of skew is additive. The
optimal controls are time dependent affine functions of the inventory size and the inventory
process under the optimal skew is an Ornstein-Uhlenbeck process. As a result, the asset
price is mean reverting around a reference rate.

In the second topic the same framework is expanded to include a hedging control that
can be used by the market maker to manage the inventory. In particular, the market
impact is assumed to be of the Almgren and Chriss type. Explicit solutions are derived in
the special case where the asset price follows a Brownian motion with drift.

The third topic is about Merton’s portfolio optimisation problem with the additional
feature that the risky asset price is modelled in a way that exhibits support and resistance
levels. In particular, the risky asset price is modelled using a skew Brownian motion. After
formulating the stochastic control problem, closed form solutions are derived.
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Introduction

Algorithmic trading refers to any trading system in which the decision making process is
free from human intervention. The use of the phrase algorithmic indicates that actions are
initiated by a piece of logic that listens to market data, news feeds, or any other source
of information that can be expressed electronically. Although it is often confused with
one of its more glamorous subsets, namely high frequency arbitrage, algorithmic trading
encompasses almost every aspect of the trading of financial assets. Indeed, it is part of a
much broader secular trend towards automation, driven by technological advances.

Algorithmic trading has become the main way in which assets are exchanged in financial
markets. Estimates vary, but in some markets algorithmic or electronic traders are respon-
sible for more than 90% of traded volume, see for example a 2014 report by the SEC [US
14]. The approach to trading used by algorithmic traders is usually quite different from
that of manual traders. Consequently, we should consider models that take these differences
into account.

In this thesis, we consider three topics in stochastic control theory. Each of these topics
is motivated by an application in algorithmic trading. In each of the stochastic control
problems formulated, we characterise the optimal strategy using dynamic programming.
We then derive closed form solutions in a number of special cases.

The first topic is about the market making problem in which a market maker manages
his risk from inventory holdings of a certain asset. The magnitude of this inventory is
stochastic with changes occurring due to client trading activity, and can be controlled by
making small adjustments to the so-called skew, namely, the quoted price offered to the
clients. After formulating the stochastic control problem, we derive closed form solutions
for the special cases that arise if the asset price is modelled by a Brownian motion with
drift or a geometric Brownian motion. In both cases the impact of skew is additive. The
optimal controls are time dependent affine functions of the inventory size and the inventory
process under the optimal skew is an Ornstein-Uhlenbeck process. As a result, the asset
price is mean reverting around a reference rate.

In the second topic the same framework is expanded to include a hedging control that
can be used by the market maker to manage the inventory. In particular, the market impact
is assumed to be of the Almgren and Chriss type. We then derive explicit solutions in the
special case where the asset price follows a Brownian motion with drift.

The third topic is about Merton’s portfolio optimisation problem with the additional
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feature that the risky asset price is modelled in a way that exhibits support and resistance
levels. In particular, the risky asset price is modelled using a skew Brownian motion. After
formulating the stochastic control problem, closed form solutions are derived.

I Market Making

In Chapter [1) we consider the problem of a market maker, that is, a market participant who
provides continuously tradable prices to a set of clients. Market makers are the facilitators
of market liquidity, performing a role that is needed to smooth the time inconsistencies that
naturally occur in markets. These time inconsistencies appear in financial markets since it
is unlikely that when one investor wishes to sell, another simultaneously wishes to buy. The
purpose of market making can therefore be seen as the smoothing through time of levels of
supply and demand in markets, thereby creating continuously available liquidity.

Our study casts the market maker as the main protagonist in this interaction. However,
the clients with which the market maker trades also play an important role. In models
of financial markets, the focus is often placed on the professional investors such as banks
and hedge funds. However, the driving force and life blood of the market are those non-
professional investors who come to the market because of some fundamental and exogenous
economic requirement from which their desire to trade the asset stems. In the problem we
study, we refer to the clients of the market maker as noise traders, with that name meant to
convey the fact that we cannot directly discern the reason behind their trading. However,
we do make some basic assumptions about their price sensitivity, that is, their reaction to
being offered more or less favourable prices by the market maker.

In order to perform their role, market makers stand ready to both buy and sell assets
throughout the day, thereby accumulating holdings of the asset, also known as inventory.
They may continuously update the prices at which their clients can trade throughout the
day, and the size of their inventory changes as clients buy and sell, with the inventory
position increasing as clients sell and decreasing as clients buy. In this role, the market
maker is said to be making a market in the asset.

Of course the market maker’s motive is not simply the provision of this service to the
market. The goal of market making is no different to any other type of trading, typically,
the maximisation of revenue subject to some sort of risk constraint. Unlike traditional
portfolio theory, in which only the value of the asset is changing, the market maker faces an
additional randomness in the quantities held in his portfolio due to the trading activity of
clients. This randomness is controlled to some degree by the actions of the market maker
through adjustments to his price. Rather than simply selecting a number of units of the
asset to hold, the market maker must select a desirable level for his holdings of the asset
and aim to shift the inventory position toward it. The chosen intensity of this shift will
depend on a number of factors, such as risk tolerance and skew impact, which correspond
to implicit and explicit costs of controlling the inventory level. The cost associated with
skew is due to the need to offer more favourable prices to incentivise changes in the rate of
client buying to client selling, whereas the choice to change the inventory level more slowly
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is associated with greater inventory risk, which is itself a cost.

There is a close connection with models of market impact (with which we will enhance
our model in Chapter . However impact models have traditionally been motivated by a
very different type of market activity. The market impact literature focuses on the so called
optimal execution problem in which an agent seeks to execute a given quantity directly into
the market, whilst minimising market impact. The role of the financial institution in this
exchange is usually as the provider of the algorithmic execution strategy, or sometimes even
simply as the facilitator of that strategy, and in this role is said to be acting as agent. When
a financial institution provides a market making service to its clients it is said to be acting
as principal meaning that the financial institution is the principal risk taker of those clients’
trades. This interaction between client and financial institution, which might be described
as over the counter trading, should be distinguished from the more general notion of market
making, which as well as this type of interaction would encompass trading strategies that
involve leaving visible resting orders on both the bid and offer side of a limit order book
market. Although the model we present focusses on the former relationship, the insights
gained here are readily applied to any variant of market making, since they relate to the
optimisation of expected revenue and risk generated from movements in the asset price and
the inventory position. In addition most clients of over the counter market makers will
aggregate the prices of several institutions all of which provide this same service, so that
the dynamics become quite similar to on exchange market making.

Prior to the advent of algorithmic and electronic trading, the market maker’s problem
was fundamentally different. Clients would make individual requests for quotes, to which
the market maker would reply with a specific bid and offer price on which the client could,
if desired, execute a trade. In the event of a trade, the market maker’s problem was
then essentially identical to the optimal execution problem, with the aim being to rid
himself of the acquired risk. The modern market maker’s problem, that is to say the
algorithmic or electronic market maker’s problem, is quite different. Indeed, much has been
made of the way in which technological advance has improved liquidity provision, see for
example Hendershott et al. [HJM11] and Chaboud et al. [CCHV14]. What is certain is that
these changes have dramatically increased competition between market makers, thereby
compressing bid-offer spreads. This means that algorithmic market makers receive less
spread and are less able to immediately clear risk from their inventory. Consequently, the
modern market maker’s problem has become less to do with block trade pricing and the
optimal execution problem, and more to do with risk management of a portfolio, and top
of book pricing.

We choose to omit entirely any consideration of the explicit construction of bid and offer
prices. In over the counter markets this is typically done on a client by client basis, with
construction of the mid price occurring beforehand. Indeed it would be simple to append a
model that explicitly constructs the bid and offer price, such as Guilbaud and Pham |[GP13],
as an extension to our framework. Moreover, the work of Glosten and Milgrom |GMS5|
suggests that the formation of bid and offer prices is at least partially driven by the notion
of adverse selection. In their model, an on exchange market maker forms bid and offer
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prices at distances from the mid price that reflect where their expectation of the fair price
would be adjusted to in the event of a trade. Additionally, some unknown proportion of
traders posses private information, and so would be willing to pay an additional spread.
Our model does not include informed traders, and so in a Glosten and Milgrom setting the
market maker would set spreads to be 0. However, we do incorporate the idea of adverse
selection by including a term that captures a correlation between noise trader activity and
price movements.

We model trade arrivals as a continuous process rather than a jump process. In addition
to the discussion above, some further considerations have shaped our thinking in doing
so. The advent of electronic trading has led to small ticket sizes and higher frequency of
trading. A fairly recent survey by Menkveld [Menl3] from 2010 found that in the Dutch
equity market average trade sizes are around €15,000, despite fixed transaction fees of over
€1, and in the super liquid foreign exchange market it is not unusual for trades of lower
than $1,000 notional value to occur. The skew process then acts more like a lever changing
the direction of aggregate client flow, whereas in the context of Poisson arrivals, the skew
would change the probability of the direction of the next jump in inventory.

On the basis of these considerations, we focus our attention on the core component of
the market maker’s problem which is the management of inventory risk by skewing a mid
price, expressed as an appropriate offset from a market reference price. We will model
noise trader activity using a controlled diffusion process, and we feel that this is a sensible
approximation.

Much of the research under the title of market making is focussed exclusively on one
specific type, namely on exchange market making, which as discussed is only a subset of
the general concept. Bayraktar and Ludkovski [BL14] consider the slow execution of a
block order using limit orders, with a focus on controlling the intensity of trade arrivals by
adjusting the placement of orders in a limit order book. Avellaneda and Stoikov |ASOS]
consider an on exchange market maker in a similar setting with Poisson trade arrival in-
tensities and compute some numerical results. The focus of both of these models is the
area of market market microstructure of the limit order book. Closer to the topic of this
chapter is Carmona and Webster [CW12] who consider an interesting special case of the
over the counter market making problem in which a high frequency market maker attempts
to utilise information present in client trades to his own advantage. Gueant et al. [GLFT13]
consider the problem of inventory risk for a market maker faced with Poisson arrivals, and
investigate the asymptotic properties of the resulting bid and offer prices. Guilbard and
Pham [GP13] present a model which focuses on the order placement of an on exchange
market maker, who submits limit orders around a top of book price that evolves according
to a Markov chain with finite values. They also consider the inventory risk associated with
holdings and use a mean-quadratic risk criterion which is the same as the one considered
in this chapter.

The model we present in Chapter [I] considers the solution to the market makers problem
in continuous time with an inventory process that evolves according to a controlled diffusion
process. We formulate the model in such a way as to allow for price dynamics that follow
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another diffusion process and allow the market maker’s price to be a general function of
the unaffected asset price and the skew control. We present closed form solutions in two
special cases. By allowing for drift in the unaffected asset price, and correlation between
the asset price and noise trader activity we allow for the study of two interesting features
of the market makers problem, namely the utilisation of private information on the asset
price and the adverse selection effect caused by client toxicity.

In Section [2] of the chapter, we present the formal stochastic control problem on both
the finite and infinite time horizons, for which we will prove separate verification theorems
in Section [3|of the chapter. Using these theorems, in Section[4of the chapter we present two
special cases for which we can find closed form expressions for the value function and the
skew control. The first of these special cases models the asset price as a Bachelier process,
whereas the second case uses geometric Brownian motion.

II Hedging and Market Impact

In Chapter [2| we further develop the model considered in Chaper [I] We study a market in
which a market maker provides liquidity to a set of clients by setting a tradable price as
an offset from a known reference price. The market maker’s primary objective is to make
money from the flow of client trades, or as we have been referring to them, noise traders.
The market maker is sensitive to the amount of risk he is holding at any given time and so,
as covered in Chapter [, will try and skew his price to avoid build-ups of risk. This comes
at a small cost in revenue as skewing the price to incentivise this risk reducing behaviour
means lowering the price at which he will sell or raising the price at which he will buy.

We expand the setting in which the market maker operates to include an additional
market, which we will refer to as the interbank market. If skewing is insufficient to reduce
the market maker’s risk he may choose to hedge this risk in the interbank market, that is,
lay it off with other market makers or professional trading firms and pay a transaction fee
to do so.

To this end we model a two tiered marketplace in which noise traders interact only with
the market maker, whereas the market maker has access to a second pool of liquidity namely
the interbank market. The interbank market is the forum in which large professional trading
firms trade with each other. We might also refer to this market as the primary market in the
sense that it represents the location where price formation occurs and where the majority
of information that market makers use to set prices resides.

To justify this structure it is important to discuss the reasons why noise traders do
not also possess access to the interbank market. To do so requires us to emphasise the
difference between the noise traders, who represent the clients of the market maker, and
professional investors such as our market maker. Typically the market making function
is performed by a trading desk in an investment bank or hedge fund that specialises in
electronic execution and risk management, with a client base that consists of a varied mix
of smaller investors, including but not limited to the trading departments of non-financial
corporations, non-execution focused hedge funds and asset managers, and smaller banks.
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These investors may themselves be financial professionals, but if so they are typically not
focused on execution. By this we mean that they do not have the inclination to manage the
execution of their deals themselves, and do not wish to make the fixed investments in fees
and technology infrastructure needed to trade in the primary market. Equally they may
simply lack the scale and resources to make such an investment in execution infrastructure.
Further to these considerations, some markets specify a minimum trade size which may
make trading in the interbank market prohibitive for some market participants. On the
other hand, trading with a bank allows for greater flexibility, including the possibility to
trade in smaller sizes. Furthermore, in general the market maker is compelled by the
competitive nature of markets to offer clients prices that are better than those available in
the interbank market. The definition of a better price may be quite illusive, but roughly
speaking we may assume that it means a smaller bid-offer spread. For this reason the
noise traders may simply opt not to trade in the interbank market, even if such access were
available to them.

Prices shown by the market maker are generally free of arbitrage in the sense that they
are not crossed with the primary market. By this we mean that the market maker’s bid
price is never higher than the primary market offer price or his offer price is lower than
the primary market bid. The two tiered nature of the market would mean this could not
be considered pure arbitrage, but in practice such soft arbitrage will be spotted and the
opportunity to profit seized upon by a client who possesses access to the liquidity provided
by two market makers and can therefore trade in opposite directions with each of them.

Within our model, we wish the representation of the interbank market to capture both
the random arrival of new information expressed through changes in the expected fair
value of the underlying asset, as well as price changes caused by the depletion of liquidity,
that is, through market impact caused by the market participants. These two notions are
clearly intertwined, in some cases the act of trading is itself a signal, sending information
to other market participants, who update their expectations of the fair value of the asset
accordingly, see for example Glosten and Milgrom |[GMS85|. However for the purposes of
modelling market impact, we will assume that these notions are separable and there exists
a known market impact function, as well as a source of exogenous information which drives
changes in the asset price in the absence of trades.

In addition, price movements in the interbank market might also be due to the actions
of competing market makers, but as this information is private to those market makers,
and as we do not attempt here to model the game theoretic nature of interaction in the
interbank market, we assume that all impact other than that caused by our market maker is
contained in a Brownian motion term. This is quite reasonable in that it allows our market
maker to concentrate on his own market impact.

There is a rich literature relating to market impact models beginning with the foun-
dational work of Bertsimas and Lo [BL98] and Almgren and Chriss [AC99,/AC01,|AlmO03]
in which they formulate the problem of how to optimally split the execution of an order
into smaller pieces, with the objective being minimise some cost function over a set time
horizon. This has come to be known as the optimal execution problem and we discuss it in
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more detail in Section of Chapter 2l This model has been extended by many authors.
Notably Gatheral and Schied [GS11] consider the problem with a GBM price process and a
time-averaged VaR risk criteria and Forsyth [Forll| considers a mean-variance type model
in a continuous time setting. In contrast to much of the early research into the optimal ex-
ecution problem, which focussed on static or deterministic trading strategies, Almgren and
Lorenz |[LA11] develop a model to produce adaptive trading strategies. They do so within
the framework of the original Almgren Chriss model, as do Schied and Schéneborn [SS09| for
an investor with von-Neumann-Morgenstern preferences on an infinite time horizon. Alfonsi
et al. [AFS10] introduce an interesting alternative to the Almgren Chriss model in which
rather than separate temporary and permanent impact they include a single temporary but
persistant impact term. Further advances to the model have incorporated singular control
so as to allow for block trades. For example Guo and Zervos |GZ15] develop a model of
multiplicative impact and solve the optimal execution problem in this context.

To the best of our knowledge the model that we study is the first one that considers
market impact from the perspective of a market maker whose revenue depends on minimis-
ing his own market impact when hedging positions. We model the fair value of the asset
as a diffusion process subject to permanent market impact. The market maker’s inven-
tory process is modelled as another controlled diffusion, where both the skew and hedging
controls alter the drift of the process. Our market maker will seek to to maximise a mean-
quadratic performance criterion, of the same type as the one discussed in Chapter [1] We
present closed form solutions in a special case where the asset price is a Bachelier process
with linear permanent and temporary market impact of the Almgren and Chriss type.

In Section [2] of the chapter, we present the formal stochastic control problem on both
the finite and infinite time horizons, for which we prove separate verification theorems in
Section (3] of the chapter. Using these theorems, in Section [4] of the chapter we present the
special case for which we can find closed form expressions for the value function and both
the skew control and the hedging control.

IIT Support and Resistance

In Chapter |3| we consider the optimisation problem faced by a single agent who possesses
wealth consisting of an initial endowment x which may be consumed or invested over an
interval [0,7]. Consuming wealth too quickly will reduce the amount of capital available
to grow via investment, whereas investment is inherently risky and is not guaranteed to
result in greater wealth being available for future consumption. The agent is therefore
faced with the challenge of how to set these controls in order to maximise his total utility
from both consumption and investment. The study of this type of problem is known as
portfolio optimisation theory and has a long history. At the origin of the area is the work of
Merton |[Mer69], who, building on earlier insights made by Markowitz [Mar52|, considered
stochastic dynamics for the traded assets in continuous time and power utility functions.
The model that we study in this chapter falls within the context of the Merton model.
However we introduce asset prices that include singularities in their drift. The purpose of
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this is to represent support and resistance levels. Specifically of interest is how the agent
should respond to optimally adjust his holdings of the asset and rate of consumption when
such levels are present in the market. A standard definition of support and resistance levels
is given by Murphy [Mur99]:

“Support is a level or area on the chart under the market where buying interest
1s sufficiently strong to overcome selling pressure. As a result, a decline is halted
and prices turn back again . . . Resistance is the opposite of support.”

Such price points exist in markets for a variety of reasons, one key reason being the
presence of clustered resting orders in the market. Resting orders are instructions left with
a financial institution to execute an order for a client only when the price arrives at a pre-
specified level. For a buy order, if this rate is lower than the prevailing rate then the order
is a take profit, whereas if it is higher than the prevailing rate the order is a stop loss. Such
orders are the standard way in which to open a new position or close an existing position
at a certain price, especially for systematic strategies such as trend following strategies. In
an empirical analysis of such orders in the FX market, Osler |Osl01] noted two interesting
phenomena whilst investigating why trading strategies that depend on price level breakouts
are persistently profitable. Firstly, there are significant differences in the clustering patterns
of stop loss orders compared to take profit orders. Stop loss orders tended to spread more
than take profit order, which cluster strongly. Second, the clustering locations of take profit
orders were strongly linked to round numbers in the asset price, while stop loss orders tended
to be clustered just above round numbers for buy stops, and just below round numbers for
sell stops.

These two observations provide important motivation for our model. The empirical
existence of support and resistance levels provides a general justification for the model we
study. The observation that their origin is in clustered resting orders also suggest that a
good model for support and resistance would involve impulses in the price dynamics, rather
than an alternative such as a price dependent drift function, since the underlying source of
the phenomenon is itself a cluster of single impulses, namely resting orders.

Stochastic processes that exhibit precisely this behaviour are well known. Diffusions
with generalised drift, such as those considered in Lejay [LejO06|, are a generalisation of
the skew Brownian motion the properties of which have been studied by Walsh [Wal7§]|,
Harrison and Shepp [HS81|, and Engelbert and Schmidt [ES85], among others. The skew
Brownian motion behaves like a Brownian motion away from a given level, but once it hits
that level the side of the level on which it makes its next excursion depends on the outcome
of an independent Bernoulli random variable. It can be shown that the skew Brownian
motion is the strong solution to a SDE involving its local time at the level in question.

In Section [2| of the chapter we present the formal stochastic control problem on both the
finite and infinite time horizons, for which we will prove separate verification theorems in
Section [3] Using these theorems, in Section [4] and [5] of the chapter we present closed form
expressions for the value function and the controls.



Chapter 1

Market Making

1 Introduction

This chapter concerns the problem of a market maker, that is, a market participant who
provides continuously tradable prices to a set of clients. Market makers are the facilitators
of market liquidity, performing a role that is needed to smooth the time inconsistencies that
naturally occur in markets. These time inconsistencies appear in financial markets since it
is unlikely that when one investor wishes to sell, another simultaneously wishes to buy. The
purpose of market making can therefore be seen as the smoothing through time of levels of
supply and demand in markets, thereby creating continuously available liquidity.

Our study casts the market maker as the main protagonist in this interaction. However,
the clients with which the market maker trades also play an important role. In models
of financial markets, the focus is often placed on the professional investors such as banks
and hedge funds. However, the driving force and life blood of the market are those non-
professional investors who come to the market because of some fundamental and exogenous
economic requirement from which their desire to trade the asset stems. In the problem we
study, we refer to the clients of the market maker as noise traders, with that name meant to
convey the fact that we cannot directly discern the reason behind their trading. However,
we do make some basic assumptions about their price sensitivity, that is, their reaction to
being offered more or less favourable prices by the market maker.

In order to perform their role, market makers stand ready to both buy and sell assets
throughout the day, thereby accumulating holdings of the asset, also known as inventory.
They may continuously update the prices at which their clients can trade throughout the
day, and the size of their inventory changes as clients buy and sell, with the inventory
position increasing as clients sell and decreasing as clients buy. In this role, the market
maker is said to be making a market in the asset.

Of course the market maker’s motive is not simply the provision of this service to the
market. The goal of market making is no different to any other type of trading, typically,
the maximisation of revenue subject to some sort of risk constraint. Unlike traditional
portfolio theory, in which only the value of the asset is changing, the market maker faces an

11
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additional randomness in the quantities held in his portfolio due to the trading activity of
clients. This randomness is controlled to some degree by the actions of the market maker
through adjustments to his price. Rather than simply selecting a number of units of the
asset to hold, the market maker must select a desirable level for his holdings of the asset
and aim to shift the inventory position toward it. The chosen intensity of this shift will
depend on a number of factors, such as risk tolerance and skew impact, which correspond
to implicit and explicit costs of controlling the inventory level. The cost associated with
skew is due to the need to offer more favourable prices to incentivise changes in the rate of
client buying to client selling, whereas the choice to change the inventory level more slowly
is associated with greater inventory risk, which is itself a cost.

There is a close connection with models of market impact (with which we will enhance
our model in Chapter . However impact models have traditionally been motivated by a
very different type of market activity. The market impact literature focuses on the so called
optimal execution problem in which an agent seeks to execute a given quantity directly into
the market, whilst minimising market impact. The role of the financial institution in this
exchange is usually as the provider of the algorithmic execution strategy, or sometimes even
simply as the facilitator of that strategy, and in this role is said to be acting as agent. When
a financial institution provides a market making service to its clients it is said to be acting
as principal meaning that the financial institution is the principal risk taker of those clients’
trades. This interaction between client and financial institution, which might be described
as over the counter trading, should be distinguished from the more general notion of market
making, which as well as this type of interaction would encompass trading strategies that
involve leaving visible resting orders on both the bid and offer side of a limit order book
market. Although the model we present focusses on the former relationship, the insights
gained here are readily applied to any variant of market making, since they relate to the
optimisation of expected revenue and risk generated from movements in the asset price and
the inventory position. In addition most clients of over the counter market makers will
aggregate the prices of several institutions all of which provide this same service, so that
the dynamics become quite similar to on exchange market making.

Prior to the advent of algorithmic and electronic trading, the market maker’s problem
was fundamentally different. Clients would make individual requests for quotes, to which
the market maker would reply with a specific bid and offer price on which the client could,
if desired, execute a trade. In the event of a trade, the market maker’s problem was
then essentially identical to the optimal execution problem, with the aim being to rid
himself of the acquired risk. The modern market maker’s problem, that is to say the
algorithmic or electronic market maker’s problem, is quite different. Indeed, much has been
made of the way in which technological advance has improved liquidity provision, see for
example Hendershott et al. [HJM11] and Chaboud et al. [CCHV14]. What is certain is that
these changes have dramatically increased competition between market makers, thereby
compressing bid-offer spreads. This means that algorithmic market makers receive less
spread and are less able to immediately clear risk from their inventory. Consequently, the
modern market maker’s problem has become less to do with block trade pricing and the
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optimal execution problem, and more to do with risk management of a portfolio, and top
of book pricing.

We choose to omit entirely any consideration of the explicit construction of bid and offer
prices. In over the counter markets this is typically done on a client by client basis, with
construction of the mid price occurring beforehand. Indeed it would be simple to append a
model that explicitly constructs the bid and offer price, such as Guilbaud and Pham |[GP13],
as an extension to our framework. Moreover, the work of Glosten and Milgrom |GMS5|
suggests that the formation of bid and offer prices is at least partially driven by the notion
of adverse selection. In their model, an on exchange market maker forms bid and offer
prices at distances from the mid price that reflect where their expectation of the fair price
would be adjusted to in the event of a trade. Additionally, some unknown proportion of
traders posses private information, and so would be willing to pay an additional spread.
Our model does not include informed traders, and so in a Glosten and Milgrom setting the
market maker would set spreads to be 0. However, we do incorporate the idea of adverse
selection by including a term that captures a correlation between noise trader activity and
price movements.

We model trade arrivals as a continuous process rather than a jump process. In addition
to the discussion above, some further considerations have shaped our thinking in doing
so. The advent of electronic trading has led to small ticket sizes and higher frequency of
trading. A fairly recent survey by Menkveld [Menl3] from 2010 found that in the Dutch
equity market average trade sizes are around €15,000, despite fixed transaction fees of over
€1, and in the super liquid foreign exchange market it is not unusual for trades of lower
than $1,000 notional value to occur. The skew process then acts more like a lever changing
the direction of aggregate client flow, whereas in the context of Poisson arrivals, the skew
would change the probability of the direction of the next jump in inventory.

On the basis of these considerations, we focus our attention on the core component of
the market maker’s problem which is the management of inventory risk by skewing a mid
price, expressed as an appropriate offset from a market reference price. We will model
noise trader activity using a controlled diffusion process, and we feel that this is a sensible
approximation.

Much of the research under the title of market making is focussed exclusively on one
specific type, namely on exchange market making, which as discussed is only a subset of
the general concept. Bayraktar and Ludkovski [BL14] consider the slow execution of a
block order using limit orders, with a focus on controlling the intensity of trade arrivals by
adjusting the placement of orders in a limit order book. Avellaneda and Stoikov [ASO08]
consider an on exchange market maker in a similar setting with Poisson trade arrival in-
tensities and compute some numerical results. The focus of both of these models is the
area of market market microstructure of the limit order book. Closer to the topic of this
chapter is Carmona and Webster [CW12] who consider an interesting special case of the
over the counter market making problem in which a high frequency market maker attempts
to utilise information present in client trades to his own advantage. Gueant et al. [GLFT13]
consider the problem of inventory risk for a market maker faced with Poisson arrivals, and
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investigate the asymptotic properties of the resulting bid and offer prices. Guilbard and
Pham [GP13] present a model which focuses on the order placement of an on exchange
market maker, who submits limit orders around a top of book price that evolves according
to a Markov chain with finite values. They also consider the inventory risk associated with
holdings and use a mean-quadratic risk criterion which is the same as the one considered
in this chapter.

The model we present in this chapter considers the solution to the market makers
problem in continuous time with an inventory process that evolves according to a controlled
diffusion process. We formulate the model in such a way as to allow for price dynamics that
follow another diffusion process and allow the market maker’s price to be a general function
the unaffected asset price and the skew control. We present closed form solutions in two
special cases. By allowing for drift in the unaffected asset price, and correlation between
the asset price and noise trader activity we allow for the study of two interesting features
of the market makers problem, namely the utilisation of private information on the asset
price and the adverse selection effect caused by client toxicity.

In the remainder of this section we describe, in greater detail, some concepts that are
central to the model. The purpose of this is to motivate the market maker’s objective
function which will take the form of a risk adjusted revenue function. Specifically, the
market maker’s revenue will be adjusted by a mean-quadratic risk criterion that penalises
variations in the inventory position. In Section [2| we present the formal stochastic control
problem on both the finite and infinite time horizons, for which we will prove separate
verification theorems in Section Using these theorems, in Section [4] we present two
special cases for which we can find closed form expressions for the value function and the
skew control. The first of these models the asset price as a Bachelier process, whereas the
second case uses geometric Brownian motion.

1.1 The Market Reference Price Process

We assume that there exists an underlying reference rate for the asset, which is publicly
known but not tradable. The purpose of this reference rate in our model is to allow noise
traders something against which to assess the relative attractiveness of the market maker’s
price. Often such a reference is understood to be a consensus value given all public infor-
mation, as in Glosten and Milgrom |GMS85|. In practice there are many possible sources for
reference rates in real markets, although the specific nature may differ somewhat in different
markets. For example, in a liquid markets there is often a way for market participants to
view a reference price electronically in close to real time, although truly real time access to
such a rate may have an associated cost. Typically, publicly visible reference rates will be
composed of aggregated prices from a wide variety of sources. Markets in which no such
benchmark exists would necessarily demand a deep and one directional trust on the part
of the client towards the market maker, and if they exist, such markets would not exhibit
the dynamics which we wish to model here. This rate is referred to as the unaffected price
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process and is modelled by
dSt = M(St)dt + O'(St)th

for some functions p(.) and o(.), where W is a standard one-dimensional Brownian motion.

It is assumed that this reference rate process is exogenously generated in the sense
that the market makers control does not factor into the reference price. The use of an
unaffected price process is standard in the optimal execution literature. Bertsimas and
Lo [BL9§| discuss the existence of two distinct components to price moves, one of which
is the dynamics when the asset is unaffected by trading. Almgren and Chriss [ACO1| refer
to it implicitly when they discuss their equilibrium price which moves only according to
the exogenous factors of drift and volatility and the endogenous permanent impact from
trading, but distinguish it from changes in the traded price due to the temporary impact
from trading. Most subsequent models, for example Gatheral and Schied [GS11], Lorenz
and Almgren |[LS13|, Schied [Sch13| and Kharroubi and Pham [KP10|, refer explicitly to
either a fair or an unaffected price process due to its usefulness as a way of isolating aspects
of the price move due to impact from the exogenous component.

It may appear that given the interpretation of the unaffected price process as a fair price
it makes sense for that price to be a martingale, but as has been mentioned in Lorenz and
Schied |LS13] allowing for a drift in the unaffected asset price is a good way to allow certain
interesting phenomena to be modelled. One such example is that drift may represent the
expected market impact of another major market participant. Another is that the market
maker may himself have some private information to exploit though his choice of skew.

1.2 The Market Maker’s Price Process

Investors who wish to trade the asset are permitted to buy and sell at a price set by the
market maker. Given the market maker’s skew, there is an implied price at which investors
can trade. We model this as a mid price, rather than an explicit bid and offer price. We
therefore assume noise traders buy and sell at the same price, call it S. The market maker
sets S with reference to the unaffected price process by means of §, which is a control
process. We refer to this process as the market maker’s control or the market maker’s skew
process.

Express the tradable asset price S as a composition of the unaffected price process S
and the skew adjustment § which the market maker applies to the unaffected price. The
general form of S will be 3

Sy = k(St, 0t).

In general k£ may take any form, but we should insist that in order to maintain the intuition
and intent of the model, k should at a minimum satisfy the requirement that k£ is a non-
decreasing function of both d; and S;, and that k(S;,0) = S;.

In our special cases we will use two forms for the function k. When S is a Bachelier

process we will take
k(St,0¢) = St + 0y
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so that the market maker’s price is determined by an offset of § from S. When S is geometric
Brownian motion we will take

E(St, 0¢) = Si(1+ d¢)

so that the market maker’s price is proportionally greater than .S by a factor of 4.

1.3 Skew impact

As ¢ represents the market maker’s price relative to a public benchmark, we should expect
the flow of new trades arriving from noise traders to be monotone increasing in §. Two key
justifications for this statement arise from the natural behaviour of noise traders. First we
note that the unaffected price should be seen as representative of fair value of the asset.
Prices that are quoted far above what is understood as a fair price will result in noise
traders delaying their decisions to submit buy trades until the price returns closer to fair
value, whilst also hurrying their decisions to submit sell trades. Secondly, as market makers
price in competition with each other, noise traders are able to route their trading activity
to the most attractive price available to them. Consequently when the market maker skews
the price up he is implicitly making it more likely that his is the highest bid price across
any given set of market makers, and less likely that his is the lowest offer price. This means
that he should expect to receive more sell trades and fewer buy trades from clients and his
inventory should drift upwards.

In light of the above considerations we model the market maker’s inventory process by

ClXt = I/(Xt, (5t)dt + G(Xt, (St)dBt, XO € R,

for some functions v(.), e(.), where B is a standard Brownian motion. We model the
correlation between the noise terms involved in the asset price and the flow of trades arriving
as a constant p so that

d(W, B); = pdt.

Whilst the conclusions of our analysis will be valid for any choice of v(.) and e(.) satisfying
certain technical assumptions, we informally require that they conform to our intuition as to
how the inventory process should change as the market maker changes his price. A coherent
choice for v(.) will be both increasing in § and v(X;,0) = 0. Similarly, a coherent choice
for e(.) will be non-negative and symmetric in 6. In both of the special cases that follow we
have chosen to make v(.) linear in ¢; and independent of X and e(.) constant, e.g. equation
(T.39).

1.4 Market Maker’s Revenue

Imagine a sequence of trades between the market maker and any other counterparty oc-
curring at discrete times tg, t1, ..., t,, of size xg, x1,...,x, and at prices sg, s1,...,S,. The
revenue accruing to the market maker due to these trades is clearly

n
- E SiLq,
1=0
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which represents the cash position of the market maker after the sequence of trades has
occurred. Note that the negative sign is due to the nature of market making: the market
maker always takes the opposite side of a counterparty’s trade, so a trade of size z; units of
the asset means that the market maker buys z; units whilst the counterparty sells x; units.
From the perspective of the market maker this means that he takes possession of x; units
of the asset and exchanges it for s;x; units of cash. Therefore, after the sequence of trades
is complete, the market maker also has an open position in the asset, specifically

n
> i
i=0

units of the asset.

Taking these summations to the limit, and remembering that we wish to model the
market maker’s net inventory holdings X which is the sum of all trades that have occurred
so far, we see that the first summation becomes

t
Ry = —/ SudXy
0

whilst the second summation is simply X; — Xp.

The value of R; identifies with the market maker’s cash position, but does not equate
with any notion of trading profit, since the position X; still needs to be cleared and the
rate at which this occurs will determine the profit generated. One option would be to take
R; + S;X;. However such a modelling choice implicitly assumes that the market maker is
able and likely to clear his position at his current price. If X; is large and the market maker’s
price is not attractive to sellers this is not realistic. Worse still by setting an arbitrarily
high price S, the market maker could arbitrarily increase his revenue. Instead we follow
the market convention of marking the position to market by using the unaffected price as a
reference for the fair value of the current position and taking R; + Sy X;.

Thus, we propose the following form for the market maker’s revenue: it is the sum of
R; and a mark to market term S;X;. Thus, the market maker’s revenue at terminal time
T is given by

T
RT(é) = —/ Sid X + (STXT — S()XQ), (1.1)
0

specifically, the sum of all trades marked at the rate at which they occurred, plus a mark
to market term.

As the market maker’s price S is a deterministic function of S, X and § we can express
revenue using the dynamics of X as

T T
RT((S) = —/0 ]{I(St, 5t)V(Xt, 5t)dt — /0 k(St, 5t)e(Xt, (5t)dBt + (STXT - SOXQ). (12)
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An application of Itd’s product formula allows us to calculate
T
STXT - S()XO :/ (V(Xt, (St)St + ,LL(St)Xt + pta(St)e(Xt, (5,5)) dt
0
T T
+ / €(Xt, (St)StdBt + / O'(St)Xtth. (13)
0 0

By substituting ((1.3)) back into (1.2|) we can express the market maker’s revenue function
as

T
Rr(6) = /0 [V(Xt, 0¢) (St — k(St, 0¢)) + p(Se) Xe + po(Se)e(X, 6¢)] dt + M,

where - -
Mrp = / e(Xt, 515) (St — k(St, 515)) dB; + / O'(St)Xtth.
0 0

This expression provides an alternative way to understand the source of revenue for the
market maker. The drift term includes v(X¢, d;) (St — k(St, §¢)) which should be understood
as the expected cost due to the decision of the market maker to skew the price. Since we
have informally stated that sensible choices for v(Xy,d;) and k(S ;) are increasing in 0
this means that this term is equal to zero only when k(Sy,d;) = S;. This in turn suggests
that when the market maker shows a skewed price the net change in inventory should arrive
with a negative inception cost.

The term p(S;) Xy has the obvious intuition that the market maker benefits by holding
positions on the right side of the market drift, while the final term po(S;)e(Xt, d¢) has the
equally obvious interpretation that if changes in inventory are positively correlated with
market moves this acts in the interests of the market maker, and vice versa.

1.5 Risk and inventory costs

A risk neutral market maker would simply maximise the expected value of the revenue
function R () described in the previous section. However in reality market makers are
not risk neutral and so we wish to include a risk related component in the market maker’s
objective function. Such costs may arise due to self imposed restrictions such as a fee
charged by the banks central risk desk, external sources such as the costs associated with
holding open positions on a futures exchange or simply an inherent risk aversion.

It would appear desirable to include a term penalising the variance of terminal revenue,
which suggests the objective function

E [Rr(0)] — AVar [Rr(9)]

where the parameter A\ defines the risk aversion of the market maker. However there are
inherent problems with introducing a variance term explicitly in a continuous time optimal
control problem. This problem is known as time-inconsistency and is explored in [BM10]
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BMZ14,/ZL00, BC10]. The source of the problem is the E[Ry(d)]* term appearing in the
variance term.

We restrict ourself to time consistent measures of risk rather than the variance of ter-
minal revenue. One such option first suggested in Brugiere [Bru96| is to use the quadratic
variation of revenue. Not only is this measure time consistent but it is also intuitively ap-
pealing since it penalises large deviations in revenue throughout the entire trading period.

It is common to use a slight variant to the quadratic variation of revenue as an alternative
risk criterion

T
)\/ O'(St)Xtdt
0

This risk criterion, known as the time-averaged VaR process, has been widely adopted
in the optimal execution literature, for example Lorenz and Schied |LS13|, Schied [Sch13]
and Gatheral and Schied [GS11], due to its time consistent nature, intuitive appeal and
popularity with practitioners. In our setting this is not directly applicable as the inventory
process of the market maker X can be negative which would result in negative risk accruing
to negative inventory holdings. We would need to replace Xy, e.g., with | X;|. However the
resulting non-linearity would complicate our analysis.

Partially to address this issue, a common approach in the market making literature,
e.g. Guilbaud and Pham [GP13]|, is to use a mean-quadratic risk criteria meaning that the
expected revenue is adjusted by a term that penalises variations in the inventory position,
namely fOT g(X?)dt. We therefore propose the penalty function

T
2
A /O o (S)) X2dt. (1.4)

We can also calculate the quadratic variation of our revenue process directly as
T T
RO, = [ (X005~ k(100 Pde + [ oS0 XPdy
0 0

T
+ /0 pe(Xt,(St)(St — k(St,ét))O'(St)Xtdt (15)

where the first integral represents the temporary variation in revenue caused by values of
¢ away from 0, the second integral represents the variation in revenue caused by the pure
market risk due to price fluctuations, and the third integral represents cross correlation of
the previous two effects. We then see that the penalisation term used in mean-quadratic
risk criteria corresponds to the component of the quadratic variation of revenue that is due
to market risk.

Additionally, we wish to include a terminal time cost function to represent both the
cost of clearing or the cost of holding risk overnight. Market making desks can typically
hold an overnight position after the end of the trading session but need to pay a fee to fund
this position. Overnight risk can be seen as a single random variable, since the inventory
process X is fixed until the next days open, and the asset price St will exhibit a sudden
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jump on the open. Consequently, market making desks are often heavily incentivised to
clear their positions at the end of the trading period to avoid these risks during the market
close. In the marker making literature it is common to either include such a penalty term
or enforce strategies that result in X7 = 0, see for example Guilbaud and Pham [GP13],
thereby avoiding the need for such a penalty. We choose to include a penalty for the terminal
position of the same form as the continuous risk penalty

Ao (Sy) X2, (1.6)

We therefore include two additional functions in the market maker’s objective function
which we denote by ®(.) and ¥(.) which represent these factors. Motivated by the con-
siderations made above we will allow these functions to take general forms, however in the
examples they will take the restricted forms

U(s,z) = ka® and ®(s,z)= Ka*
in the Bachelier case and
U(s,z) = ksz® and &(s,z) = Ksa?

in the GBM case to correspond to (1.4)) and (1.6). The market maker’s objective function

can be written in the general form

T
E [RT«S)— /0 (S, X)dt — B(Sr, Xr)

Remark 1. We also note that linear-quadratic type objective functions similar in nature
to those motivated in this chapter can be derived from the family of exponential utility

functions

2,2

1
_“m%—1+ax—§ax

u(z) = —e

for small a, where a represents risk aversion.

2 The Market Model and Control Problem

Fix a probability space (2, F, (), P) supporting two standard one-dimensional (F;)-Brownian
motions W and B. Suppose W and B are correlated with coefficient p, namely,

d(W. B), = pdt.

The system we study comprises three stochastic processes .S, X and J, namely the unaffected
price process, the market maker’s inventory process and the market maker’s skew process.
The process S is given by

dS; = M(St)dt + O'(St)th, So=s (17)
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and takes values in § C R, an open subset of R. The inventory process is given by
dX; = Z/(Xt, 5t)dt + €(Xt, (5t)dBt, Xo== (18)

taking values in R. This process is affected by the skew ¢, which is a D-valued process
where D C R is also open. We assume sufficient conditions to ensure the existence and
uniqueness of a strong solution to these SDEs (see Assumption [1| and Definition (1| below).

Assumption 1. The functions p:S - R, 0 : S >R, v:RxD >R ande:Rx D — R
are C' and there exists a constant C > 0 such that

()] +[o(s)| < C(1+|s)),

W (s)| + |0 ()| + [va(@, 0)| + lea(w, )| < C,
and
(@, 0)| + le(x,6)| < C(1 + |z[ + [d])

for all (s,x,8) € S x R x D. Furthermore, u(.) and o(.) are such that the solution to (|1.7))
is non-explosive, namely, S; € S for allt > 0, P-a.s..

2.1 The Control Problem for 7' < oo

The market maker’s objective is to maximise the objective function

JT,s,x((s) = E|:/OT eiAt |:(St - k‘(St, 5t))V(Xt, 5t) + N(St)Xt + pe(Xt, 5,5)0’(St)
— \I/(St, Xt)] dt — e_AT(I’(ST,XT> S(] = S,X() = 1‘] (1.9)

over all admissible controls 6. Here e~ represents the subjective discounting of the market
maker’s revenue over time. We assume that A is of the form

t
A= / B(Su, Xo)du,
0

for some measurable function 3(.).

Definition 1. Given a time horizon T > 0, the set of admissible controls Ar is all (F;)-
progressively measurable processes § such that § takes values in D and

E [/OT\ét]mdt} < oo (1.10)

for all m € N.
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The conditions in Assumption [1] ensure that (1.7) and (1.8 have unique solutions S and
X for each choice of § such that 6 € Ap for all T > 0.
We define the value function of the control problem by

(T, s,x) = sup Jrsz(9),
o€ AT

for s € § and x € R. Using standard stochastic control theory that can be found for
example in Pham [Pha09], we expect that the value function v of the stochastic control
problem identifies with a function w : [0,7] x § x R — R satisfying

wy(t, s, x) +sup |Low(t, s, x) + F(s,2,6)| =0 (1.11)
6eD

for (t,s,z) € [0,T] x S x R, and with terminal condition
w(T, s, x) = —D(s,z), (1.12)
where £ is the differential operator defined by
Low(t, s,) :%(72(5)1055(15, 5,7) + pe(, 8)o(s)wen (L, 5, 7) + %e%;, ) waa(t, 5, 1)
+ pu(s)ws(t, s, x) + v(z, 0)wy(t, s,x) — B(s, x)w(t, s, x) (1.13)
for § € D, and
F(s,z,6) = (s — k(s,0)) v(z,0) + p(s)x + pe(z,d)o(s) — ¥Y(s, z) (1.14)
for (s,z,0) € S xR x D.
Assumption 2. The functions F: S X R XD — R and ®: S xR = R are such that
|[F(s,2,0)| + | @(s,2)| < C(L+ |s|* +|a|* +|6]*) (1.15)

for all (s,z,6) € S x R x D, where k € N and C > 0 are constants. Also the discounting
rate 3(.) takes values in R

2.2 The Control Problem for T = co

Over an infinite time horizon, the market maker’s objective is to maximise the performance
criterion

T
er0) = imsup | [ e [(5: = k(S5 000X 80 + S X
0

T—o0

¥ pe(Xy, 81)o(S)) — qz(st,Xt)}dt ]so — 5, Xg = x] (1.16)

over all admissible controls §.
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Assumption 3. The discounting rate function B(.) is such that
B(s,z) >e>0
forall s € S and x € R, for some €.

Definition 2. The family of all admissible controls A, is the set of all processes § such
that 6 € Ap for all T > 0 and

lim E[e ¥ (S, Xr)|] =0, (1.17)

T—oo

where X is the associated solution to (|1.8]).

Remark 2. The condition rules out strategies that do not sufficiently control the
inventory position. Making reference to our discussion on the appropriate forms of ¥(.) in
Section any optimal strategy that fails to satisfy would necessarily involve the
build up of larger and larger positions in such a way that expected future gains offset the
increasing size of the penalty term.

The value function associated with the control problem on the infinite time horizon is
defined by

v(s,x) = ézljlp Joo,s,2(0)

for s € S and z € R. We opt to repeat the usage of v to represent the value function on
the infinite horizon, as the context will ensure there is no ambiguity.

Again, we expect that the value function v of the stochastic control problem on the
infinite time horizon identifies with a function w : § x R — R that solves the HJB equation

sup | Low(s,x) + F(s,z,0)| =0 (1.18)
oeD

for (s,z) € S x R, where £? is the differential operator defined by (1.13)) and F is defined
by (L.14).

3 Verification Theorems

We now prove two verification theorems for the control problem described in Section [2}, first
for the finite time horizon and then for the infinite horizon.

Theorem 1 (Finite Time Horizon: T < 00). Let w : [0,T] xS xR — R be a C12? solution
to the HJB equation (1.11)—(1.14)) that satisfies the polynomial growth condition

lws(t, s, 2)| 4 [we(t, s, )| < C(1+|sF +|z|*) (1.19)
for all (t,s,z) € [0,T] x S x R for some constants k € N and C > 0. Then

w(0,s,2) > v(T,s,x) (1.20)
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for all (t,s,x) € [0,T] xS xR. Furthermore, suppose that there exists a measurable function

0:[0,T] x S xR — D such that

we(t, s, x) + Eg(t’s’x)w(t, s,x) + F(s,x, 5(2&, s,x))

= wy(t, s, x) + sup | L2w(t, s, x) + F(s,x,0)], (1.21)
oeD

for all (t,s,z) € [0,T] x S x R. Also, suppose that the controlled diffusion
dXy = v(Xy,0(t, S, Xy))dt + e(Xy, 6(, Sp, X1))dBy
where S is the solution to , admits a unique strong solution and
o = 6(t, S, Xy)
defines a process in Ap. Then 5 is an optimal skew control and
w(0,s,2) = v(T,s,x) (1.22)
for all (t,s,z) € [0,T] x S x R.

Proof. Fix any admissible control 6 € Ap. Corollary 2.10 in Krylov [Kry08] implies that,

sup E “Suﬂ < oo (1.23)
u€e[0,T]
and
sup E [|Xu|k] < 00. (1.24)
u€[0,7T]

for all £ > 1. Using It6’s formula we obtain
w(T, S, Xr) =w(0, So, Xo)
T 1
+ / |:’LUt(’LL,Su,Xu) + 502(Su)wss(uasU7Xu)
0
1
+ ,Oe(Xua 6u)0'(su)wsx(ua Sua Xu) + 562 (Xua 6u)wmx(ua S’m Xu)

+ pu(Sy)ws(u, Sy, Xy) + v( Xy, 0u)wye (u, Sy, Xy) | du

T T
—l—/ o(Su)ws(u, Su,Xu)qu—i—/ e(Xu, Ou)wg (u, Sy, Xy)dBy.
0 0
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Applying the integration by parts formula we then calculate
e Mw(T, Sp, X7) = w(0, Sy, Xo)
+ /OT e M [wt(u, Su, Xu) + %02(S’u)wss(u, Sus Xu)
+ pe(Xu, 6u)0 (Su)wse (1, Su, Xu)
+ (X, e (0, S, X)

+ 1(Su)ws (u, Sy X))
+ v( Xy, 6u)we (1, Sy, X

— Buw(u, S, Xu)} du + My (1.25)

where
T T
MT :/ e_Ata(St)ws(t, St,Xt)th —|—/ e_Ate(Xt,cSt)wm(t, St,Xt)dBt.
0 0

Using It6’s isometry, Assumption |1} the growth condition on ws and w, given by (1.19)),
the admissibility of ¢ given by (1.10) and the estimates ((1.23]) and ([1.24)), we obtain

T
IE[MT |=E /0 e_QA“UQ(Su)wg(u,Su,Xu)du]
T
—i—E[ e Su)e(Xu, 0u)ws(u, Sy, Xo)wa (u, Sy, X, )du]
[ e e (X, 6w (u,Su,Xu)du]
<on[ [ arisf e+l
0
T _ _ -
<C / 1+ sup E [|S@]k} + sup E [|lek} + 16u)% ) du
0 ve[0,T] vE[0,T
< o0, (1.26)

where & € N and C > 0 are appropriate constants. Therefore M is a square integrable
martingale. Furthermore, Assumption [2 implies that

E [e=1]0(Sr, X7)|] < C (1 +E [ysTy’f} +E [|XT]’“]> < 00
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and

T
E [/ e_At|F(St,Xt,(5t)|dt] <C (1 + sup E []St|k] + sup E [XJ’“}) T
0 t€[0,T te[0,T]

T
+E [/ ]5t|kdt]
0
< 00. (1.27)
Since 6 may not achieve the supremum in (1.11]), we have the inequality

— F(Sy, Xy, 60) = we(t, Sy, Xy) + LO%0(t, Sy, Xy). (1.28)

Consequently, by substituting ((1.28)) and ([1.12]) into (1.25]) and taking expectations, we
may write

—E [e 27 ®(Sr, X7)] < (0, So, Xo)

T
—E[/ e—AuF(su,Xu,(su)du].
0

Rearranging terms we derive the inequality
T
Jren(0) =E { / e MF(Sy, Xy, 04)du — e AT B(Sp, XT)} < w(0, S, Xo),
0

which implies (1.20)) because § € Ar has been arbitrary.
If we take 0 € Ap in place of §, then (|1.28)) holds with equality and

T
Jrs:(0) =E [ / e M F(Sy, Xy, 0u)du — e A O(Sr, XT)} = w(0, So, Xo).-
0
Together with ((1.20]), this identity results in (|1.22)) as well as the optimality of 5.

O

Theorem 2 (Infinite Time Horizon: T = 00). Let w: S x R — R be a C*? solution to the
HJB equation (1.18) that satisfies the polynomial growth conditions

lw(s, )| < C(1+ |¥(s,z)|) (1.29)

and
lws (s, )| + |we(s, )| < C(1+ sk + |z|¥) (1.30)

for all (s,x) € S x R for some constants k € N and C' > 0. Then

w(s,x) > v(s,x) (1.31)
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for all (s,x) € S x R. Furthermore, suppose that there exists a measurable function 5
S xR — D such that

ES(S’x)w(s,x) + F(s,x,0(s,2)) = sup |LOw(s,z) + F(s,z,0) (1.32)
0eD

for all (s,x) € S x R. Also suppose that the controlled diffusion
dX; = v(Xy,6(S;, Xy))dt + e(Xy, 6,(Sy, X1))dBy

admits a unique strong solution,

8t - 3(St, Xt)

defines a process in As. Then S is an optimal skew control and
w(s,z) =v(s,x) (1.33)
for all (s,z) € S x R.

Proof. Fix any admissible control § € Ay. Applying It6’s formula and the integration by
parts formula we obtain

e AMw(Sr, X7) = w(So, Xo)
+ /O e (507 (Su)as(Su, X0) + pel(Xow 6,)0 (S0 (S, X
3 (X e (S, Xu) + (S s(Su, X0)
+ v( Xy, On)We (Suy Xu) — Bw(Sy, Xu)|du + My, (1.34)
where

T T
Mt :/ €_AtJ(St)wS(St,Xt)th + / e_Ate(Xt,5t)wx(8t,Xt)dBt.
0 0

Arguing as in (1.26)), we can see that M is a square integrable martingale. Furthermore,
since 6 may not achieve the supremum in ([1.18) we have the inequality

— F(S;, X4, 6,) > LO%w0(Sy, Xy). (1.35)
Recalling ((1.27)), we substitute ((1.35)) into (1.34])) and we take expectations to obtain
E [e " w(St, X71)] < w(So, Xo)

T
-E / e M F(Sy, Xu, 0u)du| .
0
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In view of Assumption |3, (1.17) in Definition 2| and (1.29)), we can pass to the limit as
T — oo through an appropriate subsequence to obtain

T
J007$7$(6> = lim SupE |:/ e_AuF(SU7XU7 5u)du:| S ’U)(S(), X0)7
0

T—o0

which implies (1.31]) because § € A, has been arbitrary.
If we take § € A in place of 4, then ([1.35)) holds with equality and

T
Lamﬁ@(é);;nnlaqﬂE[j/ e_A“FKSQ,XQ,&Jdu]::u(éb,Xb)
0

T—o0

Together with (1.31)), this identity results in (|1.33)) as well as the optimality of 5.

4 Two Explicitly Solvable Special Cases

We present two alternative choices for the dynamics of S and X and the form of the market
maker’s control and incentive structure as defined by the functions k(.), ¥(.) and ®(.) as
well as the discounting rate 8. Both choices allow for explicit solutions in both finite and
infinite time horizon.

4.1 An Explicit Solution: Bachelier Price Dynamics

In our first special case we consider Bachelier price dynamics for the fair price process and
noise trader activity that is proportional to the absolute distance of the market maker’s
price from the fair price. In particular we assume that S = D =R,

dS; = Mdt + odW; (136)
and that the market maker sets his price S as a linear offset from the fair price S, so that
k(St, (St) = S; + ;. (137)

This is not a modelling assumption per se, but rather a notational convention that allows
us to express our control as an intuitive quantity. In this case the difference between the
market maker’s price and the fair price

8 =S — S,

Furthermore, we assume that the skew impact is a linear function of d; that does not depend
on the current level of the fair price S;. In particular, we assume that

dXt = Uétdt + EdBt, (138)
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which means that the market maker has the ability to incentivise noise trader activity at a
linear cost. This makes sense in a market with arithmetic Brownian prices, where the drift
and volatility of the fair price are independent of the actual price level S;. One common
criticism of such models is the potential for the occurrence of negative prices with non-zero
probabilities. However in reality it is a reasonable modelling assumption to make in any
market where the absolute value of the asset price is large compared to the volatility and
drift, a situation that exists in almost all liquid assets. For assets for which this condition
is not met it may be preferable to consider a model involving a geometric Brownian price,
which we consider in Section 4.2

As discussed in Section the penalties for holding open inventory positions incurred
by the market maker can be modelled as a quadratic function of inventory holdings. We
therefore consider both time-continuous and terminal time penalties given by

U(x) =ka? and ®(z) = Ka?. (1.39)

It is worth noting here that in our earlier discussion of the mean-quadratic risk criterion in
Section [1.5] we intended for the the constants k and K to combine both the market maker’s
risk aversion parameter A\, and the volatility of the asset price 0. We will see later in this
section that ¢ plays a minor role in the closed form solutions. However k& and K, in which
o is implicitly present, features prominently.

The finite horizon case T < oo

In the context set out at the beginning of this section, we now consider the problem of
maximising the objective

T
hﬂ&zE{/ }m§+wﬂ+pw—k&ﬂﬁ—KXﬂxbz4. (1.40)
0

over all admissible controls A7, subject to the stochastic dynamics specified in .

The value function of the control problem identifies with some appropriate solution to
the HJB equation 7, which under the conditions described in this section is
given by the following partial differential equation

1
wi(t, z) + 552wm(t, ) — kz? + px + peo + sup [néwy(t, x) —nd*] =0 (1.41)
deR

with boundary condition
w(T,z) = —Kz?. (1.42)

The skew parameter § that achieves the maximum in (|1.41]) is given by

~

5(t,z) = %wm(t, 2). (1.43)

This first order condition provides some insight into the likely form of the optimal control.
The market maker’s optimal choice of skew will be to adjust his price upwards by half of
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the change in value that would occur due to any consequent change in inventory position.
This fits our intuition in the sense that the primary purpose of the skew § is to control the
value of X, which should naturally depend on changes in the value function with respect to
X.

Substituting this § back into the HJB equation (1.41), we obtain

1
wy(t, x) + 562wm(t, x) + gwg(t, x) —ka? + pr + peoc =0 (1.44)

with boundary condition
w(T,z) = —Kz?. (1.45)

This non-linear Cauchy problem can be solved using a series of suitable transformations.
First, we linearise the equation (1.44) using a logarithmic transformation to remove the w?
term. In particular, we consider the expression

2
w(t,z) = 2%ln\u(7,x)|, (1.46)

where the time reversal 7 = T — ¢ is intended to convert the terminal condition into an
initial condition. In view of the partial derivatives

_ iuT(T7x)
T
w ) = iUI(TaZE)
) =2 )
w o) = i Ugy (T, ) _ui(T,Qj)
zar(ta ) =2 n ( U(T,x) Uz(T,:ZI)) ’

we can see that ([1.44]) reduces to the Cauchy problem defined by the PDE

1 1
ur (7T, x) = §ezum(7, x) + 56%(—km2 + px + peo)u(r, ) (1.47)
and the boundary condition
K
u(0,z) = e 28" (1.48)

Next, we introduce the transformation
L VEn pN2 (1 pon | p*n
u(r,x) = u(7T, z) exp <252 <x— ﬁ) + ix/kn—i—?—i-@ T, (1.49)

where

1
z=(z— %)6MT and T = SN (eQMT - 1) . (1.50)
Substituting ((1.49) and (1.50) back into ([1.47]) reduces the problem to the heat equation
o 1o,
Uz (T, 2) = =€“U4(T, 2) (1.51)

2
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with initial condition

_ Kn pN2 VEn
u(0,z) = exp <_252 (z + ﬂ) — ?ﬁ . (1.52)

This problem has an initial condition but no boundary conditions on x, which can
occupy the entire real line. We will therefore solve it using the Fourier transform
1 o

i(r.6) = o= /OO (7, 2)e i .

The Fourier transform of wz is simply 47, while the second derivative term u,, has Fourier
transform (i¢)%4. Consequently, the Fourier transformed Cauchy problem (1.51)) is a first
order ODE in time

ﬂf(%v f) = _5625211(717 5)

with initial condition R
@ (0,8) = ®(¢),

where ®(.) denotes the Fourier transform of the initial condition (T.52).
The solution to the transformed system is given by

U(7,€) = (§e2 .

To recover the solution to the original system we need only invert the transformed solution

R L B

Recalling that

A

1 o »
D)= — (z)e % dz
©=—=/ 2
and using Fubini Theorem, we can see that

[T teneac= L [ ag) ([ eteense

The inner integral can be found using Polyanin [PMO08, Supplement 3.2] from which we

know that
oo 2
2.2 moobe
/ " VT AT g0 — —\Fezla?.

for any a and b. Therefore, setting

1
a= 552% and b=i(z—y)
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we get the equality

o )2
/ e 2T (Y gg — VT o5
—0o0

7—_

Substituting this expression and (1.52)) into ((1.53) we obtain

L 1 > _1(-w?
U(T7 Z) = \/m ¢(y)e 2 6271 dy
—0o0
82
_ /Oo B LA RS LR e dy
vV 271'527_' —0o0
1 Kn(z+%)2+ knz2+K7]\/ﬁ%7"
= NS ) 16_ 2e2((Kn+v/Fn)7+1) _ (1.54)
n+ VEn)T +

We can now prove the main result of this section.

Theorem 3. Consider the control problem with problem data described in (|1.36])—(1.40]).
Given a time horizon T € (0,00) the value function of the control problem identifies with
the function

w(t,z) = p(t)z? +Y(t)z + x(t), (1.55)

where ©(.), ¥(.) and x(.) are given by

O =1\ KkTp+1

= —\/;tanh (M(T — 1) + arctanh <K\/Z>> : (1.56)
n
V(T k 2v/Fn(T—t
p (K (1—eVmr-0) 4 JLevma-n
_u -\ (157)

t J—
P(t) KT 011
and
2 [k K <2€M(T—t> — 3e2VRIT) _ %) —\/E
MO=Ga |\ KT —1)+1

2
—2%ln\/lC(T—t)+1+psa(T—t), (1.58)
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Figure 1.1: Decay function ¢(t)

in which expressions,

uﬁr+¢5ﬂ(é¢ﬁf—1)
2vkn

Furthermore, the optimal control b€ Ay is given by

T) =

b= o) Ru+ (1) (1.59)

where )
dX, = W(t)Xngmp(t) dt + edB;, (1.60)

Proof. Given explicit solution for u(.) we can reverse the transformation and
to obtain u(.). Finally we reverse the transformation to obtain —
which describes a solution to the HJB equation.

It is clear from their explicit forms that (1.56]), (1.57) and (1.58) are bounded, and
so the function defined by (I.55) satisfies the growth condition (I.19)) in the verification
Theorem In view of (]1_43[) and (1.55)), the optimal control 5 is given by . The
estimates in Corollary 2.10 in Krylov [Kry08] imply immediately that these controls satisfy
the admissibility condition in Definition O

The function ¢(.), which determines the strength of skew due to the inventory position
X, decays exponentially towards —K as time approaches the terminal time. This means
that, as the amount of remaining time diminishes, the market maker should become willing
to pay to reduce it by skewing the price and increasing the speed of the drift of the inventory
position towards 0. When we talk about the market maker paying through the skew,
we mean that the market maker absorbs the instantaneous cost of the net change in the
inventory position in the direction of the skew, which is nd;.

As the time remaining to reduce the position increases, the market maker acts with less
urgency due to the terminal time penalty. However, he remains incentivised to reduce the
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Y(t)
77777777777777777777777777777777777777 K+,/%
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Figure 1.2: Decay function (t)

inventory position due to the continuous penalty k. With significant time remaining until

terminal time the size of skew therefore also depends on the continuous penalty term k,
k+K\En
Kn+v/kn’
than it is for small T'— ¢ depends on the relative values of k and K. It is worth noting that

in the absence of any continuous penalty

p(t) =

Specifically, the size of the market maker’s skew due to the inventory position goes to 0 as
T—1t— .

The function v(.) represents the market maker’s inventory position independent of skew.
This is the skew that the market maker should set to maximise revenue due to any infor-
mational advantage about the drift of the fair price u. However, in order to benefit from
the drift, the market maker will still have to bear the risk of holding an extra position.
Therefore, the size of this skew, and the implied target position that the market maker
attempts to build up also depends on k and K.

As time remaining goes to 0 so does this component of skew, since expected revenue
due to the drift also goes to 0. As time remaining goes to oo this skew goes to

K+\/%
k+ Kkn'

a risk-dampened multiple of the size of the drift in the fair price of the asset.
We can also see that the market maker’s target position is

19(t)

2 (1)
which is an interesting quantity as it is the size of inventory position at which the market
maker will show no skew, so it is effectively the size of position that the market maker is
aiming to hold at any given time to maturity.

given by the term — Whether this skew is more or less dominant for large 7' — ¢

K
KnT—t)+1

1
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Finally we note that in this context, the correlation between the the asset price S and
the inventory holdings X given by p, appears only in x(.), through the term peo (T —t) but
nowhere in the optimal control 5. The economic meaning of p is the toxicity of the noise
traders, that is, how correlated their trading activity is with movements in the market. If it
is positive then noise traders sell when the price is moving up, however if it is negative they
buy when the price is moving up. From this we can deduce that in the case with Bachelier
price dynamics, the market maker is unable to counteract trade toxicity, and simply must
accept its impact on the value function.

The infinite horizon case T = c©

We now consider the problem of maximising the objective

T
Joo,z(6) =limsup E {/ e Pt (=167 + pXy + poe — kX7) du ‘ Xo = x], (1.61)

T—o0 0

where the discounting rate 8 > 0 is a given constant, over all admissible controls ¢§ € Ay,
subject to the stochastic dynamics given by ([1.38]). In this case, the HJB equation (|1.18])
takes the form

1
582wm(x) — Bw(z) + px + peo — kx® + sup [néw,(z) — né*] = 0. (1.62)
JeR

The skew control § that achieves the maximum in (T.62) is

A~

1
o(z) = wa(a:) (1.63)
Substituting this into ((1.62) we obtain

1
552wm(az) + ng(x) — Bw(z) + px + peo — ka® =0 (1.64)

which is a non-linear ordinary differential equation similar to the partial differential equation
(1.44)) seen in the finite horizon setting. Therefore we approach the problem by suggesting
a candidate form for the solution

w(z) = px? + Pz + . (1.65)

By substituting ((1.65) into (1.64) we can see that ¢, ¥, and x should satisfy the algebraic
equations

ne® — B —k =0, (1.66)
(e —=B)Y+u=0 (1.67)

and 1
- Bx + 117@!)2 +e%p + peo = 0. (1.68)
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The first algebraic equation (1.66]) has two distinct real roots since 32 + 4nk > 0, and we
note that one is positive and one is negative since % > 0. Denote the positive and negative

roots of (1.66) as

v - _ B 1
-4 dnk. 1.
v =g, T, B2 + 4n (1.69)

Lemma 1. The control defined by 6 = 6(Xy), where & is defined by (1.63), and X is
the associated solution to (1.38), which is given by (L1.71)), is such that the admissibility
condition (L.17) in Definition[d, which takes the form

lim e ?E[X7] =0 (1.70)
T—o0
in the current context, holds true if ¢ = @~ and fails to be true if p = p+.

Proof. Under the control given by &, = S(Xt), the process X is an Ornstein-Uhlenbeck
process with dynamics

1
dXt =n <g0Xt + 27,Z)> dt + €dBt. (171)

Using It6’s isometry

T 2
E[X? =E [((XO + 21{;) R 5/0 ew(T—s)st>

2¢
T 2
c (/ enso(T—S)dBS)
0

2
() 3)

2 4 2
— (Xo + ¢) ool _ Y (Xo + ¢> el 4 % _ £ (1— 2T .
2¢ @ 2¢ 4p*  2np

2neT

Since the coefficient of e is strictly positive and n > 0 and 8 > 0,

2 2
li —BTR [x2] = i X, i ) @ne-pr
pm e E X 3&(( 1535) o)

)0 if 2np—p4>0,
0 if 2np—p5<0.

The result now follows because 2npt — 8 > 0, whereas 2np~ — 3 < 0. O

We can now prove the main result of this section.

Theorem 4. Consider the control problem with problem data described in (1.36])—(1.39).
The value function of the control problem identifies with the function

w(s,r) = g2 + b + (1.72)
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where ¢ = p~,
1
p=->
ne- —pB
and
P+t 4 peo
X - B .

Furthermore, the optimal control b€ A is given by

: 51
(575 = QO_Xt + iw (173)

where .
dX, = {W—Xt + 27714 dt + dB;. (1.74)

Proof. We have already established that (1.72)) satisfies the HJB equation. Plainly, this
function satisfies the growth conditions and ([1.30). We can immediately see from
and that the optimal control ¢ is given by . This control § is admissible,
namely, belongs to As thanks to Lemma

O

4.2 An Explicit Solution: GBM Price Dynamics

We now present a model in which the price process is a geometric Brownian motion. We
assume that S = (0,00) and we let changes in the unaffected price evolve according to the
dynamics

dS; = MStdt + oS dW;. (175)

We consider an appropriate form for the function k(.) which determines how the market
maker’s control changes the prices offered to clients. In Section [£.I] with Bachelier price
dynamics we set k(S¢,d¢) = S¢ + d¢ so that d; coincided with the difference between the
market maker’s price and the fair price. Here, we consider

k(S, 0,) = Si(1+ 6,) (1.76)

so that 0¢ identifies with the classical return of a trade made at the market maker’s price
S; and revalued at the fair price Sy

S, — S
5 = tst L

Remark 3. Our choice of k(.) is a natural one for the GBM case as it is proportional
to S. However as we will see, we do not rule out choices for the market maker’s skew &
such that the market maker’s price is negative. We could avoid this possibility by choosing
k(S 01) = S,e%. However in doing so we would create a problem in that our objective
function incentivises the market maker based on revenue, and as 6 — —oo, further decreases
in § correspond to vanishingly small sacrifices in terms of revenue.
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We assume that the market maker’s skew § is real valued, namely, D = R. We also
assume that the impact of the market maker’s skew is a linear function of §. Although the
definition of ¢ has changed, the dynamics of X remain as

These dynamics imply that noise traders are incentivised by the returns offered by the
market maker rather than the nominal difference in price to the fair value. To put it
differently, a $1 difference in price when the asset price is $100 is different to a $1 difference
when the price is $1000.

As discussed in Section penalties incurred by the market maker for holding open
inventory positions can be modelled as a quadratic function of the inventory holdings,
specifically

U(s,z) =ksz? and &(s,z) = Ksa’. (1.78)

It is worth noting here that in our earlier discussion of the mean-quadratic risk criterion in
Section [1.5] we intended for the constants k£ and K to combine both the market maker’s
risk aversion parameter A and the volatility of the asset price 0. We will see later in this
section that ¢ plays a minor role in the closed form solutions. However k& and K, in which
o is implicitly present features prominently.

We now present two explicit solutions with GBM price dynamics, one on a finite horizon
and one on an infinite horizon.

The finite horizon case T < oo

We now consider the problem of maximising the objective

T
Jrsz(6) =F [ / e P18y [-n6} + uXy + peo — kX}P| dt — KSTXF | So = s, Xo = :):]
0
(1.79
over all admissible controls § € Ap, subject to the stochastic dynamics given by (|[1.75])

and ([1.77)). The value function of the control problem should identify with an appropriate
solution to the HJB equation

~—

1 1
we(t, s, x) + 552wm(t, 8, &) + peoswsy(t, s, x) + 5023211)55(15, s, x) + psws(t, s, )
— ksz® + psz + peos + sup [nowy(t, s, x) — nsé?] =0 (1.80)
JeR
with boundary condition
w(T,s,r) = —Ksz?. (1.81)

The skew parameter 0 that achieves the maximum in (1.80)) is given by

. 1
3(t,s,z) = 2%(2“:) (1.82)
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This first order condition involves w, as it did in the case with Bachelier dynamics (1.43)).
However it is now scaled by the value of the risky asset s.
Substituting this ¢ back into the HJB equation (1.80|) we obtain

1 1
w(t, s, z) + 55210339;(25, $,x) + peoswsy(t, s, x) + 502521035(75, S, )

1
+ wai(t, s,2) + psws(t, s,x) — ksx? + psz + peos = 0, (1.83)
s
with boundary condition

w(T,s,r) = —Ksz? (1.84)
Notice that a function of the form w(t,s,z) = sw(t,z) will correspond to a solution to

(1.83)) so long as w satisfies

1
we(t, z) + 55212)m(t, T) 4+~ (t, ) + peoiby(t, ) + pab(t, x) — kx? + px + peo = 0, (1.85)

=3

with boundary condition
(T, z) = —Kz°. (1.86)

We postulate that a solution exists in the form
W(t,x) = p(t)a? + Y(t)z + x(t). (1.87)
Substituting this into (L.85), we find that the functions ¢(.), ¥(.) and x(.) satisfy
(/1) + m2(t) + (1 = B) () — k] ?
+[1(6) + e (t) + (= B) (1) + 2peopt) + ]
F[X ) + Tm(0) + () + peowi(t) + (n— B) x(0) + peo] =0

for all (¢t,z) € [0, 7] x R. This identity can be true if and only if ¢(.), ¥(.) and x(.) satisfy
the system of ordinary differential equations

¢ () + e (t) + (1 — B) @(t) — k =0, (1.88)
P'(t) + (np(t) + = B) Y(t) + 2peop(t) + =0 (1.89)

and
X' (1) + (= B) x(t) + %mﬁ(t) + peai)(t) + £%o(t) + peo = 0. (1.90)

Furthermore, the function given by ([1.87)) will satisfy the boundary condition (1.86)) if

o(T)=—-K, %(T)=0 and x(T)=0.
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The ODE ([1.88]) is a constant coefficient Ricatti equation which can be transformed into
a constant coefficient second order ODE. Indeed, the transformation

p(t) = 1.91
0= (1.91)
reduces it to
2'(t) + (p— B) 2/ (t) — knz(t) = 0. (1.92)
The initial condition ¢(T') = —K under this transformation becomes a Robin boundary
condition
Z(T)+ Knz(T) = 0. (1.93)

Since the discriminant of the equation ([1.92)) is positive there exists two real distinct roots
to the quadratic equation 22 4+ (u — 8)z — kn = 0 and since 4kn > 0 one of the roots is
positive whist the other is negative. Therefore every solution to (1.92)) is given by

z(t) = Ae™ + Be™, (1.94)

for some constants A, B € R, where
1 1 5
nym=—g (n=F) £ 5\ (n—F)"+dkn. (1.95)

We can now prove the main result of this section.

Theorem 5. Consider the control problem with problem data described in (1.75)—(1.78]).
Then given a time horizon T € (0,00) the value function of the control problem identifies
with the function

w(t,s,x) = s(p(t)a® + Y (t)x + x (1)), (1.96)
where
i = L e i K0 w7
1 (04 nK)e T — (4 Kn)e 00 |
o) L (DT _ emn(T=t)) _ O ((L(T=0) _ o=m(T=0)
=K o—n(T—1) _ @g—m(T—1)
N 2peor —ip (F(T=0) — =n(T=0)) _ O ((N(T—1) _ c=m(T—1)) "
n e—(T—t) _ @e—m(T-1) ’
and -
x(t) = =PIt / (%ﬁ(u) + peorp(u) + 2p(u) + psa) du, (1.99)
t

in which expressions,
n+ Kn
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Furthermore, the optimal control o€ Ay is given by
A A 1
b= plt) X + 5ult) (1.100)

where
A .1
dXy = |np(t)Xi + Smb(t) | dt + edB;. (1.101)

Proof. As we have already established, if the function of the form (1.96)) is to identify with

the value function of the control problem, ¢(.), ¥(.) and x(.) must satisfy ((1.88)—(1.90|). To
derive the solution to ((1.97)) we first note that the solution to ([1.92]) is of the form (1.94). By

taking derivatives in ([1.94)) and solving for A and B, we can see that this solution satisfies
the boundary condition ([1.93]) if

5o At EN eyt
m+ Kn

It follows that
2(t) = C (n+nK)e™ T~ — (m + Kp)e T}, (1.102)

Differentiating, we obtain
Z’(t) =C (m(n + nK)efm(Tft) —n(m+ Kn)efn(Tft)) .

Substituting these expressions into ((1.91]) the constant C' cancels out, and we obtain ([1.97]).
The ordinary differential equation (|1.89)) which (.) satisfies is of the form
W(t) + LI(E) + 2p=0lt) + = 0
with terminal condition ¢ (7") = 0. Therefore,
T e [T — T L(u)d
W(t) = ele LW “/ (2peop(t) + p)e™ o LWdugy,
t

Since
Z'(t)

2(t)’

L(t) = ne(t) + (b — B) =
where z(.) is given by ([1.102]), we calculate

T 1— n+Kn
m—+K

/ L(u)du = log T g Mﬁ”) Ty (Te-AT-Y

! (6_” L _)
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and

T T
/ (2peop(t) + p)e o LWdugy
t

- (159) (nir{l_e(nm@w}_nﬁr{l_ S )
; (210?7@) <n i . {1 _ e—(n-l—F)(T—t)} _ mmfr {1 —(m+T)( })
(1.103)

It follows that 9 (.) is given by (|1.98]). Moreover it is immediate from ((1.90)) that the function

X(.) can be written as (1.99)).
The functions ¢(.) and 9 (.) are both bounded because

(n+nK)e ™= > (m 4 nK)e T

for all ¢ € [0,7]. The boundedness of these functions implies the boundedness of x(.).
It follows that the function defined by the right hand side of satisfies the growth
condition in the verification Theorem |1 I In view of (| and - the optimal
control 4 is given by (L.100). The estimates in Corollary 2 10 in Krylov [KryO8| imply
immediately that these controls satisfy the admissibility condition in Definition
O

Corollary 1. At all times t € [0,T], ¢(t) < 0 and hence the skew 6 is an affine function
with negative coefficient of x.

Proof. The function ¢(.) is of the form (1.97)), the denominator is positive since
(n+Kn)e ™7 — (m+ Kn)e T >n—m>0
while the numerator is negative since
m(n+ Kn)e ™7 —n(m+ Kn)e T < Kn(m —n) < 0.
O

Remark 4. The explicit form for x(.) is left in integral form. However it can be solved
explicitly since the integral for ((.) is easy to calculate and the integral for ¥?2(.) is also
known in explicit form and involves the Gaussian hypergeometric function. We choose
to omit the explicit form because it is rather long and x(.) does not feature in either of
the optimal controls, only as the inventory position independent time value in the value
function.
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The infinite horizon case T = o

We now consider the problem of maximising the objective

T
Joo,s,z(0) = limsup E [/ e Pts, [—775? + puX¢ + peo — k:Xf] dt ) So=58,X0= x} (1.104)

T—00 0

where the discounting rate S > 0 is a given constant, over all admissible controls ¢ € Ay
subject to the stochastic dynamics given by (1.76)) and (1.77]). In this case, the HJB equation

(1.18) takes the form

1 1
§€2wm(s, x) + peoswsy(s, ) + 50'28211)55(8, x) + psws(s, )

— ksa® + psx + peos + sup [néws (s, x) — 7]562] =0. (1.105)
deR

The skew control & that achieves the maximum in (1.105|) is

3(s,2) = ;wx(jx) (1.106)

As in the finite horizon case, its intuitive meaning is that the market maker sets J; such
that the difference in price Sy — S; is equal to half the change in the value function with
respect to x, scaled by the value of the risky asset. Substituting this § back into the HIJB

equation (|1.105]) we obtain

1 1 1
552wm(s, x) + peoswsz(s, T) + 502521053(5, x)+ wai(s, x)
s

+ psws(s, ) — Pw(s,x) — ksz® + psz + peos = 0. (1.107)

The non-linear PDE (1.107)) can be simplified and the dependency on s removed using
a substitution of the form w(s, z) = sw(x), from which we obtain the following ODE for w

1,5,
fsgwm(az) +

5 D2 (z) + peoiby () + (u — B)i(x) — ka® + px + peo = 0. (1.108)

4 X
This ODE has the same type of non-linearity that appears in the finite horizon case. There-
fore, we approach it using a candidate solution of the form

W(x) = px? +x + x. (1.109)

Substituting (1.109) into (1.108]), we can see that ¢, ¥ and x should satisfy the algebraic

equations
N’ + (u—B)p—k=0 (1.110)
(e + (1 —B)) ¢+ 2peop+ =0 (1.111)
(u—B)x +e*p+ (g¢+p€o)¢—l—pea =0. (1.112)
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The first algebraic equation (1.110)) has two distinct real roots since 32 +4nk > 0. We note
that one is positive and one is negative since kn > 0. Denote the positive and negative

roots of 1110 as
@Y ,p = —7:|:f1 u—z32—|—4nk 1.11
9 2 2 ( ) * ( ° 3)

Assumption 4. The problem data satisfies p < .

This assumption is standard in the stochastic control literature for infinite horizon prob-
lems, and is intuitive. The objective function includes an expectation of e #*S; and
since S is a geometric Brownian motion it is intuitive that u > S could result in v = co.
Consequently we require the assumption to prove the following result.

Lemma 2. Suppose that the problem data satisfies Assumption[f]. The control defined by
0 = 0(St, Xy), where 0 is defined by (1.106), and X is the associated solution to ([L.77]),

which is giwen by (1.115)), is such that the admissibility condition (1.17) in Definition @
which takes the form
lim e TE[SrX?] =0 (1.114)

T—o0

in the current context, holds true if ¢ = ¢~ and fails to be true if ¢ = p*.

Proof. Under the controls given by 8 = 6 (St, X¢), the process X is an Ornstein-Uhlenbeck
process with dynamics

1
dXt =N <(,0Xt + 2¢> dt + SdBt. (1115)
Using the integration by parts formula, we can calculate the dynamics of SX as
1
d(StXt) = St <(77(,0 + M) Xt + 5771/1 + pO’E) dt + St (€dBt + O'Xtth)

This allows us to calculate the expectation using Fubini’s theorem as
T T 1
E[SrXr] = / (e + p) E[SpXq] dt + / <277w + p06> E[S,] dt
0 0

T T 1
= / (ne + p) E[S: Xy dt + / (277w + paa) Soetdt. (1.116)
0 0

Define a function f(t) = E[S:X;]. From (1.116) we see that f(.) satisfies the following

differential equation

F'(@t) = (o +p) f(t) + (;m/} + pas) Soet

with initial condition

£(0) = SpXo.
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By solving this differential equation it is easy to see that

s 50 {50+ L4 ) r (2}
2o e 20

Next define Z; = S; X;. Again using the integration by parts formula we have that
1
d(ZXy) = {Zt (2 (met + 2771pp05) + MXt) + €2St} dt + Z; (2edB; + 0 X dWy)

and so

T

T T
E[ZrXr] = /O (2n¢ + 1) E[Z,X,] dt + /0 2 (;mwr paa) E[Z,]dt + /0 e2E [S] dt.

Define another function g(t) = E [ZrS7] and note that this satisfies

g'(t) = 2ne + u) g(t)

1 € €
i (o) {150 52) o~ () e

as well as the initial condition
9(0) = ZpXo.

By solving this differential equation, which is similar to the one solved above for f(.), we

see that
P e\ )2 g2
E[Zr X7] = Soe2me 0T <<X0 + < + p)) + )

20 ny 2np
— 28pemetmT (Xo + ¥ + W) <¢ + m)
20 ny 20 np

2 2
+ SoehT <¢+/m> e
20 ny 2ng
Since the coefficient of e2"+#)7 is strictly positive and n > 0 and 3 > 0, and in addition
since p < 3 due to Assumption

2 2
lim e PTE [SrX?] = lim S <<X0 + <¢ - ’m>> - 8) enetu=F)T
T—o0 T—o0 20 np 2np

_Joo it 2np+upu—p4>0
0 it 2np+up—p<0.

The result now follows since 2np™ + u — 3 > 0 whereas 2np~ + u — 8 < 0. O

We can now prove the main result of this section.
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Theorem 6. Consider the control problem with problem data described in ((1.75)—(1.77])
and suppose that the problem data are such that Assumption[]] holds. Then on the infinite
time horizon T = oo the value function of the control problem identifies with the function

w(s,x) = s(px? + 1z + X) (1.117)
where ¢ = p~,
b= — W+ 2peop™
ne~ + (n—p)
and

o +771/12+p501/1
pw—p

Furthermore, the optimal control b€ A is given by

s A 1
(575 = QO_Xt + iw (1118)

where

. ; 1
dX; = |:’I7g0_Xt + 277?,[):| dt + edBy. (1119)

Proof. We have already established that ([1.117]) satisfies the HJB equation (|1 . We can
also see that this function satisfies the growth conditions ((1.29) and (1. 30|) in Verlﬁcatlon
Theorem We can immediately see from ([1.117) and (1.106)) that the optimal control b is
given by (1.118)). This control 5 is admissible, namely, 6 € A, thanks to Lemma |2

O]



Chapter 2

Hedging and Market Impact

1 Introduction

As in Chapter [1] we study a market in which a market maker provides liquidity to a set of
clients by setting a tradable price as an offset from a known reference price. The market
maker’s primary objective is to make money from the flow of client trades, or as we have
been referring to them, noise traders. The market maker is sensitive to the amount of risk
he is holding at any given time and so, as covered in Chapter [ will try and skew his price
to avoid build-ups of risk. This comes at a small cost in revenue as skewing the price to
incentivise this risk reducing behaviour means lowering the price at which he will sell or
raising the price at which he will buy.

We now wish to expand the setting in which the market maker operates to include an
additional market, which we will refer to as the interbank market. If skewing is insufficient
to reduce the market maker’s risk he may choose to hedge this risk in the interbank mar-
ket, that is, lay it off with other market makers or professional trading firms and pay a
transaction fee to do so.

To this end we model a two tiered marketplace in which noise traders interact only with
the market maker, whereas the market maker has access to a second pool of liquidity namely
the interbank market. The interbank market is the forum in which large professional trading
firms trade with each other. We might also refer to this market as the primary market in the
sense that it represents the location where price formation occurs and where the majority
of information that market makers use to set prices resides.

To justify this structure it is important to discuss the reasons why noise traders do
not also possess access to the interbank market. To do so requires us to emphasise the
difference between the noise traders, who represent the clients of the market maker, and
professional investors such as our market maker. Typically the market making function
is performed by a trading desk in an investment bank or hedge fund that specialises in
electronic execution and risk management, with a client base that consists of a varied mix
of smaller investors, including but not limited to the trading departments of non-financial
corporations, non-execution focused hedge funds and asset managers, and smaller banks.

47
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These investors may themselves be financial professionals, but if so they are typically not
focused on execution. By this we mean that they do not have the inclination to manage the
execution of their deals themselves, and do not wish to make the fixed investments in fees
and technology infrastructure needed to trade in the primary market. Equally they may
simply lack the scale and resources to make such an investment in execution infrastructure.
Further to these considerations, some markets specify a minimum trade size which may
make trading in the interbank market prohibitive for some market participants. On the
other hand, trading with a bank allows for greater flexibility, including the possibility to
trade in smaller sizes. Furthermore, in general the market maker is compelled by the
competitive nature of markets to offer clients prices that are better than those available in
the interbank market. The definition of a better price may be quite illusive, but roughly
speaking we may assume that it means a smaller bid-offer spread. For this reason the
noise traders may simply opt not to trade in the interbank market, even if such access were
available to them.

Prices shown by the market maker are generally free of arbitrage in the sense that they
are not crossed with the primary market. By this we mean that the market maker’s bid
price is never higher than the primary market offer price or his offer price is lower than
the primary market bid. The two tiered nature of the market would mean this could not
be considered pure arbitrage, but in practice such soft arbitrage will be spotted and the
opportunity to profit seized upon by a client who possesses access to the liquidity provided
by two market makers and can therefore trade in opposite directions with each of them.

Within our model, we wish the representation of the interbank market to capture both
the random arrival of new information expressed through changes in the expected fair
value of the underlying asset, as well as price changes caused by the depletion of liquidity,
that is, through market impact caused by the market participants. These two notions are
clearly intertwined, in some cases the act of trading is itself a signal, sending information
to other market participants, who update their expectations of the fair value of the asset
accordingly, see for example Glosten and Milgrom |[GMS85|. However for the purposes of
modelling market impact, we will assume that these notions are separable and there exists
a known market impact function, as well as a source of exogenous information which drives
changes in the asset price in the absence of trades.

In addition, price movements in the interbank market might also be due to the actions
of competing market makers, but as this information is private to those market makers,
and as we do not attempt here to model the game theoretic nature of interaction in the
interbank market, we assume that all impact other than that caused by our market maker is
contained in a Brownian motion term. This is quite reasonable in that it allows our market
maker to concentrate on his own market impact.

There is a rich literature relating to market impact models beginning with the founda-
tional work of Bertsimas and Lo [BL98| and Almgren and Chriss [AC99,|ACO01}, Alm03] in
which they formulate the problem of how to optimally split the execution of an order into
smaller pieces, with the objective being minimise some cost function over a set time hori-
zon. This has come to be known as the optimal execution problem and we discuss it in more
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detail in Section This model has been extended by many authors. Notably Gatheral
and Schied [GS11] consider the problem with a GBM price process and a time-averaged
VaR risk criteria and Forsyth [Forll] considers a mean-variance type model in a continuous
time setting. In contrast to much of the early research into the optimal execution problem,
which focussed on static or deterministic trading strategies, Almgren and Lorenz |[LA11]
develop a model to produce adaptive trading strategies. They do so within the frame-
work of the original Almgren Chriss model, as do Schied and Schéneborn [SS09] for an
investor with von-Neumann-Morgenstern preferences on an infinite time horizon. Alfonsi
et al. [AFS10] introduce an interesting alternative to the Almgren Chriss model in which
rather than separate temporary and permanent impact they include a single temporary but
persistant impact term. Further advances to the model have incorporated singular control
so as to allow for block trades. For example Guo and Zervos |GZ15] develop a model of
multiplicative impact and solve the optimal execution problem in this context.

To the best of our knowledge the model that we study is the first one that considers
market impact from the perspective of a market maker whose revenue depends on minimis-
ing his own market impact when hedging positions. We model the fair value of the asset
as a diffusion process subject to permanent market impact. The market maker’s inven-
tory process is modelled as another controlled diffusion, where both the skew and hedging
controls alter the drift of the process. Our market maker will seek to to maximise a mean-
quadratic performance criterion, of the same type as the one discussed in Chapter [1] We
present closed form solutions in a special case where the asset price is a Bachelier process
with linear permanent and temporary market impact of the Almgren and Chriss type.

In the remainder of this section we describe, in greater detail, the market impact model
and motivate the market maker’s objective function which takes the form of a risk adjusted
revenue function. In Section [2] we present the formal stochastic control problem on both
the finite and infinite time horizons, for which we prove separate verification theorems in
Section Using these theorems, in Section [] we present the special case for which we
can find closed form expressions for the value function and both the skew control and the
hedging control.

1.1 Market Impact of the Almgren and Chriss Type

The Almgren and Chriss market impact model captures the effects on an asset’s fair price
due to the rate of trading £&. The model distinguishes two types of impact. The permanent
impact captures changes that forever remain in the fair value of the asset, and that have
magnitude dependent on a function of the trading rate

g(&t)-

The model also considers temporary or transient market impact which is the impact that
occurs as a result of instantaneous liquidity exhaustion. Such liquidity is immediately
replenished with no change to the fair price of the asset. This impact is modelled by
another function

h(&t)-
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The temporary impact can be understood as approximation to the effect of trading in a
limit order book, where a faster rate of trading will require the investor to go deeper into
the order book at each point in time, meaning that it acts like a proportional transac-
tion cost. This impact model was intended as a way of deriving solutions to the optimal
execution problem, and so the agent’s objective function was based on what is known as
implementation shortfall rather than revenue. Perold [Per88| originally defined implemen-
tation shortfall as the difference between the price at inception of an execution and the
average traded rate over the entire execution. It could equivalently be thought of as the
revenue accrued by buying the asset at the inception price and selling it at the average rate
achieved during execution.

In their original paper, Almgren and Chriss used a mean-variance type objective function
where the expectation of the implementation shortfall was penalised by its variance. They
were able to do this as their approach was restricted to deterministic strategies in discrete
time and so does not fall foul of the time inconsistency problems associated with the mean-
variance problem in continuous time. Their intention was to capture the trade off between
the higher market impact created by rapid trading against the higher market risk incurred
by waiting and performing a slow execution. Prior to this the simple case in which the
implementation shortfall alone was minimised was solved and the rate of trading found to
be constant [BLISg].

We consider the continuous time version of the Almgren and Chriss model, similar to
the setting considered in [GS11], meaning that the fair price of the asset evolves according
to the dynamics

dSt == M(St)dt + g(ft)dt + O'(St)th.

In these dynamics, the function g(.) models the permanent impact of trading in the inter-
bank market. The purpose of hedging is of course to alter the market maker’s inventory
position, alongside the skew control considered in Chapter [1} and so the market maker’s
inventory evolves according to the dynamics

dX; = V(Xt, (St)dt + & dt + €(Xt, (5t)dBt

so that hedging feeds directly into the inventory.

1.2 Revenue with Market Impact

When the market maker hedges, that is when & # 0, there occurs a temporary impact
to the price paid on the trade as well as permanent impact that moves the fair price. As
its name suggests, the temporary impact disappears instantaneously after trading activity
ends. This means that the market maker pays a price of

Sy + h(&)

on hedging trades rather than just S;.
The purpose of the market maker’s additional control £ is to manage the inventory
process X when it cannot be adequately managed by the normal skew process §. The
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dynamics of the inventory process X show that £ causes changes in the inventory as the
market maker hedges, along with a corresponding permanent market impact in the price
process S.

Now the market maker’s revenue depends on whether changes to inventory are due to
client trading or hedging, as hedging activity is more expensive for the market maker due to
transient impact, but also because hedging activity causes permanent market impact which
changes the value of the market maker’s remaining inventory holdings.

We can write the revenue function, which in the absence of hedging was given by
as

T
Rr(6,§) = —/0 St odXy + (St X1 — SoXo).

where the operator o represents the dichotomy between changes in inventory due to client
trading and due to market maker hedging. This operator is defined by

S’t (e} dXt = St (V(Xt, (5t)dt + 6(Xt, (St)dBt) + (St + h(&))ftdt

This expression formalises the situation discussed above where noise traders trade at the
market maker’s rate S; while hedging trades occur as S; + h(&). Applying 1t6’s product
formula, we obtain the expression

T
STXT - S()X() :/ ((I/(Xt, 57&) + &)St + (/L(St) + g(ﬁt))Xt + pa(St)e(Xt, 5t)) dt
0
T T
+ / G(Xt, 5t)StdBt + / O'(St)Xtth.
0 0
Rearranging terms we derive the expression for market maker’s revenue given by
T
Ri(6,6) = [ [1(X0 (S~ k(S0,6)) ~ B
0

F(u(Sh) + g(€)) Xy + por(Se)e(Xe, 59} dt + My,

where . .
Mp = / e(Xt, 5,5)(5,5 — k(St, 5t))dBt + / O'(St)Xtth.
0 0

We can rewrite this expression as
T
Rr(9,§) = / R(Sy, X, 04, &)dt + Mr (2.1)
0

where

R(St, Xt, 01, &) = v(St,01)(Se — k(St, 0¢)) — h(&)&:
+ (1(Se) + 9(&)) Xt + po(Se)e( Xy, 6t). (2.2)
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Remark 5. Comparing (2.2) to provides insight into the hedging control and its im-
pact on revenue. Hedging reduces revenue directly due to transient price impact through
the —h(&)& term. This effect should be thought of as a transaction cost paid on hedg-
ing trades. Hedging also changes the value of the remaining inventory position through
permanent price impact, namely the g(&)X; term.

As in Chapter [T} we will include two additional functions in the market maker’s objec-
tive function which we will name ®(.) and ¥(.) which represent risk factors (see also the
discussion in Section [I.5] In our special case, we will restrict them to the form

U(s,z) = ka® and ®(s,z)= Ka*

to correspond to ([1.4) and (1.6). The market maker’s objective function can therefore be
written in the general form

T
E[RT@— /0 (S, Xp)dt — (Sp, X7) | |

which in our special case will be a mean-quadratic objective function.

2 The Market Model and Control Problem

Fix a probability space (2, F, (F;), P) supporting two standard one-dimensional (F;)-Brownian
motions W and B. Suppose W and B are correlated with coefficient p, namely,

AW, B), = pdt.

The system we study comprises four stochastic processes S, X, 0 and &, namely the fair
price process, the market maker’s inventory process, the market maker’s skew process and
the market maker’s hedging process. The process S has dynamics given by

dS; = M(St)dt + g(ft)dt + J(St)th, So=3s (23)
and takes values in R. The inventory process has dynamics given by
dXt = I/(Xt, 6t)dt + gtdt + Q(Xt, 6t)dBt, X() =T (24)

taking values in R. The inventory process is affected by the skew d, while both the fair price
process and the inventory process are affected by the hedging process £. The controls § and
¢ are D and U valued (F;)-progressively measurable process where D C R and U C R are
both open. We assume sufficient conditions that ensure the existence and uniqueness of a
strong solution to these SDEs (see Assumption [5| and Definition (3| below).

Remark 6. The process S, which represented the unaffected price of the asset in Chapter [T}
now represents the fair price of the asset. The difference is that the fair price is the
unaffected price plus permanent price impact. In the absence of hedging trades, these two
concepts are identical.



CHAPTER 2. HEDGING AND MARKET IMPACT 53

Assumption 5. The functions p : R - R, g: U >R, 0 :R—>R, v:Rx D — R and
e:Rx D — R are C' and there exists a constant C > 0 such that

()] +[o(s)| < C(1 +|s)),
W (s)] + 19" ()] + 10" (s)] + [va (@, 0)| + lex (2, 0)] < C,

lg(u)] < C(A + [u]),
and
v(x,0)| + le(x, 0)| < C(1 + [x[ +[0])
for all (s,z,u,0) ERxR xU x D.

2.1 The Control Problem for T < oo

The market maker’s objective is to maximise the mean-quadratic revenue criterion which
was derived in Section In particular, we define the market maker’s objective function
by

T
J1,52(0,8) = E[/ e [R(Sy, X¢, 61, &) — W(Sy, Xy)] dt
0
— e MO(Sp, X7) | So =5, Xo = m] (2.5)

over all pairs of admissible controls (6,¢). Here e™™* again represents the subjective dis-
counting of the market maker’s revenue over time and is of exponential form

A = /tﬁ(Su,Xu)du
0

for some measurable function 8(.) and R(.) is given by ({2.2)).

Definition 3. Given a time horizon T > 0, the set of admissible controls Ar is all pairs
(6,€) of (Fr)-progressively measurable processes such that ¢ takes values in D, & takes values
mn U,

T
E U |5t|mdt} < 50 (2.6)
0
and

E [/()T\gt]mdt] < (2.7)

for all m € N.
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The value function of the control problem is defined by

o(T,s,x) = sup Jrsz(0,€)
(6,6)€AT

for all s € R and x € R.

Using standard stochastic control theory that can be found, e.g., in Pham [Pha09),
we expect that the value function v of the stochastic control problem will identify with a
function w : [0,7] x R x R — R that solves the HJB equation

wi(t, s, )+ sup  |L%w(t,s,z) + F(s,z,6,6)| =0 (2.8)
(6,£)eDxU

for all (¢,s,z) € [0,T] x R x R, with terminal condition
w(T, s, x) = —D(s,z), (2.9)
where the differential operator £%¢ is defined by
L3w(t,s,z) = %02(5)1053(75, s,x) + pe(x,0)o(s)wsz(t, s, z) + %62(56, Nwgs(t, s, )
+ (u(s) + 9(E))ws(t, s, 2) + (v(,6) + Hwal(t, s, x) — B(s, x)w(t, s, x), (2.10)
ford € D and £ € U, and
F(s,z,u,6) = R(s,z,u,0) — V(s,x) (2.11)
for (s,z,u,0) e RxR x U x D.

Assumption 6. The functions F: RxR XU x D — R and ® : R xR — R are continuous
and are such that

[F(s, 2,0, 0)| +|®(s,2)] < C (1+ |s|* + |2l + ul* + |o]*)

for all (s,z,u,6) € RxR x U x D, where k € N and C > 0 are constants. Also the
discounting rate 5(.) takes values in R..

2.2 The Control Problem for 7' = oo

Over an infinite time horizon, the market maker’s objective is to maximise the performance
criterion

T—o00

T
Tansl.6) = mnsupE| [ e [R(53, X0 51,60 — (5 X0)at | S0 = 5. X0 =] 212
0

over all pairs of admissible controls (9, £).
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Definition 4. The family of all admissible controls A is the set of all pairs of processes
0 and & such that (6,€) € Ar for all T > 0 and

lim E [e77|W(Sr, X7)|] =0 (2.13)

T—o0
where X is the associated solution to (2.4)).

Assumption 7. The discounting rate function B(.) is such that
B(s,x) > >0
for all s € R and x € R, for some constant ¢.

Remark 7. The condition ([2.13)) rules out strategies that do not sufficiently control the
inventory position. Making reference to our discussion on the appropriate forms of ¥(.) in
Chapter (1} any optimal strategy that fails to satisfy would necessarily involve the
build up of larger and larger positions in such a way that expected future gains offset the
increasing size of the penalty term.

The value function associated with the control problem on the infinite time horizon is
defined by

v(s,z) = sup Joos2(6)
(5,5)6./400

for s € R and x € R. We opt to repeat the usage of v to represent the value function on
the infinite horizon, as the context will ensure there is no ambiguity.

Again, we expect that the value function v of the stochastic control problem on the
infinite time horizon identifies with a function w : R x R — R that solves the HJB equation

sup | L%w(s,x) + F(Sy, X,6,6)| =0 (2.14)
(6,£)eDxU

for all (s,z) € R x R, where £ is the differential operator (2.10) and F is given by (2.11)).

3 Verification Theorems

We now prove two verification theorems for the control problem described in Section |2}, first
for the finite time horizon and then for the infinite horizon.

Theorem 7 (Finite Time Horizon: T < o0). Let w: [0,T] xR xR — R be a C*2? solution
to the HJB equation (2.8) and (2.9) that satisfies the polynomial growth condition

[ws (¢, 5,)] + [wa(t, s,2)| < C(L+|s[* + |a]*) (2.15)
for all (t,s,2) € [0,T] x R xR for some constants k € N and C > 0. Then

w(0,s,2) > v(T,s, ) (2.16)
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for all (t,s,x) € [0,T] x R x R. Furthermore, suppose that there exists a pair of measurable
functions 6 : [0,T] x RxR — D and £ : [0,T] x R xR — U such that

wy(t, S¢, Xi) + Eg(t’st’Xt)’é(t’st’Xt)w(tv St, Xt) + F(St, X1, 0(t, Sty X1), E(L, Sty X))

= U}t(t,St,Xt) + sup E‘s’fw(t,St,Xt) —|—F(St,Xt,5,£)} . (217)
(6,£)eDxU

for all (t,s,z) € [0,T] x R x R. Also, suppose that the controlled diffusions

~

dSy = p(Sp)dt + g(&(t, S, Xi))dt + o(S)dWy

and

dX; = v(Xy,0(t, Sy, Xp))dt + E(t, Se, Xp)dt 4 e(Xy, 6(t, St, X;))dBy
admit unique strong solutions, and
St - S(ta St7 Xt)
and R R
ft = g(ta Sta Xt)
together define a pair of processes in Ap. Then (5, é) 1s an optimal skew-hedging pair and
w(0,s,2) = v(T,s,x) (2.18)
for all (t,s,z) € [0,T] x R x R.

Proof. Fix any admissible pair of controls (,&) € Ap. Corollary 2.10 in Krylov [Kry0§]
implies that,

sup E [\Su\k} < 00 (2.19)
u€[0,T]
and
sup E [|Xu|k} < 0. (2.20)
u€[0,T]

for all £k > 1. Using It6’s formula we obtain

w(T, Sr, X7) = w(0, Sp, Xo)
+ /0 ' [wt(u, Su, Xu) + %UQ(Su)wss(w Su» Xu)
6o 8)0(Su et Su Xo) 2 (X B Su, Xo)
+ ((S0) + (6w s Sus X) + (VX 8) + Eu)uwa(u, Suy Xo) | ds

T T
+/ o(Su)ws(u, Su,Xu)qu+/ e(Xu, 0u)wy (u, Sy, Xy)dBy.
0 0
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Applying the integration by parts formula to e w(t, Sy, X;), we calculate
G_AT’LU(T, ST, XT) = w(O, So, Xo)

T
1
+ / e—Au |:wt(’u,, Su, Xu) + 502(Su)w53 (u7 Su’ Xu)
0
=+ pe(Xu, (5u)U(Su)wsx (u7 Su, Xu)
+ %ez(Xu, 5U)wmc(u’ Su, Xu)

+ (1(Su) + g(&u))ws (u, Sus Xu)
+ (V(Xu, 6u) + éu)wx(ua Su, Xu)

— pw(u, Sy, Xy)|du + My (2.21)

where
T T
MT :/ e_Ata(St)ws(t, St,Xt)th + / e_Ate(Xt,ét)wx(t, St,Xt)dBt. (222)
0 0

Using It0’s isometry, Assumption |§|, the growth condition on ws and w, given by ([2.15)),
the admissibility conditions for § and £ given by (12.6)) and (2.7) and the estimates ([2.19))
and (22.20)), we obtain

T
E[M}] =E [ /0 e 2Mug?(S, ) w? (u, Su,Xu>du]

T
+E / 6_2A“,00'(Su)6(Xu, Ou)Ws (U, Syy Xy )wy (w, Sy, Xu)du}
0

T

+E [ e e (X, 6,)w? (u, Su,Xu)du]

0

T

SCE[/ <1+|su|+|Xur+|6u\>2<1+\5u\k+|Xurk+\6u’“>2du]

0
T _ _ _

[/ (14 [Sul® + [Xu|F + ]5u|k)du]

0

< . (2.23)

where &k € N and C > 0 are appropriate constants. Therefore M is a square integrable
martingale. Furthermore, Assumption [6] implies that

E [e A7 |®(Sp, X1)[] < C (1 +E [ysTyﬂ +E [|XT]k]> <
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and

T
E [/ e—At‘F(St,Xt,dt,gt)\dt} <0(1+ sup E[|St‘k} + sup ]E[|Xt|k}> T
0 te[0,7 te[0,7

T T
k k

< 0. (2.24)

Since the pair of controls (4, £) may not achieve the supremum in (2.8)) we have the following
inequality
— F(St, X1, 01,&) > wi(t, S, Xe) + L% w(t, St, Xo). (2:25)

Consequently, by substituting (2.25) and (2.9)) into (2.21]) and taking expectations, we

may write
-E [e_ATq)(STa XT)] < 'UJ(O, SO: XO)

—-E

T
/ eAuF(SU7XU75U7€t)du] .
0
Rearranging terms we derive the inequality
T
JT,S,I((Sv 5) =E |:/ eiAuF(Suu XU) 5ua éu)du - eiAT(D(STu XT):| S w(07 SOv XO)
0

which implies (2.16)) because (9,£) € Ar has been arbitrary.
If we take (9,&) in place of (,&), then ([2.25) holds with equality and

T
Irs2(6,§) = E [/ e M F (S, Xu, O, u)du — €_AT‘1>(ST,XT)] = w(0, So, Xo)
0

Together with (2.16)), this identity results in (2.18) as well as the optimality of (,¢).
[

Theorem 8 (Infinite Time Horizon: T = o). Let w: R x R — R be a C%? solution to the
HJB equation (2.14) that satisfies the polynomial growth conditions

lw(s,z)| < C(1+|¥(s,z)|) (2.26)

and
|ws(s, )| + [wa (s, 2)| < C(L+|s]* + |2|*) (2.27)

for all (s,z) € R xR for some constants k € N and C' > 0. Then

w(s,z) > v(s,x) (2.28)
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for all (s,x) € RxR. Furthermore, suppose that there exists a pair of measurable functions
b:RxR—D andf R xR — U such that

LOSX) &S0 X (8, X)) + F(Sy, X, 8(Sh, X1), £(Sh, X1))

= sup [ﬁd’gw(St, Xt) + F(St, X4, 0, 5)] (229)
(6,£)eDxU

for all (s,x) € R x R. Also suppose that the controlled diffusions

dSy = p(Se)dt + g(€(St, Xz))dt + o(Se)dW;

and
dXy = v(Xy,6(S;, X))dt + €(Sy, Xi)dt + e(Xy,6(Ss, Xy))dB;

admit unique strong solutions,

o = 6(Sy, Xt)
and R R
& = &(Sk, Xi)
together define a pair of processes in Ax,. Then (5, é) is an optimal skew-hedging pair and
w(s,x) = v(s,x) (2.30)
for all (s,z) € R x R.

Proof. Fix any pair of admissible controls (4,§) € Aw. Applying It6’s formula and the
integration by parts formula we obtain

AT’U)(ST, XT> = ’U)(Sg, Xo)
—Ay

o)

[507 (S nn(Sur Xa) + p6( o, 8,0 (S (S, Xo)

4 56 (X O)a(S0, Xa) + (1(50) + 9(60)) (S0 X)

+ (V(Xu, 0u) + &u)wa (Su, Xu) — Sw(Sy, Xu) |du + Mr,
(2.31)

where
T T
My = / e Mo (S ) ws(Sy, Xy )dWy + / e Me(Xy, 6w, (Sy, X;)dB;.
0 0

Arguing as in (2.23]), we can see that M is a square integrable martingale. Furthermore,
since § and £ may not achieve the supremum in (2.14) we have the inequality

— F(St,Xt,(St,ft) > E‘St’ftw(St,Xt). (232)
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Recalling (2.24)), we substitute (2.32) into (2.31]) and take expectations to obtain
E [efATw(ST, XT)] < w(SQ,Xo)

T
- E / e—AuF(Su,Xu,au,gu)du].
0

In view of Assumption |7} (2.13)) in Definition 4| and (2.26)), we can pass to the limit 7" — oo
through an appropriate subsequence to obtain

T
Joo,s,2(0,€) =limsupE [/ eA“F(Su,Xu,éu,fu)du} < w(So, Xo),
0

T—oo

which implies - ) because (0, &) € A has been arbltrary
If we take (9,&) € A in place of (4,&), then ) holds with equality

T
Joos.2(0,6) = limsup E [ / eAuF<Su,Xu,5u,éu>du] = w(S0, Xo)
0

T—o0

Together with (2.28)), this identity results in (2.30)) as well as the optimality of (,¢).
[

4 A Special Case with Explicit Solution

We consider a specific choice for the dynamics of the asset price S and the inventory process
X for which we are able to find explicit solutions. Our case corresponds closely to the
Bachelier dynamics studied in Section however with additional impact terms due to
market maker hedging.

We assume that the market maker’s skew § as well as the rate of trading & are real
valued, namely D = U = R. We also assume that both permanent and transient market
impact are linear functions of the rate of trading, that is

(&) = A& and A(€) = A (2.33)
The fair price of the asset follows the controlled arithmetic Brownian motion given by
dS; = (pp+ X&)dt + odW,. (2.34)
We also assume that the market maker’s inventory process is modelled by
dXy = (1o + & )dt + edBy. (2.35)

According to (2.1)) and (2.2)) the revenue evolves according to

t
Rt((sué) - / R(SU7XU76U7€u)du+Mt7
0
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where
R(Sp, Xt,00,&) = —n6? — v& + (u+ M) Xy + poe. (2.36)

We assume that the market maker’s time discounting occurs at a constant rate f3.

As we did in Chapter |1} we assume that the risk functions ®(.) and ¥(.) are quadratic

in x, specifically

U(s,z) = —ka® and &(s,z) =Kz (2.37)
It is worth noting here that in our earlier discussion of the mean-quadratic risk criterion in
Section 1.5 we intended for the constants k£ and K to combine both the market maker’s
risk aversion parameter A and the volatility of the asset price 0. We will see later in this
section that o plays a minor role in the closed form solutions. However k£ and K, in which
o is implicitly present, features prominently.

We now present three explicit solutions in which Assumption [8] below plays an impor-
tant role. In Section we find an explicit solution on a finite time horizon in which
Assumption [§] is satisfied. In Section [4.2) we do the same on an infinite time horizon. In
Section we consider the case on the finite time horizon where it does not hold, and find
that given a long enough time horizon the value function may be infinite.

2
Assumption 8. The problem data satisfies (% — ﬁ) >4 (’\—2 — ) (77 + %)

4.1 An Explicit Solution: Finite Time Horizon 7" < oo

The market maker’s objective is to maximise the performance criterion
T
Jr2(0,6) =E [/ e P =08 — 7€ + (1 + A&) Xy + poe
0
— kXtZ]dt — KeiﬁTX% ’ Xo = x] , (2.38)

over all admissible controls (4, ) € A, subject to the stochastic dynamics given by .
We immediate see from that in this setting the objective function is independent of
the value of S;. We may therefore drop it from consideration and so the value function of
the control problem should identify with an appropriate solution to the HJB equation

wy(t, ) + %gwm(t, z) — Bw(t,x) + pr + peo — ka?
+ sup [7]51%(75, x) — néﬂ + sup [fwx(t, x) + Nz — 7{2 =0 (2.39)
SR €eR

with boundary condition
w(T,z) = —Kz?. (2.40)

The skew control ¢ and hedging control £ that achieve the maximum in (2.39)) are given by

5t z) = %wx(t,x) (2.41)
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and

~

E(t,x) = ;y(w$(t,x) + A\z). (2.42)

These conditions can provide insight into the optimal solution. The market maker skews
his price up in proportion to the marginal increase in the value function with respect to
increases in inventory given by w,. This is because doing so will help incentivise noise
traders to sell to the market maker. Similarly the market maker will hedge in proportion to
Wy, but also in proportion to Az, which is the increase in value of the current inventory that
would be caused by the market maker’s hedging, which causes permanent market impact.
We also note that the market maker’s rate of trading is scaled by -, which is the temporary
impact caused by trading, which reduces revenue.

Substituting (2.41)) and (2.42)) into the HJB equation (2.39), we see that the value

function under the optimal control should satisfy

1 1 1 A
we(t, z) + 55211):,390(16,:3) +7 (77 + 7) w2(t, ) + %xwx(t,m)
2

A
— Bw(t,z) + (47 - k> 2+ px + peo =0 (2.43)

with boundary condition
w(0,z) = —Ka?. (2.44)

We postulate that a solution exists in the form
w(t,z) = p(t)z? +p(t)x + x(t). (2.45)

Substituting this into the equation (2.43]), we find that the functions ¢(.), 1(.) and x(.)

must satisfy
<<p’(t) + (n + i) P (t) + (; - 6) plt) + <ii - k)) z’
+ (w’(t) + (n + }y) e(t)p(t) + (;7 - B) P(t) + u) x
(v + 5 (1 1) 020+ 2ol - x(0) + peo ) =0

for all (¢,z) € [0, 7] x R. This identity can be true if and only if ¢(.), ¥(.) and x(.) satisfy
the system of ordinary differential equations

o0+ (n+ ) ettr+ (2-8) w0+ (£ -1) 0. (2.40

o+ (w2 ) e+ 5 8) vl +u=0 (2.47)
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and

X' (t) — Bx(t) + % (77 + ’1y> Y(t)? + %p(t) + peo = 0. (2.48)

Furthermore, the function given by (2.45)) will satisfy the boundary condition ({2.44]) if
o(T)=—-K, ¢%(T)=0 and x(T)=0.

The ODE ([2.46]) is a constant coefficient Ricatti equation which can be transformed into
a second order linear ODE. Indeed, the transformation

Z(t)

pt) = — (2.49)
1+ D=0
reduces it to
2(t) + <>‘ — ﬁ) 2 (t) + <A2 — k> (n + 1) 2(t)=0 (2.50)
gl dy gl ' '

The initial condition ¢(7T') = —K under this transformation becomes a Robin boundary

condition .
Z(T)+ K <n + 7) 2(T) = 0. (2.51)

If Assumptionholds, the differential equation (2.50]) has positive discriminant and so every
solution to it is given by
2(t) = Ae™ + Be™, (2.52)

for some constants A, B € R, where

(R e )

We can now prove the main result of this section.

Theorem 9. Consider the control problem with problem data described in (2.35) and sup-
pose that Assumption@ holds. Then given a time horizon T' € (0,00) the value function of
the control problem identifies with the function

w(t,z) = p(t)z? + Y(t)x + x(t) (2.53)
where
—n(T-t) _ —m(T—t)
olt) = e (254
(1+3) )
L ((I(T—t) _ pn(T—0)) _ _©_ (JI(T—t) _ p—m(T—1)
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wnd () = e BT /tT <‘11 (77 + i) P*(u) + 6290(16)) du, (2:56)

in which expressions,

I'= <)\ﬁ> and © = n+K<77+%)
2y m—i—K(n—i—%)‘

Furthermore, the optimal controls (5,5) € Ar are given by

o = ()X, + %W) (2:57)
and ‘ <<p§t) . ;7) %4 wQ(;t) (2.58)
T [ s D) o D] wsean o

Proof. As we have already established, if the function of the form is to identify with
the value function of the control problem, ¢(.), 1(.) and x(.) must satisfy (2.46)—(2.48)). To
derive the solution to ([2.46]), we first note that the solution to is of the form if
Assumption |8 holds true. By taking derivatives in and solving for A and B, we can
see that this solution satisfies the boundary condition if

n+ K ( + l)
B=-A "TA en=m)T
m+ K (17 + %)
It follows that
n+K(n+2t
2t)=C [ e T — < 7) e~mI=t ) (2.60)
m+ K (77 + %
Differentiating, we obtain
n+ K ( + l)
Zt)=C [ ne™™TD —pmp T e—m(T—t)
m+ K (77 + %)

Substituting these expressions into (2.49)), the constant C' cancels out, and we obtain ([2.54]).
The ordinary differential equation (2.47)), which (.) satisfies, is of the form

W)+ LE)Y(E) + =0
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with terminal time condition ¢ (7") = 0. Therefore,
T T T
W(t) = eft L(u)du/ e /, L(u)du g,
t

Since

L(t) = <n+i> olt) +T =

where z(.) is given by ([2.60]), we calculate

TL du = 1 1-9 (T —t
; (u)du = log (T — @m0 [ T (T —1)

and

T
— 7 Lwduy, _ M 1 ) _ O [ —min)@-)
e e e e (]

It follows that v(.) is given by ([2.55)). Moreover it is immediate from ([2.48)) that the solution

X(.) can be written as ([2.56]).
The functions ¢(.) and ¥(.) are both bounded because either ©® < 0 or © > 1. In the

former case

e—n(T—t) _ @e—m(T—t) >0
for all ¢ € [0, T, whereas in the latter case

e—n(T—t) - ee—m(T—t) <0

for all ¢ € [0,T]. The boundedness these functions implies the boundedness of x(.). It follows
that the function defined by the right hand side of (2.53|) satisfies the growth condition ([2.15])
in the verification Theorem (7| In view of , and , the optimal controls é
and & are given by and . The estimates in Corollary 2.10 in Krylov [Kry0§|
imply immediately that these controls satisfy the admissibility conditions and in
Definition [3l

O

Remark 8. The explicit form for x(.) is left in integral form. However it can be solved
explicitly since the integral for ((.) is easy to calculate and the integral for ¥?(.) is also
known in explicit form and involves the Gaussian hypergeometric function. We choose to
omit the explicit form because it is rather long and x(.) does not feature in either of the
optimal controls, only as a function of time in the value function.

Corollary 2. The time-reversed impact function ¢(7) := @(T —T) is increasing or decreas-
n+K(n+%)

ing depending on the sign of mAR(+1)
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Figure 2.1: Decay function ¢(7)

Proof. The claim follows immediately from the calculation

. 2 n+K(n+
(n—m) m+K(n+

n+K{n+
(77 + %) <e n(T—t) _ m+K<<n+

n+m)T

e m(T-ﬂ)T

Remark 9. As the transient market impact and thereby the cost of trading increases, the
magnitude the the market maker’s hedging activity decreases. As v — oo we see that £ — 0
and the optimal solution reduces to that of the market marker’s problem considered in

Chapter

Remark 10. As K — oo the market maker’s incentive to reduce remaining inventory
holdings at T' = t increases. Specifically, since © — 1 this means that ¢(t) - ccast — T
and the problem resembles an optimal execution problem.

1
=)
we(
iy

N
4\»- 2=

O

Remark 11. By completing the square in the value function, which under appropriate
conditions takes the form of a negative quadratic, we may rewrite the value function as

2 2
w(t, ) = o(t) (3: - W))> 0 L),

20(t 4p(t)
Using this form we can directly see the market maker’s target position, namely
_¥()

= 20
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4.2 An Explicit Solution: Infinite Time Horizon T = oo
We now consider the problem of maximising the objective

T
Joo,z(6,€) = limsupE {/ e Pt [ — 7752 — ’y§t2
0

T—o0

+ (/J + )\gt)Xt + poE — k‘XE} dt ‘ Xo = SC:| R (261)

where the discounting rate 8 > 0 is a given constant, over all admissible controls (4, &) € A
subject to the stochastic dynamics given by (2.35)). In this case, the HJB equation ([2.39))
takes the form

€ Wee(x) — fw(x) + px + peo — ka?

+ sup [néwx(x) — 7752} + sup [{wx(x) + Xz —~E% =0 (2.62)
SR R

The skew control § and hedging control f that achieve the maximum in (2.62)) are given by

§(x) = %wx(az) (2.63)

and

() = ;y(wx(x) +Az). (2.64)

Substituting (2.63]) and (2.64]) into the HJB equation (2.62)), we obtain

1, 1 1\ A
55 Wee(x) + 1 <17 + 7> wy(x) + ﬂxwx(@ — pw(x)
AZ
+ (47 - k) 2% 4 px 4 peo =0 (2.65)

The non-linear ODE (2.65)) is similar to one we have seen in Chapter [l and similar to
the PDE we solved for the finite horizon case. Therefore we approach it using a candidate
solution of the form

w(z) = px? + 1z + x. (2.66)
Substituting (2.66)) into (2.65) we can see that, ¢, ¥ and x should satisfy the algebraic
equations
1 A A2
<n+><p2+<—6><p+<—k>:o, (2.67)
gl gl dy

<(n+i>¢+;—6>w+u=0 (2.68)
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and

1 1
—Bx+ 7 (77 + 7) )? + %o+ peo = 0. (2.69)

The quadratic equation (2.67) has two real roots provided

o)

which is guaranteed by Assumption Since n + % > 0, these roots are both positive if
B > % and k < g, both negative if 8 < % and k < g, and one negative one positive if

k> % We denote these roots by
o ) e (8
| ()

To determine which of these two roots is associated with the expression for w given by
(2.66) that identifies with the problem’s value function, we prove the following result.

(2.70)

Lemma 3. Suppose that the problem data satisfies Assumption[8 that is

A 2 1 22
(—5) —4<n+) <k—> > 0. (2.71)
v v 4y
The controls defined by 6, = 6(X;) and & = &£(X;), where 6 and & are given by [2.63) and

(2.64), and X is the associated solution to (2.35)), which is given by (2.73)), are such that
the admissibility condition (2.13) in Definition[{}, which takes the form

lim e "TE[X7] =0 (2.72)

T—o0
in the current context, holds true if ¢ = ¢~ and fails to hold true if o = pT.

Proof. Under the controls § and é the controlled process X is an Ornstein-Uhlenbeck process
with dynamics

1 A 1 1
dX; = [<<n+> <p+> X+ - (?7+) ¢] dt + edBy. (2.73)
Y 2y 2 Y
We define
EEIGOL
a_< TR PAID
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and we use [t6’s isometry to calculate

(o) el s 7 el08)er2)0g5)
0

- (/Te((”ﬂ)“%)(Ts)st)

X0+a262<( P)era)T a(Xo+a)e ((r7)er5)T 4 42
ey )

IRVAIPY
Since the coefficient of e ((n+7) 27) is strictly positive, n > 0 and 8 > 0,

E[X?] =E

2

= <(Xo+oz)e((wr Letss )T—a>2+E

2 1 A_
lim e "TE[X7] = lim [ (Xo+a)’+ ¢ S2(ntE)er2-p)T
T—o0 T—o0 9 1 A

<<17+’Y>(’0+ 2’7)
oo if (n+1)e+g >0,
0 if (n+i)e+g <0

The result now follows since 2 <17+ %) o+ % — B <0and?2 (77+ %) ot + % -pB>0. O

We can now prove the main result of this section.

Theorem 10. Consider the control problem with problem data described in (2.35)) and
(2.61) and suppose that the problem data are such that Assumption @ holds. The value
function of the control problem identifies with the function

w(z) = pa® + Yz + X, (2.74)
where ¢ = p~,
) = -
ICORICDICED
and

%(n—i—%)w%—a%—kpsa
3 :

Furthermore, the optimal controls (5,€) € Ao are given by

0= Xi+ ¢ (2.75)
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and \ "
~ (p_ A~
_ AR I ‘SR 2.76
& ( 5 + 27) t+ 2 ( )
where
. 1 A - 1 1
dX; = [((n + ) o+ > Xi+ - <"7 + ) w] dt + edB;. (2.77)
Y 2y 2 g

Proof. We have already established that ( - ) satisfies the HJB equation (2.62)). We can
also see that this function satisfies the growth condltlons (2.26) and (2.27) in verification
Theorem We can immediately see from , ) that the controls § and f are of
the form and (2.76). These controls are adm1851ble namely, (6,€) € A thanks to
Lemma El

O]

Remark 12. We have characterised all solutions to the control problem on both the finite
horizon (0,7") and the infinite horizon under Assumption |8} that is

() o2)

Under this assumption, the value function is finite and, in general, the market maker uses
both controls to attempt to reduce the outstanding inventory position whilst taking advan-
tage of the drift u. See Remark [L3| for a caveat. This strong economic meaning matches
our intuition of how a market maker should behave whilst disincentivised from holding
risk. Indeed, Assumption [8] holds true when the market maker’s continuous risk penalty &
sufficiently outweighs the market maker’s ability to influence the fair price through market
impact A. It highlights an interesting feature of market impact models that cannot be ob-
served in the traditional market impact literature; market impact is a double edged sword
which causes a negative effect when reducing a position, but a positive effect when increas-
ing a position. Therefore Assumption [§] has the implicit meaning that situations in which
the market maker is able to use the market impact caused by hedging to benefit himself by
pushing up the value of the current inventory position should not be allowed in the model.
We investigate in the next section what happens when these situations occur.

Remark 13. We notice that it is possible for the smaller root of to satisfy the
condition specified in Lemma [3| whilst being positive. For this to occur we need to have
8> % and k < g in which case both roots of are positive. This is slightly counter
intuitive, because it means that the market maker chooses to skew upwards and buy the
asset when the inventory position is positive, and skew downwards and sell the asset when
the inventory position is negative. This behaviour would normally be associated with an
exploding value function and so would result in a failure of the transversality condition. In
this case, assuming no drift in the fair price of the asset, we see that the controlled process
X is given by
dXt = aXtdt + 5dBt
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where 0 < a < 8. We add that this situation is somewhat atypical, in the sense that the
market maker is able to derive excess benefit by moving the market in the same direction as
the current inventory position, which he does by increasing or decreasing £. This is possible
because A is small and k is not great enough to disincentivise the accumulation of a large
position. However § is simultaneously large enough, meaning that this accumulated benefit
is discounted to zero as time goes to oo.

4.3 An Explicit Solution: Exploding Value Function 7' < oo

We now investigate the case with a finite time horizon where Assumption [§is false, which
intuitively means that the market impact term is large relative to the cost of holding inven-
tory. In particular, we assume that the market data are such that

(< (E-) )

Theorem 11. Consider the control problem with problem data described in f
and , and suppose that the problem data fails to satisfy Assumption @ namely, the
inequality holds true. Given a time horizon T € (0,00) and time to maturity T = T —t
the value function of the control problem takes the form

o(T, z) = {‘10(75):22+1/1(t)m—|—x(t)’ T—t<r

00 T—t>71"
where
(c+3(2-5)0)sin(C(T — 1)~ K (n+ 1) cos (¢(T — 1)
A= (n+ 1) [cos (T = £)) = Osin (¢(T — 1) | ’ (279
sty = B KO D) [l —0) — AV 4 (- gp0) im0y
(382 + ¢2) | cos (((T — 1)) — Osin (((T 1)) |
and

iy =m0 [ (3w D) vt + ot ) an

in which expressions,
s 26K (o)
c :

Furthermore, T is defined as the first explosion point of the time reversed functions ¢(1) =
o(T —71) and (1) = (T — 1), namely

*

7" =min {7 > 0] cos({7T) = Osin((7)} = éarctan <é> . (2.81)
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Proof. For easier reference, we recall the ODE (2.50) and its associated Robin boundary
condition (2.51]), that gives rise to the solution to the finite horizon problem, namely

- (B oD

/ 1 —
—-2(0)+ K <77 + 7) 2(0) = 0. (2.83)

If the inequality (2.78) holds true, then every solution to (2.82)) takes the form

and

) = G T 0 [sin (T - 1)) + Beos (T - 1)), (2.84)

for some constants A, B € R, where

GG

(1

By taking derivatives and solving for A and B, we can see that this solution satisfies the

boundary condition ([2.83) if

=) (+2)

NTCR:E

It follows that

2(t) = Cﬁ(giﬁ)(T*t) [cos (T —-1t)) — % <$ o ”8> - K <77 + %)
¢

Differentiating and substituting back into (2.49)), we derive the expression ([2.79)).
To derive 9(.) we notice that the ordinary differential equation (2.47)) which 1) (.) satisfies
is of the form ¢/ (t) + L(t)¥(t) + 1 = 0 and ¥ (T) = 0 which means that

sin (C(T — t)) ] (2.85)

T
’(/)(t) _ eftT L(u)du / e~ fUT L(u)dud,u (286)
t

20 = (n+ 1) e+ (5 -59).

Since (77 + %) ©(.) identifies with Z(—()) its integral is simply log z(.) and so

for L(.) given by

/
zZ(.

/tTL(u)du:log{Z(lt)} + <2A7 —6) (T —1).
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Substituting this expression back into (2.86)) we obtain

e(%fﬁyT*t) T A
P(t) = 'uz(t)/t e_(ﬂ_@(T_u)z(u)du

J-8)@-
EC
and from this we obtain (2.80f). Furthermore, we see that

)= [ (4 (04 1) 2+ ot ) an

Again, this integral can be solved explicitly.
In view of the expression

T
/t 28T~ [cos(C(T —t)) — Osin(¢(T —t))] du

fy 2 KO [sin?(¢7) +cos?(¢r)| — © (¢ + 4 (3 - 8) ©) [ sin(¢r) + cos(¢r)|
@ (1) =
(n+ %) [cos(CT) -0 Sin(CT)] 2

— GO +1) (2.87)

(n+ %) [COS(CT) - @sin((r)r’

we can see that
P(r)>0 Vr<rt

and
o(r) > 00as T — 1.

All that remains to show is that the value function v goesto ccas =T —t — 7*. To
this end, we consider the control processes

o0 = (t) X + %¢(t>

_(e®) A ¥()
&—(7 +27>Xt+ 3y

and

where X is the solution to the SDE
X = | ((n+ D) o)+ 2 xo+ 2 (n+ 1) v dt +cdB (2.88)
t= n ~ ¥ 2y tTy U ~ €aby. .

X is an Ornstein-Uhlenbeck process that admits the expression

¢ L 1 s t
X, = P(t) X0+/0 de/o Pis)st ,
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P(t) = exp </Ot <<77~l—}y> go(s)~l—2):y> ds) )

Recalling ([2.38)), we can see that the performance of these controls over the interval [t, T
is given by

sl [{[- o) (-
= (04 2) et + ) e

oo
Y

where

where 7 =T — t as above. Applying the Feymann-Kac formula and using the dynamics of
X, we obtain

_wé:“") + 252‘92‘2(;2’56) + :(<n+ }y) B(1) + ;7> m+% (77+ i) 15(7)} ajé;’w) — BJ(r,)

+ :— <n+ i) (1) + (fy — k)} a?

1 1\ -
+ 1 <7} + 7) V3 (1) + psa} =0, (2.89)
with boundary condition
J00,z) = —Kz?
Substituting the choice
J(r,z) = a(T)2?® + b(1)x + (1) (2.90)

into (2.89) we obtain the ordinary differential equations for the functions a(.), b(.) and ¢(.)

a'(1) +2 <<n+i> @(T)+2)‘7 - g) a(t) — <n+i> &2 (r) + (Zl\i_k> =0

b(r) + <(n + i) o(7) + ;7 - B) b(r) + <n + i) O(1) (a(t) = @(1)) + =0

d (1) = Be(r) + i (n - i) Y(1)e(T) — 3 (77 + f1y> V(1) + 2a() + peo =0

with terminal conditions

a(0)=—K, b0)=0 and ¢(0)=0.
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It is straightforward to check that the choices a(.) = ¢(.), b(.) = 9(.) and ¢(.) = x(.) where
@(.), ¥(.) and ¥(.) are as above satisfy this system of ODEs.

As 7 — 7" we know from that @(7) — oco. From this we can also deduce that
X(T) = 0o as the explicit form of y(.), seen in (2.56)), is an integral involving only positive
multiples of 1?(.) and ¢(.). We also deduce that P(.) — oo from the observation that P(.)
is an exponential function of a positive multiple of ¢(.).

It is therefore easy to see that in (2.90)) the first and final terms go to co. It follows that

Tli)rrTl* J(1,2) = 00

and the value function v is infinite for all ¢ € [0, 7] such that T"—¢ > 7. O

Remark 14. We would expect to also find that the functions (.) and x(.) exhibit a similar
monotonicity in time remaining to that found for ¢(.) in (2.87)). However since there is only
marginal interest in obtaining such a result we have left this for future work.

5 Singular Hedging

The model we have studied in this chapter included a hedging control, namely &, which
represented the rate of hedging of the market maker’s inventory. The use of a rate of trading
ensured that the hedging control was absolutely continuous with respect to time, a modelling
assumption that was in line with the classical approach of Almgren and Chriss [ACO1].

We now consider an extension of the model, specifically allowing the market maker’s
hedging control to be singular. The market maker would then be able to clear inventory
positions in blocks rather than being restricted to a rate of trading. Unlike the previous
section, we will not prove a formal verification theorem, but will instead simply derive the
HJB equation for which we can find numerical solutions and consider its properties.

In this context, permanent impact on the fair price process should depend on the mag-
nitude of trades that occur. We distinguish market maker buying Z° from market maker
selling Z° by specifying two controls each of which is an increasing (F;)-progressively mea-
surable process. We restrict our attention to the case of linear impact functions )\dEfZ and
Ad={ and assume that in the absence of trade the fair price follows a Bachelier process. The
fair price process will evolve according to the dynamics

dS; = pdt — \dZ§ + M=} + odW,

for some constant A > 0. Furthermore the dynamics of the market maker’s inventory
holdings are given by
dX; = népdt — d=; + d=b + ed By

which is the combination of noise trader activity and the market maker’s hedging trades.
Recall from Section [1.1] that transient impact in the Almgren and Chriss model is effec-
tively a proportional transaction cost. We therefore assume that transient impact is a fixed
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proportion of the trade size, so that buy trades occur at a price of
St + Cy

and similarly, sell trades occur at a price
St — Cy

for some constants C, > 0 and Cs > 0. Following the same approach as in Section we
can derive the market maker’s revenue function as

T T T
Rp(6,2°,2%) = — / S; (ndydt 4 edBy) — / 5§ d=? +/ Sfd=s
0 0 0
T T
- / Cyd=b — / Cd=5 + (S X7 — S Xo).
0 0
An application of It6’s formula gives
d(ST Xy) = Xy (pudt — MES + ME? + 0dW,) + Sy(—ndydt — d=5 + d=° + edBy) + poedt,
so the revenue function can be rewritten as
T T
Rr(6,25,2%) = / (—n6? 4+ Xy + poe)dt + / (AX; — Cp)d=b
0 0
T
—I—/ (=AX; — C5)d=; + Mr. (2.91)
0

where
T T
MT :/ O'Xtth —/ 55tdBt
0 0

Consider the infinite horizon objective function, which is simply the mean-quadratic objec-
tive discussed in Chapter [1 given by

Jooz(6,2°,2%) =E

/0 e Pt [(—77(5? + pX; + poe — kX}P)dt

T T
- / (AX; — Cp)d=b + / (=AX; — CS)dEf] —eTo(X7)
0 0

The value function of the control problem is given by

5,202

for z € R. At any given time ¢ the market maker has three options to choose from. Firstly
he may set d to a fixed value and wait for a short period At, and then continue optimally.
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In this case, since such a course of action may or may not be optimal we can state the
inequality,

t+AL
v(Xy) > E {/ e P5(—no? + X, + poe — kX2)ds + e P2 u( X ar)
t

Using It6’s formula, dividing by At and passing to the limit as At | 0, we obtain
— Bo(z) + Lo(z) <0
where
5 L 5 2 2
LO(z) = 3¢ Vg () + novg(x) — né° + px + peo — kx”.

The optimal choice of § is given by

0(x) = Zvg(x).
Therefore, we obtain the inequality
— po(z) + Lu(z) <0

where

_ 1 1
Lou(z) = is%m(;r) + 177”3:(93) + px + peo — ka?.

The second possibility is to buy a small amount € of the asset, which we know from ([2.91]
will cost the market maker a transaction cost Cpe. There will however be a secondary effect
in that the market maker will, due to the permanent component of market impact, alter
the fair value of his current holdings by an amount AeX;. Consequently we can state the
inequality

v(x) > v(r+€) + (Az — Cp)e,

which for infinitesimally small € corresponds to
0> vz(x) + Az — Cp.

Similarly for selling

0> —wg(x) — Az — Cs.
Therefore we expect that the value function v of the problem will identify with a smooth
solution w to the variational inequality

max { Lw(z) — fw(z), wy(x) + Az — Cp, —wy(x) — Az — Cs} = 0. (2.92)

We cannot hope to find a closed form solution to (2.92]). However we may solve it numerically
using the smoothness of w. We postulate three regions W, B and S

W ={z eR|Lw(z) — fw(z) =0},
B={zeR|wy(z)+ e —C,=0},
S={zeR| —wy(z) — Az —Cs =0},
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and propose that the three the regions are such that
BUWUS =R.

In particular, we postulate that the regions are characterised by constants, F' and G and
take the form

W={zeR|F<z<G},
B={zeR|xz < F},
S={zeR|z>G}.

The solution approach we take combines an analytical solution in the regions B and S
with a numerical solution in the region WW. We combine these into a single smooth solution
by using a variant of the so called shooting method. We begin by solving the problem in the
regions B and S, which is quite simple as in these regions we have a one dimensional ODE
with solution

A
w(z) = —5332 +Crz+a

for some constant a and x € B,
A
w(x) = —§x2 —Csz+b

for some constant b and « € S. The constants a and b will be used to preserve the continuity
of our solution at the boundaries x = F' and x = G.
Inside the region W, we look to find a function w that satisfies

Lw(z) — Bw(z) =0 (2.93)
as well as
@' (F) = —AF + Gy,
@' (G) = —AG — C, (2.94)
and
w"(F) =w"(G) = = \. (2.95)

so that when combined together the three solutions form a single C? function. Equations
(2.94]) and arise from the assumed smoothness of the value function, and correspond
to the so called walue matching and smooth pasting properties at the optimal exercise
boundary in American option pricing problems.

Denote by wr, ¢, () the numerical solution to the Dirichlet boundary value problem,
namely a solution to and where the boundaries are located at F; and Gj.
Such numerical solutions, even for non-linear ODEs are simple to solve using mathemat-
ical software packages. We then proceed by choosing arbitrary initial points Fy and Gy,
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w(X)

Figure 2.2: Value function w(.)

and calculate an initial candidate solution wg, g,(z). Any such solution satisfies the re-
quirements for a solution w other than . We apply a root finding algorithm such
as the secant method or the bisection method to the functions f(F) = w% o(F) + A and
9(G) = Wy (G) + A together until convergence is achieved. After convergence is achieved,
we are left with a numerical solution w that satisfies (2.92]) in the region W and the mixed
boundary condition and . Furthermore, the function

—32% + Cyz + @(F) + 4F> — CyF,  for z € B,
w(z) = —22? - Cx + w(G) + 3G* + C,G,  for z €S,
w(x), for zeW,

is a C? solution to (2.92)).

The optimal hedging control, which is a singular control, will be to buy or sell so as to
ensure that the controlled inventory process X isa reflecting diffusion inside the waiting
region Y. The optimal hedging control é will be the difference between the local times
of X at the boundaries of B and S. This type of control also appears in the work of
Davis and Norman [DN90] in their study of portfolio selection with transaction costs. An
interesting expansion of this model would be to follow the approach of Kallsen and Muhle-
Karbe and Muhle-Karbe, Reppen and Soner , who consider the case
in which transaction costs are small and proportional to the asset price, allowing them to
obtain explicit results for the asymptotic case as a good approximation to the full model.
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w'(x)

\

\

Figure 2.3: First derivative of value function w'(.)

W"(X)

Figure 2.4: Second derivative of value function w”(.)



Chapter 3

Portfolio Theory in a Market with
Support and Resistance Levels

1 Introduction

We consider the optimisation problem faced by a single agent who possesses wealth con-
sisting of an initial endowment x which may be consumed or invested over an interval
[0,7]. Consuming wealth too quickly will reduce the amount of capital available to grow
via investment, whereas investment is inherently risky and is not guaranteed to result in
greater wealth being available for future consumption. The agent is therefore faced with
the challenge of how to set these dual controls in order to maximise his total utility from
both consumption and investment. The study of this type of problem is known as port-
folio optimisation theory and has a long history. At the origin of the area is the work of
Merton [Mer69|, who, building on earlier insights made by Markowitz [Mar52|, considered
stochastic dynamics for the traded assets in continuous time and power utility functions.

The model that we study in this chapter falls within the context of the Merton model.
However we introduce asset prices that include singularities in their drift. The purpose of
this is to represent support and resistance levels, that is, price points at which the market
exhibits either an upward or downward singularity in contrast to its normal behaviour.
Specifically of interest is how the agent should respond to optimally adjust his holdings of
the asset and rate of consumption when such levels are present in the market.

Stochastic processes that exhibit precisely this behaviour are well known. Diffusions
with generalised drift, such as those considered in Lejay [LejO06], are a generalisation of
the skew Brownian motion the properties of which have been studied by Walsh [Wal7§],
Harrison and Shepp |[HS81|, and Engelbert and Schmidt [ES85], among others. The skew
Brownian motion behaves like a Brownian motion away from a given level, but once it hits
that level the side of the level on which it makes its next excursion depends on the outcome
of an independent Bernoulli random variable. It can be shown that the skew Brownian
motion is the strong solution to a SDE involving its local time at the level in question.

In the remainder of this section we provide some more details on some concepts central

81
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to this chapter. We discuss the phenomena which we study, namely, support and resistance
levels and give some background on the skew Brownian motion which we use to model them.
We then provide a brief summary of the results of the classic Merton model, both to provide
a benchmark from which to measure the difference that including support and resistance
levels creates, and also for use as a limiting case of our model away from the support
and resistance levels. In Section [2| of the chapter we present the formal stochastic control
problem on both the finite and infinite time horizons, for which we will prove separate
verification theorems in Section [3] Using these theorems, in Section [4] and [5] of the chapter
we present closed form expressions for the value function and the controls.

1.1 Modelling Support and Resistance Levels

We wish to model points of support and resistance in the asset price around which the
asset price process experiences an impact in its drift. A standard definition of support and
resistance levels is given by Murphy [Mur99:

“Support is a level or area on the chart under the market where buying interest
1s sufficiently strong to overcome selling pressure. As a result, a decline is halted
and prices turn back again . . . Resistance is the opposite of support.”

Such price points exist in markets for a variety of reasons, one key reason being the
presence of clustered resting orders in the market. Resting orders are instructions left with
a financial institution to execute an order for a client only when the price arrives at a pre-
specified level. For a buy order, if this rate is lower than the prevailing rate then the order
is a take profit, whereas if it is higher than the prevailing rate the order is a stop loss. Such
orders are the standard way in which to open a new position or close an existing position
at a certain price, especially for systematic strategies such as trend following strategies. In
an empirical analysis of such orders in the FX market, Osler [Osl01] noted two interesting
phenomena whilst investigating why trading strategies that depend on price level breakouts
are persistently profitable. Firstly, there are significant differences in the clustering patterns
of stop loss orders compared to take profit orders. Stop loss orders tended to spread more
than take profit order, which cluster strongly. Second, the clustering locations of take profit
orders were strongly linked to round numbers in the asset price, while stop loss orders tended
to be clustered just above round numbers for buy stops, and just below round numbers for
sell stops.

These two observations provide important motivation for our model. The empirical
existence of support and resistance levels provides a general justification for the model we
study. The observation that their origin is in clustered resting orders also suggest that a
good model for support and resistance would involve impulses in the price dynamics, rather
than an alternative such as a price dependent drift function, since the underlying source of
the phenomenon is itself a cluster of single impulses, namely resting orders.
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1.2 The Skew Diffusion Process

To model the phenomenon of support and resistance levels within an asset price process,
we introduce the skew diffusion process that satisfies the SDE

t n ’ t
Si= 50+ [ w(sds + 3 BLPS) + [ olsaw, (3.1)
j=1

where f1,..., 0, € (—1,1) are constants and z1, ..., z, are distinct points. The SDE (3.1)
contains n symmetric local times of .S, each of which is defined by

.1t
Li(8) = lim 5= [ 03801y (S0 (3.2)
The local times embedded into the process dynamics mean that the process exhibits a
singular deviation at each of the levels z;, and consequently the process exhibits support or
resistance at those levels depending on the sign of 3;.

Remark 15. The intuitive meaning of this property is made clear by following an argument
close to that of Harrison and Shepp |[HS81]. Let Y with Yy = 0 be a reflected Brownian
motion and define J, as the interval (s,t¢) in which Y makes its nth excursion away from
zero. Next associate with each J,, an independent Bernoulli random variable e,, with P[e,, =
1] = # and Ple,, = —1] = %, then the process X defined by

Xy =e,Y;, forted,

is a skew Brownian motion.

1.3 Merton’s Portfolio Problem

In his classic 1969 paper, Merton proposed a model in which an agent attempts to strike
a balance between the conflicting incentives of present consumption, investment towards
future consumption and a terminal time bequest. His work, which has influenced many
extensions of this concept including this one, provided explicit solutions to the continuous-
time problem with using power law utility functions.

It is assumed that the agent starts with an initial endowment Xg = x > 0 and can
transfer his holdings, continuously and without incurring transaction costs, between the
risky asset S and a risk free asset B. Denote the proportion of wealth held by the agent
in the risky asset by 7 and the rate of consumption of wealth by ¢. Denoting the agent’s
wealth by the process X, changes in this wealth will depend on the control processes ¢ and
m, specifically . .

X, =z +/ A=m) Xy o [ TuXuyg (3.3)
0 Bu 0 Su
Merton assumed that
dSt = uStdt + O'Stth, SO > 0,
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and

dBt = T’Btdt, BQ = 1,
considered the family of constant relative risk aversion (CRRA) utility functions

~
u(x) = i?
Y

for some v < 1 and looked for a solution to the control problem with objective function

E [/OT u(e Xy)dt +u(Xr)| .

Merton then established that the optimal choices for the controls are

p—r 1

and

- (o —1)e~aT=1) 1

for a certain constant a. Specifically, 7 is a constant and c is a time dependent function
that does not depend on the current risky asset price or level of wealth.

2 The Market Model and Control Problem

Fix a probability space (2, F, (F;),P) supporting a standard one-dimensional (F;)-Brownian
motion W. The system we study comprises three stochastic processes S, X and B which
represent the state processes of the control problem, plus a further two stochastic processes
m and ¢ which are the agent’s controls. The price process of the risky asset S is such that
St is the prevailing market price of the risky asset at time t at which the agent can buy or
sell. We model the price of the risky asset by the skew geometric Brownian motion

dS; = pSdt + BALF(S) + 0 S;dWy, So=s >0, (3.4)

where p and o > 0 are constants and L*(.9) is the symmetric local time of S at level z. Here
B > 0 corresponds to a support level whilst 8 < 0 corresponds to resistance. The following
assumption ensures that the SDE has a unique strong solution.

Assumption 9. The constant B in (3.4) is such that € (—1,1).

The process B represents the price of a risk free asset, accruing interest at a constant
rate r, the price of which is given by

dBt = ’I"Btdt, BO =1. (35)
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As we have discussed, the general dynamics of the wealth process X are given by (3.3).
Substituting in the specific dynamics (3.4]) and (3.5) we obtain

t
Xt::c—&-/ [(p=7)my + 71— cy) Xudu
0

t t
+ / gmxum(sg + / o Xud W, (3.6)
0 0
We assume that the agent’s utility from both consumption and bequest is given by the
CRRA utility function defined by
u(r) = —, (3.7)
for x > 0.
Assumption 10. v € (0,1).

We also set the agent’s rate of subjective exponential discounting p > 0 to be a constant.
This is understood to specify the agent’s time preference, as opposed to r which represents
the rate of return of cash not invested in the risky asset, and we shall see that these two
rates play different roles in the solution.

2.1 Arbitrage Considerations

It is tempting to consider strategies in the class introduced by the following definition.

Definition 5. The family of all admissible portfolio-consumption pairs (c,m) consists of all
bounded (F;)-progressively measurable processes ¢ and .

However, this class includes strategies that realise arbitrage as the following result shows.
Theorem 12. A market as described in (3.4)—(3.6) admits arbitrage.

Proof. Take an agent with initial wealth z = 1 who follows the very simple admissible
strategy m = %H{S}:z}- In other words, the agent invests X; or —X; in the risky asset
whenever S; = z, where the sign of the investment is equal to the sign of 3, and invests 0
in the risky asset at all other times. Without loss of generality assume that r = 0 so that

no wealth is accrued away from the level. The corresponding wealth process is

Blrzs
thez t( )7

because L?(.S) increases on the set {S; = z}. Since L*(S) is an increasing process, we can
state the conditions for a classical arbitrage opportunity have been met, slightly altered to
fit the context of portfolio management in our context. Specifically,

P(X, > 1) =1

and
P(X; >1)>0.
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In light of Theorem we see that the skew geometric Brownian motion allows for
a special type of arbitrage opportunity that involves creating an arbitrary spike in the
portfolio holdings of the risky asset at the level z in order to benefit from the directional
effect of the local time. It is therefore the case that the value function of the control problem
is infinite.

The type of arbitrage opportunity arising at the level z is valid in the sense that indicator
functions like 1;g,—., are measurable. However they are not economically realistic or of
particular interest to model. Were such strategies, which require opening and closing large
positions at the level z, practically feasible then they would be the exclusive domain of
professional high frequency arbitrageurs. Our model seeks to understand the impact that
the presence of such support and resistance levels has on overall investment and consumption
across the entire problem space, rather than the specific behaviour that the singularity might
provoke the instant the level is broken.

We therefore propose an additional restriction on the portfolio process m, in order to
exclude these specific arbitrage strategies from the market. In particular we require a type
of ”smoothness” around the level z, so that the agent may plan their portfolio holdings
immediately above and below the level. These two positions may be distinct, so the portfolio
process may experience a jump. However when the price is exactly at the level the position
must be the average of these two positions.

Definition 6. The family A of all admissible portfolio-consumption pairs (c,m) consists of
all (Fy)-progressively measurable processes ¢ and w such that

0<¢ and 0<c¢ +|m| <C forall t>0,P-a.s.,
for some constant C' > 0, which may depend on (c,m), and
m = m(t,St, X¢) forall t>0,

where m: Ry x R x RY — R is a measurable ladlag function that satisfies
1
m(t,z,x) = §(W(t’ z—,x) +7(t, z+,x))

for all (t,z) € [0,T] x R%.

Remark 16. An alternative approach would be to model the phenomenon of support and
resistance levels using a price process with drift that is absolutely continuous with respect
to time. Doing so would ensure the existence of an equivalent martingale measure and
therefore would not allow for the arbitrage we saw in Theorem [I2] For example, we might
consider a market consisting of a single risky asset with discontinuous drift,

1
dStE = /L(Sf) + %UQ(SE) (ln(l + ﬁ)ﬂ[z—e,z] —In(1 - B)]]-[z,z-&-s}) dt + U(Stg)th

Here € represents the intensity of the level, and smaller € corresponds to both a smaller
area of impact and a greater jump in the size of the drift. We may say that ¢ is related to
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the minimum price increment, namely, a tick, on the market in question, since markets that
allow orders to be left with extremely high precision thereby allow market participants to
cluster their orders extremely close to the level z. We also notice that as ¢ — 0 the process
converges to the skew diffusion process considered in Section [1.2] a fact that can be seen
by comparing the speed and scale measures of both processes.

We expect that by solving the control problem with this process in place of which
should be straightforward since it is a one dimensional It6 diffusion process and the general
case has been studied comprehensively in Karatzas and Shreve [KS98|, we would be able
to present our model as the limiting case of this model, as ¢ — 0. However we did not
complete this work in time to include it in the thesis.

2.2 The Control Problem for T < co

The agent’s objective is to maximise

1 T
Jrsz(c,m) = ;E [/ e_pt(Xtct)th + e_pTX% So=s5,Xg = ZL':| (3.8)
0

over all admissible controls (¢, 7). The value function of the portfolio optimisation problem
is defined by

v(T,s,x) = sup Jrsgz(c,m)
(e,m)eA

for s,z > 0. We expect that the value function v of the stochastic control problem identifies
with a function w : [0, 7] x R% x R% — R satisfying the non-linear PDE

(xe)

we(t,s,z)+  sup LO™w(t, s, x) + =0 (3.9)
(e,m)ER4 XR Y
inside Cp U Dy, where
Cr ={(t,s,x) € (0,T) x R xRY |s> z}, (3.10)
Dr ={(t,s,x) € (0,T) x R} xR} |s < z}, (3.11)
with terminal condition ,
w(T, s, x) = %, (3.12)
and subject to the boundary condition
g:mrwm(t, z,x) + (1 + Bws(t, 24, 2) — (1 — Bws(t, 2—,2)) =0 (3.13)

for all (t,x) € [0,T] x R%. The differential operator L™ is defined by

2w85(t, S, )

1 1
ECﬂTw(t’ S, 1’) = §U2ﬂ2$2wmx(t7 S, .’L') + UQSxﬂ-wsac(tv S, .’L') + 50’28
+ (= 7r)m+ (r — ¢)zwy(t, s, x) + psws(t, s, z) — pw(t, s, ) (3.14)

for (¢,m) € Ry x R and for (t,s,2) € [0,7] x R} x R%.



CHAPTER 3. SUPPORT AND RESISTANCE 88

2.3 The Control Problem for T = co

Over an infinite time horizon, the agent’s objective is to maximise the performance criterion

1 o
Joosz(C,m) = ;IE [/ e P Xyey)Vdt | So = 5, Xo = x] (3.15)
0

over all admissible controls (¢, 7). In this case, we restrict attention to the following class
of controls.

Definition 7. Given a discounting rate p > 0, the family of consumption-portfolio pairs A,
is the set of all (¢, m) € A such that the associated wealth process X satisfies the transversality
condition
lim e "TE[X}] =0 3.16
Jim e R [ Xg] (3.16)

The value function associated with the control problem on the infinite time horizon is defined
by
v(s,z) = sup Joosaz(c,m)
(e;m)€Ap

for s € R and x € R. We opt to repeat the usage of v to represent the value function on
the infinite horizon, as the context will ensure there is no ambiguity.

Again, we expect that the value function v of the stochastic control problem on the
infinite time horizon identifies with a function w : R} x R} — R, that solves the HJB
equation

.
sup LTw(s, z) + (ze) =0 (3.17)
(c,m)ER4 XR Y
for (s,z) € CUD, where
C={(s,2) e R xR} |s> 2z}, (3.18)
D= {(s,z) e R} xR} |5 <z}, (3.19)

and subject to the boundary condition
gxﬂwx(z,x) + (1 + Bws(z4,z) — (1 — Bws(2—,2)) =0

for all x € R%.. Here the differential operator L7 is defined as in (3.14).

3 Verification Theorems

We now prove two verification theorems for the control problem described in Section [2}, first
for the finite time horizon and then for the infinite horizon.
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Theorem 13 (Finite Time Horizon: T' < 00). Let w : [0,T] xR% xR% — R be a continuous
function that is CY*2 in Cr U Dr, defined by (3.10) and (3.11)), and satisfies the HJB
equation (3.9) and (3.12) as well as the polynomial growth condition

[ws (¢, 5,2)] + [wa(t, s,2)| < C(L+|s[* + |a]*) (3.20)
for all (t,s,z) € [0,T] x R x R for some constants k € N and C > 0. Then
w(0,s,z) > v(T,s,x) (3.21)

for all s,z > 0. Furthermore, suppose that there exist measurable functions ¢ : [0,T] x R x
RY = Ry and 7 : [0,T] x RYL x RY — R such that

wt(t, S,I‘) + Eé(t,s,z),fr(t,s,m)w(t7 S,.CI}) + 957@7(@ S, x)

~y
7
=w(t,s,x) +  sup LTw(t, s, ) + (3.22)
(c,m)ERL xR Y
for all (t,s,z) € Cp UDp, and
g:cﬁ'(m z,0)wg(t, z,x) + (1 + B)ws(t, 2+, ) — (1 — Blws(t, z—,z)) =0 (3.23)

for allt € [0,T] and x € RY.. Also, suppose that the controlled diffusion
dX; = | (p—r)7(t, S, Xo) + 1 — &(t, Si, Xy) | Xydt

+

IS

ﬁ'(t, St, Xt)Xtde(S) + O'ﬁ'(t, St, Xt)Xtth
admits unique strong solution, and
ét = é(t7 St7 Xt)

and
7ty = 7(t, Se, X)

define processes such that (¢,71) € A. Then (¢,7) is an optimal consumption-portfolio pair

and
w(0,s,x) =v(T,s,x) (3.24)

for all (t,s,x) € [0,T] x R x R%.
Proof. We first note that

z

1
< sF exp (kz (,u — 502 + @) t+ k:aWt)

SF = s¥ exp </~c <,u - ;(72> t+ kﬁLf(S) + kaWt>
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implies that

sup E [\Su\k} < oo (3.25)
u€[0,7T]

for all £ > 1. We next fix any admissible pair of controls (¢, ) € A, and we calculate

t 1
th::nkexp<k‘/ <(,u—r)7ru—cu—207r)du+k‘rt+k‘ /ﬂ'udLZ —I—k/ 07rudW>
0

t
< z¥exp <l<: (],u —r|C+ W +r+ 202> t> exp <—2k202/0 m2du + k:o/o Wuqu)

(3.26)

where C' > 0 is a constant such that || < C for all ¢ > 0 (see Definition @ Novikov’s
condition and the calculation

I 1
E [exp (2/ k2027r5du>] <exp <2k20202t) <oo, forallt>0
0

imply that the exponential local martingale on the right hand side of ([3.26) is a martingale.
Therefore,

sup E XFl <00 forall k> 1. 3.27
t
te[0,T]

Using the symmetric version of the Ité6 Tanaka formula established in Peskir [Pes07]
t
w(t, Sy, X¢) = w(0, s, ) —i—/ — (wi(u, Sy, Xu) + wi(u, Sy—, Xu)) du
0
‘1
T / (wa(ut, Syt Xus) + w31, S, X)) dS,
0
‘1
s[5 s Surt, o) S, X)) X,
0
(wss(uy Sut, Xu) + wss(ua Su— Xu)) d<S, S>u

(ws:c (u7 Su+; Xu) + Wsy (U, Su_a Xu)) d<S7 X)u

t
0

t
1
b [ Sk X) = (S, X)) L,y AL (S).
0

(3.28)
Using the fact that the Lebesgue measure of {u € [0,]|S, = z} is zero, P-a.s., we can see
that, e.g.,

t
1
/0 5 (wi(u, 2+, Xy) + wi(u, 2—, Xy)) Tgg,—-1du = 0.
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It follows that (3.28]) reduces to
t
W(t, Sta Xt) = ’UJ(O, S, LU) + / ’U)t(u, Sua Xu)]l{su#z}du
0
t
+/ ’LUS(U, Su,Xu)]l{Su7éz}dSu
0
t
0
b1
+ / B (ws(u, 2+, Xu) + ws(u, 2—, Xy)) Lig,—)dSy
0
t
1
b [ (a4 0) + 5, 0) Ty, ey, (329)
0
b1
b [ Gunelus S X L5,y (S, )
0
t
+/ Wg (U, SuaXu)]l{Su:z}d<Sa X)u
0
b1
b [ G S X) Ty, ey (X, X,
0
1
+ / 5 (ws(uv Z+7XU) - ws(u’ B, XU)) ]l{Su:z}de(S)
0

Applying It6’s integration by parts formula and substituting in (3.4) and (3.6 we obtain
e "Tw(T, St, X7) =w(0, So, Xo)

T
+ / e Pt (we(t, Sp, Xy) + LT w(t, Sy, Xy)) L{s,#zydu
0

T
1
+/ *e_pt<§Xt7Tt(wx(t7Z—,Xt) + wy(t, 2+, Xy))
0

2
(1 Byws(t 2=, X0) = (1= Bwy(t, 2=, X0)) ) dLF(S)
+ My, (3.30)
where
¢
M, = / e P (omy Xywy (u, Sy, Xuy) + 0Suws(u, Sy, Xu)) Lig, 223 dWo. (3.31)
0

Using [t0’s isometry, the growth condition on ws and w, given in (3.20)), the boundedness
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of m and the estimates (3.25)) and ([3.27)), we obtain

T
E [M%] :E[/O e 2pu (0’27T12LX5U)926(U, Su, Xu)
+ QUzquuﬂ—uww(u7 Sus Xu>ws(u7 Sus Xu)

=+ O'ZSgwg (u7 S’u,y XU)) ]]‘{Su?éz}du:|

T _ _
gcza:[ / <1+|su|k+|xu\’f>du]
0

T _ _
<C / <1 + sup E {\Sv\k} + sup E [[XW“}) du
0 ve[0,t] vE|0,t]
< 00 (3.32)

where k € N and C > 0 are appropriate constants. Therefore M is a square integrable
martingale. Furthermore, the estimate (3.27)) and the boundedness of ¢ imply that

E [e_pT|X%H < 00
and
T
E [/ e_pt\X;’c?\dt} < C sup E[|X]"]T < . (3.33)
0 t€[0,T

Since ¢ and ™ may not achieve the supremum in (3.9)), we have the inequality
¥
S A > wt(t, St,Xt) —I—Ect’mw(t,St,Xt). (334)

By substituting (3.34)), the terminal condition (3.12)) and the boundary condition (3.13)) at
s = z into (3.30) and taking expectations, we obtain

1 T
Jrsz(c,m) = —E [/ e "X eldu+ epTX%} < w(0, So, Xo) (3.35)
g 0

which establishes (3.21)) because (¢, 7) € A has been arbitrary.
If we take (¢,7) € A in place of (¢, ), then (3.34]) holds with equality and

1
~
Together with (3.21)), this identity results in (3.24)) as well as the optimality of (¢, 7). O

T
Jrsa(,m) = -E [/0 e PUX)eldu + e_pTX%] = w(0, Sp, Xo).
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Theorem 14 (Infinite Time Horizon: T = oo). Let w : R%L x R% — R be a continuous
function that is C*? in CUD, defined by (3.18)) and (3.19)), and satisfies the HJB equation
(13.17) as well as the polynomial growth conditions

[w(s, )| < C(1+ [z]7) (3.36)
and
ws(s,2)] + [we(s, )| < O+ |s|* + |z]F) (3.37)
for all (s,x) € RY x R for some constants k € N and C > 0. Then
w(s,x) > v(s,x) (3.38)

for all s,x > 0. Furthermore, suppose that there exists measurable functions ¢ : R} xR} —
Ry and 7 : Ry X R} — R such that

Eé(t,s,x),fr(t,s,x)w(t, s, .’L‘) n xveY (t, S, ac)

Y
Ve
= sup LTw(t, s, ) + Te (3.39)
(e,m)ERL xR Y
for all (s,z) € CUD, and
gxfr(t, z, ) wg(z, ) + (1 + Bws(z4, ) — (1 — flws(z—,x)) =0 (3.40)

for all x > 0. Also, suppose that the controlled diffusion
dXi = | (n— 1) 7(Se, X¢) + 1 — &(S, Xy) | Xedt

+

™

7%(51;, Xt)Xtde(S) + O'7A1'(St, Xt)Xtth
admits a unique strong solution, and
At - é(Sta Xt)

and
7ATt = ﬁ'(St, Xt)

define processes such that (¢,71) € A,. Then (¢,7) is an optimal consumption-portfolio pair
and
w(s,x) = v(s,x) (3.41)

for all (s,x) € RY x RY.
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Proof. Fix any admissible pair of controls (¢, 7) € A,. Applying It6’s formula and the
integration by parts formula we obtain

e_pTw(ST, XT) = 'IU(S(), Xo)

T
+ / e_pt (EC’”w(St, Xt)) ]l{st#z}du
0

T 1 o /8
+ [ s (SXimwa(e—, X0) + wa(2+, X))
0 2 z

(14 BYws(z—, X0) = (1= Bw, (2=, X)) )dLE (S)
+ M, (3.42)

where
T
MT = / eipt (UWtthx(St, Xt) + O'St’ws(St, Xt)) ]l{Sﬁéz}th (343)
0
Arguing as in (3.32)), we can see that M is a square integrable martingale. Furthermore,
since ¢ and 7 may not achieve the supremum in ((3.39)), we have the inequality
X/
Y
Recalling (3.27)), we substitute (3.44]) and the boundary condition (3.40) at s = z into ([3.42))

and we take expectations to obtain

1 T
-E / e Pl X du
v 0

> Lo (t, Sy, Xy). (3.44)

+E [e"Tw(Sr, X1)] < w(Sp, Xo).

Using the monotone convergence theorem and (3.16|) in Definition [7, we obtain
1 (0.9}
‘]00,3793(63 7T) =-E |:/ e_puXJC’qudu:| < ’UJ(O, SOa XO)
v 0

It follows that ([3.38) holds because (¢, 7) € A, has been arbitrary.
It is then clear that if we take (¢,7) € A, in place of (¢, ), then (3.44) holds with
equality and

1 o0
Joosz(C,7) = —E [/ e_p“XZéZdu} = w(0, Sp, Xo).
Y 0

Together with (3.38)), this identity results in (3.41) as well as the optimality of (¢, 7). O
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4 The Solution to the Portfolio Problem over a Finite Time
Horizon T < oo

We now consider the problem of maximising the objective (3.8) over all admissible controls
(c,m) € A subject to the stochastic dynamics given by (3.4)) and (3.5)). For easier reference,

recall the HJB equation (3.9), (3.12)) and (3.13]) for the finite horizon problem

1 1
we(t, s, x) + 5027T2x2wm(t, s,2) + 02 seTweg(t, s, 1) + §J2s2wss(t, s, )
(cz)?
+((p—r)m+7r—c)arwy(t,s, x) + psws(t,s, z) — pw(t,s, z) + =0 (3.45)
with terminal condition ,
w(T, s, x) = x—, (3.46)
Y

and subject to the boundary condition

é:mi'(u)x(t7 z2—,x) + wy(t, 2+, x))

+ (1 + Bws(t, z—,x) — (1 — Bws(t, z—,z)) = 0. (3.47)

Inside the set Cr U Dr the controls 7 and ¢ that achieve the maximum in (3.45) are given
by

S Weg(t,s,z)  (p—r) wy(t,s x)

T(t = —— - 3.48
w(t,s,z) T Wy (t, 8, ) 02 zwe(t,s,x)’ (348)
and .
E
t
ot 5,7) = L2 (L5 2) (3.49)
x
Substituting 7 and ¢ back into (3.45)), we obtain
1 5w (t,s,) wy(t, s, 2)weg(t, s, x)
¢ _Z Zsz\n ) _
wt( ’S’x) 20 ° wwm(t737x) S(M r) wwm(t737x)
1(},6—7’)2 w2(t,s,x) 1 2.2 1_’7 1_%
-3 w;(t,s,x) +50%s wes(t, s, ) + — wy " (t, s, 2)
+ rowy(t, s, x) + psws(t, s,x) — pw(t,s,z) = 0. (3.50)
Substituting the expression
.
w(t,s,z) = —h1(t, 5) (3.51)
Y
for w into the non-linear PDE (|3.50|) results in the linear PDE
1 _
hi(t,s) + =022 hes(t, s) + E2T oy shs(t, s)
2 1—7
1 L(p—r) ~
= -y T N hits)+1=0 (352
1_7<p L S e (t,s) + (3.52)
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with terminal condition

WT,s) = 1. (3.53)

To deal with the boundary condition (3.47), we note that if w is of the special form
given by (3.51)), then taking derivatives with respect to z above and below z we get

Wy (t, 2=, @) + wy(t, 2+, 2) = 27 (R, 2=) + AT (E 2+))
=227 1Tt 2) (3.54)

by the continuity of h which follows from the continuity of w. Applying the transformation

(3.51)) to the first order conditions for 7« and ¢ given by (3.48) and (3.49|), we see that they
also admit simpler representations in terms of h, specifically

(n—r) 1 hs(t, s)
o? 1—’y+8h(t,s)

7(t,s,x) = (3.55)

for s # z, and
1

é(tys,x) = ——. 3.56
(t:5,7) = 1y (3.56)
In particular 7 and ¢ are not dependent on x. Notice that the boundary condition ([3.47))
also contains a term involving 7. As discussed in Section the potential for arbitrage
opportunities for certain choices of 7 at s = z led to the inclusion of an additional restriction

in Definition [6l which allows us to write

(p—r) 1 lz(hs(t,z—)—i—hs(t,z—i—))
o2 1—v 2 h(t,z) '

7(t,z,x) = (3.57)

Substituting (3.54) and (3.57)) into the original boundary condition (3.47) we arrive at a
boundary condition for h at s = z

B 1 B 1 B

where .,
po=H-T T (3.59)

The PDE (3.52)) with terminal condition (3.53)) can be transformed to the heat equation

using the transformation

1.2 .2

h(t,s) = e (@F2o F)THRCy (2 () — é (e —1), (3.60)

where

— Shalp=71), (3.61)
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p=r - 10_2

1— 2

r=T—t (3.63)
and

¢ =logs. (3.64)

Here, we reverse time and consider log prices ¢ instead of absolute prices s, namely (3.63])—
(3.64). In particular, we can see that u must satisfy the heat equation given by

Ur (7—7 C) = E UCC (7—7 C)? (365)

where 3 = %02, with initial condition

u(0,¢) = e~ (3.66)
and boundary condition

B (Ma + 157) U(T, 2) - Mag (e—a'r — 1) e(a+%02H2)T71@2

4 % <1 + 1137) we(t, 24) — % <1 _ 1_67> ue(t, =) = 0, (3.67)
where z = log z.

We now prove two lemmas which will be needed to solve f. The boundary
condition prevents a simple direct solution, and so we apply a Laplace transform to
the problem. In Lemma [ we present the solution to the resulting ODE, to which we must
then apply an inverse Laplace transform to recover the solution to the original problem,
which we do in Lemma [Bl

Our results involve the error function Erf(.) and the complementary error function
Erfc(.), which are defined by

2 z
Erf(z) = ﬁ/o e du,

Erfc(z) = 1 — Erf(2)

and

for z € R.

Lemma 4. Consider the ordinary differential equation

pi(p,¢) — e = Siice(p, ¢) (3.68)
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with boundary condition

K 3 B /8 1 1 —KZ
8 (ua+1_7> a(p, 2) = Ha <p_n22 - (a+f€22)> ‘

s ( + 1&) elp 7+) — 3 <1 - 1_57) c(p.7-) =0 (3.60)

where p > 0 and X > 0 are constants. There exists a unique function a(p,.) such that if we

write
~ _ a_ (p? C)? C S 2’
)= {a+(p, O, C¢>= (370

then @ is continuous, 4~ (respectively, ut) satisfies the ordinary differential equation (3.68))
in (—o00,z) (respectively, (zZ,00)) and (3.69) holds. This function admits the expressions

7%( _ 2 _ z—
o (p,¢) = e oy~ e—nz( p 22(}?‘("‘ K (2 1)22)) Blia v e_%ﬁ
— K — K —(a+ K _w\ _ VP
p p p B (Na + 1_7) NG5!
(3.71)
and
I I T CR ) e o
a™(p, Q) e Bl = ) (p— (a5 v25)) - ik :
p p 6 (Na + ﬁ) S
(3.72)
Proof. The general solution to the ordinary differential equation (3.68)) is given by
. e h¢ ﬂc ,ﬁc
u(p,C) = —5% + Alp)eV=" + B(p)e V5. (3.73)
P — K4Y
The requirement that 4 should remain bounded as { — —oo or ( — oo yields the expressions
i L ap)e 3.74
— =
T (.0 = s + Alp)e (374)
and
it L Bp)e 3.75
— )
@ (p,¢) s (p)e V=", (3.75)

To ensure that @ is continuous at z the functions A(.) and B(.) must satisfy the boundary
condition

N v
A(p)ev=" = B(p)e v=". (3.76)

Substituting (3.74), (3.75) and the boundary condition (3.76)) into (3.73|) and solving for
A(p) and B(p) gives,

I i) Spa .

(=) (0= (4 w0) |5 (ot 1) — 2

Alp) = -




CHAPTER 3. SUPPORT AND RESISTANCE 99

and
_ — 22 —1 z
B(p) = _e—mz( p Qégv(‘i‘/i( - )22)) Blia o eﬁ\/ﬁ
—K —(a+k K
p p B <Ma + ﬁ) -5
and (3.74) and (3.75) identify with (3.71) and (3.72)). O
Lemma 5. The function
3 d(p —c1) { 1 } N
D,G) = e’ 3.77
f2: ) (p—c2)(p—c3) |1+byp (3.77)

where a < 0, bR, g €R, cg >0, c3 > 0 and d € R are constants, has inverse Laplace

transform

Cy — C1 C3 —C

for(1.€) — = feo (7,€) (3.78)

C2 — C3 C2 — C3

f(7.)

where

d 1 a a— 27
fe(r,.¢) = 1= [ebﬂ_b (Erfc( 2\/1’; ) —2)

+ % (—1+by/e) e Ve <Erf <_(12_\/2;\[CT> - 1>
N é (-1 = bya) eem-ave <Erf <W> - 1> ] (3.79)

Proof. If g(7) is the inverse Laplace transform of §(7), then the inverse Laplace transform

of g(y/p) is given by
2
u

/OOO 2\/% oxp <_47> g(u)du.

Also note that the inverse Laplace transform of

eP
14+ bp
is known to be
1 _a+T
3¢ ¢ H(a +7),

where H(a + 7) represents the Heaviside function. Combining these two observations we
get that the inverse Laplace transform of

eWP
C14+byp

9(p)
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is given by

(ab—27)2
1 a | e w27 1 ab — 21
- b | ———+ [ Erfc| ——— ) — 2 . 3.80
b NS +l)<rc<2b\ﬁ> ) (3:80)

Next we appeal to the Laplace convolution theorem which states that given the inverse
transforms for two functions f and g calculated individually as f and g, the inverse transform
of the product is given by the convolution

/ fuw)g(r —u)d

If g(7) is the inverse Laplace transform of g(p), then the inverse Laplace transform of

bp—a
(p—c2)(p—cs

9(p)
)
is given by

Cy — C1 T C3 — C1 T
6627—/ e ?"g(u)du — 6637/ e “g(u)du.
C2 — C3 0 C2 —C3 0

Applying this observation to (3.77)) and (3.80]) we arrive at the inverse Laplace tranform,
e’ /T e*wiea\/a du = ge”*% /T e(b%_c>” ¢ ab—2u) 2 | du
0 14+ bv/u b 0 2b\/u

o5 (o
(o))

(14 bye) cT+a\f<E ( a}\ff)_l)

(—1 = by/c) e~ aﬁ(Eﬁ(W)—l)]

We conclude that the inverse Laplace transform of f identifies with (13.79). O

_(ab —u>2

[\D\H [\:)\r—l

We can now prove the main result of this section. The functions ®; : Ry x Ry — R,
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®5: Ry xRy — R and ¢3: Ry x Ry — R appearing here are defined by

+1) ,
i —Inl _9||v/ET

Qo (T,1) = T4 E 1+¢ 15l Bt [ 2 Al -1
_2 ﬁ(ﬂaﬁLﬁ) 2\/T

—Inl
PR PR L B (Erf( vy +2ﬁ‘\/§T> - 1) :
2 ﬂ(ﬂa""ﬁ) Qﬁ

(vaﬂﬁ )JW
ﬂ(uaJrﬁ)
—Inl /o 2
><<Erf<\/i ’ EJH{T)—1>
2T

2
®y(T,1) = (T1 + Tg)e(ﬁzz(u(ﬁ_l—’v) _“22>Tlﬁ(ua+ﬁ>
Inl 5
% (Erf |:\/§ +/B\/§ (Na + m) T

2T

®3(T,1) = YoeT

N —

+§<1v§+“2 )zﬁ
ﬂ(uwrﬁ)
—Inl a 2
X(Erf(«ﬂ?h*“m)_l)],
2T

P(T,1) = &, (T,1) + Oy (T, 1) + 5 (T, 1)

and
o 8(131 8(132 a(I)S
Q1) = a (T,1) + a1 (T,1) + W(TJ)-
in which expressions (i, o and k are defined by (3.59)), (3.61)) and (3.62), ¥ = %02,
a—1
Y = o (3.81)
1- w2
B (uoﬂrﬁ)
and
1
To= (3.82)
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Theorem 15. Consider the control problem formulated in Section|[2.3. Define

v (T, s,z) = 337{1 ((a—1)e T +1)

v | @
.
bt () () s () o ()]
a (3.83)
and
v (T, s,x) = gj{; ((a—1)e T +1)
.
et (3 [ (22 e (5.2) wo ()]
(3.84)

and suppose that the functions defined by

(T —t — T -t
’f[':t(t,S,IL‘)(t, S,JI) — _fvs:tx( 787:C) _ (M 2T) vzi( 787$) (385)
Tvzz(T —t,s,x) 0% xvg(T —t, s x)

and
1

(vE(T —t,s,2)) T

xT

At
t pu—
& (tys,x) .

are bounded. Then the value function of the control problem takes the form

v (T, s,x), s < z,
v (T, s, ), 5>z,

(T, s,z) = {

and the optimal controls (¢,7) € A are given by

. (p—r) 1

= 1—v

it P (o) (T -n)

— i ((a — 1)e—dT—t) 4 1) + uaiali e—a(T—t) (g)fe P (T —t, S) {Si<z}
B - m

_ #aiial%efa(Tft) (g)” (,K;P(T—t,g)_gQ (T—t,g)) _

|3 (o= DT ) e eI ()P (T—15),

s
HaT15 z

Lig,>zy

r (e} —a(T—
%6 (T=1) (KP (T—t,l))

Ha 1—

Tyg,—
((a—1)eT=1) 4 1) + u — e—(T-) P (T — ¢,1) {Sp==}

L aTi 5

(3.88)

Q=
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and
& = 1 "
t = é ((a — 1)e~a(T—1) 4 1) + uaio% e—a(T—t) (g)np (T _ 1, g) {Si<z}
+ _ 1 X
é ((a _ 1)efa(T*t) + 1) + M_lf_iaiefa(T—t) (g)’f P (T ¢ %) {S¢>z}
L .
1
+ 17 (T — Lig,=2) (3.89)
a((afl)e (T t)+1)+u _"f_aie o(T t)P(T*t,l)
L P

Proof. We have established that using a suitable transformation, a function w that solves the
HJB equation , and may be transformed into the heat equation with initial
condition and boundary condition at the point z = logz as in —. Taking the
Laplace transform of the differential equation f yields the ODE and boundary
condition specified in Lemma |4l For the lower solution 4~, we can see that taking

_ (=2
\/i’

1
BV (pa + 75
1 =a+ k%1,

b=

co = K23,
c3 = o+ KX,

and

_ Mo —KZ
Mo + ﬁ

the second term in (3.71)) corresponds to the function (3.77) in Lemma [5, so its inverse

Laplace transform is given by (3.79). The first term in (3.71)) has inverse transform

290
et T K,C'

J

It is then clear that the inverse Laplace transform of 4~ can be written as the sum of these
two solutions, which can be written as

u(7,¢) = e ETR g AR g (7,0) + a(7, C) + (7, O],
Ha + 1—

where

o1(1,¢) =(T1+ T2)6(62E(%+&)2_522)7—%6(%4—1;)((_5)

%‘i‘ﬂﬁ(ﬂa—i—%)T
2VT

X Erf +1 )
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_(C;’) — 2\/<c|\/§7'

1 _
bo(1,0) = T4 3 1+ Lﬁ el (C=2) [ prf Ve N -1
ﬁ (Noa + m)
=2 4 9 ¥
PR P s RN [P TTS P B slvary 1
2 K 2
B (ko + 15) VT
and

1 o 2 - _
d3(1,¢) = Ye® | = [ 1+ ﬂ oV EHR2(C—2)

2\ B (mat )
—(¢—= a
(\/i)_Z §+/{2T
x | Erf -1
2T

/a 2
+ 1 1— > Tk e~V SR ((—2)
2 K
s (ua + ﬁ)
_(\C/%E) +2/$ + K2V
X Erf -1 )
2T

in which expressions the constants 7 and Y9 are defined by (3.81)) and (3.82)).

Next, we reverse the transformation (3.60|) from h to u by substituting in our solution
_ n
to u~ to retrieve h~, which combined with the observation that e™(¢—2) = <2—§> = (ﬁ)n

4
allows us to write

h™(t,s) = 1 ((a —1)e Tt 4 1>

«

N ,uianefa(T*t) (f)ﬂ {q)l (T—t, f) + @ (T—t, f) + @3 (T—t, f)} :
MaJrﬁ ~ z z z

Finally by reversing the first transformation that we made in (3.51)) we are able to
retrieve the value function w in the form

w”(t,s,x) = ﬁ{l ((a —1)e T 4 1)

v | o
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By following a similar argument we can derive the expression

(0}

1—y

4 Mo —ar-y (f)“ |:(I)1 (T—t,5> 1 Py (T—t, 3) + @3 <T—t, 3)} :
K

:U’oc"i_ﬁ z 5 ° ’

It is worth noting that at the boundary s = z we have, the continuity of w provides the
expression

+ _x )l —a(T—t)
w(t,s,x) = 7{ ((a 1e —|—1)

7)1
_ )= - a(T—t)
w(t,z,x) = { ((a 1e + 1)

Mo

1—y
+ 2 e T (T —,1) 4+ o (T — t,1) + @3 (T — t,1)] :
Ko + m

We notice that

2
[@1(8,1)] < 2[T1 4+ T2 e(ﬁzz(”ﬁﬁ) —HQE) (T—t)’

I

B(Ma‘}'ﬁ)

I

|Pa(t, )] < [Ty | 14 —
s (ua + ﬁ)

+1Y 11—

and

[=3 2 o 2
Ba(t,1)] < T |1y (14 V2T | parn |y, [ VST
8 (o + 1) 5 (1o + 125

for any I € [0,1]. From these inequalities and from (3.25) and (3.27)), it is clear that

(3.83) and (3.84) satisfy the growth condition (3.20). Furthermore, the assumption that
the functions ¢ and 7 defined by (3.86|) and (3.85]) are bounded implies that the processes

7 and ¢ defined by (3.88)) and (3.89)) are admissible.

O]

Corollary 3. Away from the boundary z the value function converges to the value function
of the classic Merton portfolio problem.

Proof. This follows immediately from the observation that for constants ¢ and b and any

fixed T >0 i
—Inl gy
lim °Erf | —= | = 4
l—o0 2\/T
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and .
Inl  pp
lim °Erf [ Y2 | =1
=00 2T
Therefore,
v (1 1=
lim v (T, s,2) = 24 = ((a = 1)e T +1
Jim o (T, s, x) fy{a((a Je 4+ )}
and

X
s—0 y

v (1 1=y
lim v (T, s,z) = {a ((a—1)e T +1) } :
O

Remark 17. Considering the contrapositive of Corollary [3] as the asset price S approaches
the level z the value function, and hence the portfolio process m and consumption rate ¢ begin
to differ from that of the classic Merton problem. Recall from (3.55)) that this difference

depends on the ratio of A and its first derivate in s, specifically lzs() It turns out that
this term, while it can be written in explicit form, is complicated and does not lead to any
useful intuition about the behaviour of the risky asset holdings 7 in the solution. We will
therefore defer any detailed analysis of the solution form until we have studied the infinite
horizon case.

5 The Solution to the Portfolio Problem over an Infinite
Time Horizon T = oo
We now consider the problem of maximising the objective ([3.15]) over all admissible controls

(¢, m) € A, subject to the stochastic dynamics given by [34) and (3.5). For easier reference,
recall that the HJB equation (3.17)) takes the form

2

Lo (s, ) wa (8, D) wsa(s,2) 1 (n—1)" wi(s,x)

277 Wep(s,7) s(p=r) Wer (8, T) T2 02 waa(s, )
L 52 l—n %
+ 5 s“wss (s, x) + Tww (s, )
+ rew, (s, ) + psws(s, x) — pw(s, xz) =0, (3.90)

with boundary condition at the level s = z given by

—xmy(we(z—, ) + wy(2+, x))

+ (14 pws(z—,z) — (1 = Blws(z—, z)) = 0. (3.91)
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To derive the solution to this PDE, we consider functions of the form

= pl(s .
w(s,z) = 7h 7(s) (3.92)

2
_17<p_m_§(“’_7a) 1 )h(s)—i—le. (3.93)

At the boundary s = z our solution must satisfy the boundary condition (3.91)). Following
the argument made in (3.54]), (3.55)) and (3.57)) with regard to the form of 7 at the boundary,
we can see that the choices of controls 7 and ¢ that achieve the maximum in (3.93)) are given
by

—r hs(s
(s, x) = ,uUQ 1 iry +s h((s)) (3.94)
for s # z, and )
é(s,x) = o) (3.95)

In particular, 7 and ¢ do not depend on z. By substituting these into the original boundary
condition (3.91]), we arrive at the boundary condition for h at s = z

1 1
g,uah(z) +3 <1 + 15y> hs(z+) — 5 (1 - 1—67> hs(z—) =0, (3.96)

where P
Ha = s (EER (3.97)

This ODE has general solution given by
1
h(s) = —+ As" + Bs™,
o

for some constants A, B € R, where m < 0 < n are defined by

pn=r 1. 2
( +?”—*J> _ 2
1— 2 1 1
nom = — i\/<“ T-I—r—az) + 2020

o2 o2 1—7 2

a
=Kk m2—|—71 5
§O'
2

g Py _lu-r) o
l—y 2 o (1-9)?*

where
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Assumption 11. The model data is such that
a > 0. (3.98)

Furthermore,

C = —Bha
Bra+ %3 (14 1%) -4 (1- %)

The following result reveals that, in the absence of conditions such as the ones in this
assumption, the value function may be infinite.

Lemma 6. If (3.98]) in Assumptionfails, w>1r and B > 0, the value function of the
control problem

> —1. (3.99)

v(s,x) = 0.
for all s,x > 0.

Proof. Suppose that the agent starts with initial endowment x at time 0 and sets 7 and
¢ to be constant for all ¢ € [0,00). In this case the dynamics of the wealth process X are
given by the SDE

t t t
X :ZL‘—l—/ ((M—T)W+T—C) Xtdt+/ JWXtth—l-/ gTFXtstx(St),
0 0 0

which admits the solution

1
X; =xexp (((u —r)T+r—c— 2027r2> t+ ngf(S) + 0'7TWt> .

Substituting this expression into the objective function (3.15)) we see that

& 1
/ exp(—pt+7<(u—r)7r+r—c—2027r2)t
0

+ ’yngf(S’) + J’yﬂWt> dt] .

Y
Joosz(Cc,m) =x—E
v

Setting
op—ro 1
T o, 2

it is clear that there exists ¢ > 0 small enough that if Assumption [L1]fails to hold

Lp—r)* v
5 o2 i +ry—c—p> 0
and hence,
Y [0 1
Joos,z(C,m) > :Uc/ exp <7 <(p —r)r+r—c— 502(1 —y)r? — ,0) t) dt = oo.
7 Jo Y
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Remark 18. In Lemma [11] we restricted attention to the case 8 > 0 so as to simplify our
demonstration that the value function may be infinite. We expect that this is also the case
when g < 0 however the local time appearing in the expectation complicates the analysis.

We can now prove the main result of this section.

Theorem 16. Consider the control problem with formulated in Section and suppose
that Assumption[11] holds. The value function of the control problem admits the expression

oz, 5) = {v_(x,s), s <z,

vt (x,s), s> z,
where
1=y
B8
Y 1 — = n
Vi) = o’ xfua 5 (Z)
m n
T B g ()5 )
and
8 o
Y 1 — m
vH(a,s) =4 — + ;‘ua 5 <§>
T e (1 05) -5 (1 05)
Furthermore, the optimal controls (7, 5) € A, are given by
Se\" Se\™
I S Sl ) PPNl e
o2 1—+~ 1_{_0(%)71 {St<z} 1—|—C(%)m {St>2}

(n4+m) C 1
2 14+C 5=

and
R «

a
S S— | LT
Ct 1+C(%)n {5’1<Z}+1+C(%)m {St>z}+1+0 {Si=z}
where o and C > —1 are defined by (3.97) and (3.99).
Proof. We consider solutions to (3.93)) of the form
_ 1
h™(s) = — 4+ As"
a

and 1
ht(s) = = + Bs™.
o
The continuity of h yields the equation

A" = B2™.

(3.100)

(3.101)

(3.102)

(3.103)

(3.104)
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Using the boundary condition and (3.96|) solving for A and B we see that
B

A= —aMa LN
e (o) 3 (=)
and 5
B = —aHa Hmm

It follows that

and

+ :l _gﬂa S\™
Kt (s) O‘+ﬁﬂa+’3(1+1_/37)§(1£7) (Z) .

Reversing the transformation by substituting A~ and h™ back into ([3.92)) we see that v™

and v~ admit the expressions given by (3.101]) and (3.102)).
It is immediately clear from (3.101]) and (3.102)) that the growth conditions (3.36]) and

(3-37) are satisfied. Moreover, #~, 7+, ¢~ and ¢ are bounded and (¢, 7) € A,.

O]

We are now able to observe some features of the agent’s optimal control around the level
s = z. Specifically recall that (3.94) and (3.95)) imply that the optimal portfolio weight as
a function of the underlying asset price is characterised by the expression
uw—r 1 C (ﬁ)n

z

2 1= "Trc()

(s, x) =

below the level s = z and by the expression

w—r 1 C’(i)m

z

AT e

(s, x) =

above the level s = z. For the case with 5 > 0 we can see that the portfolio process 7
becomes greater than the Merton solution %ﬁ below the level, peaking at the level and
then reversing, so that 7 is less than the Merton solution above the level.

We can interpret this as the agent adding additional holdings of the risky asset when
below the level in order to take advantage of the potential upward movement in the asset
price that is more likely to occur than not due to the positive 5. This effect can be seen
in Figure 3] It is an interesting feature of the solution that holdings of the risky asset

will then be reduced to levels lower than that of the standard Merton solution when the
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Figure 3.1: Optimal portfolio weight 7 as a function of the underlying asset price s when
6>0
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Figure 3.2: Optimal portfolio weight 7 as a function of the underlying asset price s when
B8<0

Figure 3.3: Optimal consumption rate ¢ as a function of the underlying asset price s when
B8>0
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Figure 3.4: Optimal consumption rate ¢ as a function of the underlying asset price s when

8<0

price Sy is just above the level z. We can see from that this is due to those holding
being related to the first derivative of h in s. We can also see that when § < 0 the effect is
reversed, see Figure |3.2
It is interesting to note that the size of the jump in the portfolio process 7 at s = z can
be written as
28 p—r 1

1oy _ Bdm) 52 1 -«
2t v (n—m)

As the price approaches the level z from below, the portfolio holdings of the agent differ
from those of the Merton problem by a multiple of

2
1—

S —m) = Zn+m)’

(1+n)

and on the other hand, as the price approaches the level z from above, the portfolio holdings
of the agent differ from those of the Merton problem by a multiple of

(1+m)- 26

= m)~ Zn -+ m)

It is also easy to see that for 5 = 0 the jump in the portfolio process 7 and in the
first derivate of ¢ at z disappear and the problem reduces to the classic Merton problem as
expected. Another interesting observation is that as § approaches 1, the size of the jump in
the portfolio process 7 at z remains finite, despite the consideration made in Remark [I5] that
under these conditions the level at z acts like an impermeable barrier. Of course we cannot
claim anything about the behaviour of the problem at § = 1 because strong solutions to
the process S exist only for |3| < 1. However it is interesting to observe that

1i Mo . C Mo
11m n

= 1 =
=1 14+ C nﬁ(ner)’ T+ C mﬁ(nqu)
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so that the jump size is

(n—m)p—r 1

(n+m) o2 1—7
This calculation reveals that the finite jump size is related to the risk aversion of the agent,
and see that as v — 1 the jump size goes to oo.

Finally, Figure [3.3| and Figure show that the consumptionrate ¢ as a function of the
price s. Around the level s = z this rate of consumption, being inversely proportional to
the function h, decreases if 8 > 0 and increases if > 0. Intuitively this inverse relationship
with the value function is expected, since when the agent is able to derive excess value from
the presence of the level in the market he should consume less quickly in order to invest
more in the risky asset, and vice versa.

Corollary 4. AsT — oo, the value function of the finite horizon problem converges to the
value function of the infinite horizon problem

Proof. 1t is straightforward to see that since

lim 1 ((a — 1)601(T7t) + 1) = l,

T—o0 (X o

lim @ (T, f) —0
T—o0 z

and s
lim @, (T, 7) — 0.
T—oo z
Furthermore,
K a4 k2 a2
i ot (3 e (n ) = 1 VIR (08
£ z z z
—00 g T~ B (Na + ﬁ)
_ aka (2) Ve
B(na+15)-VETR) 2
and

lim —Fe e (2) 0y (1,2) =1, 1+\/§T"‘2) (8)@

T—oo o + ﬁ

It follows that

711 B
lim v_(T,s,:L‘):gL -+ afle

e Y Bt ) - VEFR <Z
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and

1—v

7 )1 5 g <3>H\/W

lim o™ (T, s,2) = ~—{ — + .

o T B (et ) - VETR

which identify with the expressions for the value function v in the infinite horizon case. [
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