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THE EFFECTS OF SQUATTING FOOTWEAR ON THREE-DIMENSIONAL LOWER LIMB AND SPINE KINETICS.
Shane Petersen "Daniel Southwell '"Tyson Beach 2Ryan Graham 1

1School of Physical and Health Education, Nipissing University, North Bay, 2Faculty of Kinesiology and Physical

Education, University of Toronto, Toronto, Canada

Introduction and Objectives: The barbell back squat is widely accepted and prescribed as an effective exercise for
increasing muscular strength in the lower extremities. There has been some debate as to the best footwear for squatting.
Benefits of weightlifting shoes may include providing a firmer base and the maintenance of a more upright posture to
reduce external shear forces on the spine [1]. Conversely, benefits of squatting barefoot may include improved
proprioception, balance, and training of the intrinsic musculature of the foot and ankle [2]. While various studies have
attempted to assess the overall effectiveness and safety of the various shoe types (i.e. barefoot, shod, weightlifting

shoe) during the back squat [e.g. 1-2], they have been limited to 2-D analyses. To address this, a recent paper assessed
the influence of the three footwear types on 3-D kinematics and muscle activation during a 70% 1-RM back squat in males
[3]. The authors found that compared to barefoot the running shoe was associated with increased squat depth, knee
flexion, and rectus femoris activation [3]. However, to better understand the effects of these shoe types on the human
body, kinetic analyses of joint loading are also required. Thus, the purpose of this study was to examine 3-D lower limb
and spine kinetics to comprehensively evaluate the benefits and limitations of each type of squatting footwear.

Methods: 24 experienced weightlifters (12M, 12F) performed one trial per footwear condition (barefoot, shod, weightlifting)
in a randomized order. Each trial required participants to perform three repetitions of 80% 1RM barbell back squats at a
self-selected speed, depth, and body positioning (average mass lifted = 97+38.3kg). During all trials, 3-D kinematic data
were collected from body segments at 200 Hz (Oqus 400+, Qualisys, Sweden). Participants placed one foot on each of
two force plates (FP6090, Bertec, USA), which recorded the 3-D ground reaction forces and moments at 2000Hz. Using
Visual-3D (C-Motion Inc., USA) an inverse dynamical linked-segment model was developed to calculate lower extremity
and lumbar spine moments. Furthermore, lumbosacral joint compression and shear forces were calculated in Visual-

3D by combining the estimated force from a single-muscle equivalent with the reaction forces resulting from the inverse
dynamics analyses [4]. Ensemble averages across the repetitions were taken, and minimum and maximum values were
extracted for each shoe condition and compared using repeated-measures ANOVAs with post-hoc tests in SPSS 22 (IBM
Corporation, USA). The critical p-value was adjusted to 0.01 using the false discovery rate technique.

Results: There was no effect of footwear on ankle moments in any body-fixed movement plane. For the knee there was a
significant main effect of shoe type on the knee extension moment (p= 0.001), where post-hoc testing revealed that the
running and weightlifting shoes produced significantly larger moments than the barefoot condition. There was also a main
effect of shoe type on internal knee rotation moments (p= 0.002), where the weightlifting shoe produced significantly
larger moments than both other conditions. Conversely, for the hip there was also a main effect of shoe type on the
extension moment (p= 0.004), where the barefoot condition produced significantly larger moments than either the shod or

weightlifting shoe condition. Lastly, there was also a significant main effect of shoe type on both internal (p=0.005) and



external (p=0.003) hip rotation moments, where the barefoot condition produced greater external rotation and less internal

rotation than either shoe type condition. There were no differences in lumbar spine moments (p>0.01) or lumbosacral
compression (p= 0.18) or shear (p= 0.954) forces between conditions.

Conclusion: The results from this novel 3-D kinetic analysis indicate that altering footwear conditions appears to
redistribute the internal biomechanical loading amongst the lower extremity joints during the back squat exercise and
would perhaps alter the musculoskeletal adaptations elicited. Thus, trainers and coaches may be able to modify both
squat difficulty (i.e. joint targeting) as well as musculoskeletal injury risk (i.e. joint unloading) via footwear modifications.
However, between-condition differences in joint kinetics were relatively small in magnitude (~3-20 Nm) and therefore
future research should incorporate more sophisticated modelling approaches to discern the practical significance of these
findings, and how they may fluctuate across individuals (i.e. experience) and squat variations (i.e, frequency, intensity,
time, and type).

References: [1] Sato et al., J. Strength. Cond. Res., 26: 28-33, 2012.

[2] Sato et al., Int. J. Sports. Sci. Coach., 8: 571-578, 2013.

[3] Sinclair et al., Eur. J. Sports. Sci., In Press, 2014.

[4] Howarth et al., Theor. Iss. Ergonom. Sci., 11: 474-488, 2010.
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THE EFFECT OF AUGMENTED FEEDBACK ON IMPULSE GENERATION DURING A QUICK FIRST STEP
Christopher D. Ramos '"Ben Sidaway 2Jill McNitt-Gray 3

Biomedical Engineering, University of Southern California, Los Angeles, 2Physical Therapy, Husson University, Bangor,

3Biological Sciences, University of Southern California, Los Angeles, United States

Introduction and Objectives: A quick first step is advantageous when navigating through challenging environments.
Individuals often need to read and react to an unexpected event and then quickly configure their body so that they can
quickly redirect the center of mass (CM) trajectory by generating impulse in a desired direction. Initiating a quick first step
out of a relatively stationary position involves adopting postures in which the lead leg center of pressure is behind the CM
prior to initiation of rapid joint extension [1,2]. Central to development of a quick first step, we hypothesized that
performance could be enhanced by providing individuals with augmented feedback regarding horizontal-reaction forces
generated during foot contact [3]. To facilitate skill acquisition and visualize the reaction forces causing the observed
movement, augmented feedback was generated in the form of video replay of the individuals movements with the lead
and lag leg reaction force-time curves overlaid onto the video. To determine the influence of this augmented feedback on
performance, differences in horizontal reaction force-time characteristics during quick first steps performed before, after,
and two days following practice with augmented feedback were compared. Comparisons were also made to players who
practiced quick first steps without access to this feedback. Improvements in horizontal impulse generation were expected
to involve greater lead leg average force during impulse generation, quicker time to peak force associated with rapid joint
extension, and shorter times between peak forces generated by the lag and lead legs (P2P)[4].

Methods: Female volleyball players (n=13, 10 with feedback, 3 no feedback) competing on top-10 collegiate varsity teams
volunteered to participate in accordance with the institutional review board. Players faced a ball-launching machine in their
self-selected ‘ready position’ and were instructed to move as quickly as possible toward a ball launched in an unexpected
direction, either to their left (4 times) or in front (2 times). Force plates (Kistler, 1200 Hz) recorded ground reaction forces
for each foot while frontal plane kinematics were recorded using high-speed video (Casio, 300 Hz). RF-time curves for
both lead and lag legs were overlaid onto frontal plane video (Panasonic, 30 Hz) and later shown to the players as
augmented feedback between performance rounds (6 trials each). Baseline performance was determined by having
players complete 2 blocks of 6 performance trials without any feedback. Ten players then practiced 3 blocks of 6 trials
with augmented feedback provided after each block of 6 trials. Three players practiced in a similar manner but without
feedback. Ten minutes after practice was completed, all players performed a retention test consisting of 2 blocks of trials
without feedback to determine if any benefit derived from the feedback was maintained. A similar retention test was
completed 2 days after the practice session to assess whether there were any long-term benefits of practicing with the
feedback. Feedback was directed primarily toward quick horizontal impulse generation (area under the curve) by
increasing the force magnitude (vertical axis) over time (horizontal axis). Lead leg average force during horizontal impulse
generation (normalized by body mass), time to lead leg peak force, and P2P time were then computed and compared

within-player between sessions using medians.



Results: Ten minutes following completion of practice, eight of the ten players receiving feedback showed improvement in

parameters associated with quick horizontal impulse generation in a quick first step. In contrast, only one player in the no-
feedback control group improved. Improvement in horizontal impulse generation was manifested by an increase in
normalized average force (associated with greater horizontal force generation during foot contact), reduction in P2P time
(associated with an initial placement of the lead leg foot more posterior to the CM), and a reduction in time to lead-leg
peak force (associated with a greater rate of lead leg joint extension). These movement initiation related parameters
showed a significant decline from the 10-minute to the 2-day retention test but were nevertheless still improved over
baseline measures.

Figure:

Conclusion: The findings from this initial study are promising given that augmented feedback, in the form of video replay
of the individuals movements with the lead and lag leg reaction force-time curves overlaid onto the video improved a
number of movement initiation related parameters after only 18 performance trials. It remains to be seen if more practice
trials with this feedback is able to establish lasting improvements in the performance of a quick first step.

References: [1]Mathiyakom W, et al. J App/ Biomech 23, 149-161, 2007.

[2]McNitt-Gray JL, et al. J Biomech 34, 1471-1482, 2001.

[3]Wulf G, et al. J Motor Behavior 34, 171-182, 2002.

[4IMcNitt-Gray JL et al. Sports Eng & Tech (in press)
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AN INTEGRATED MULTISCALE ANALYSIS OF INJURY MECHANISMS IN SPORT IMPACTS: AN APPLICATION TO
CERVICAL SPINE BIOMECHANICS IN RUGBY UNION SCRUMMAGING

Ezio Preatoni '"Dario Cazzola 'Tim P Holsgrove 2Sabina Gheduzzi 2Anthony W Miles 2Keith Stokes 'Richie HS Gill 2Grant
Trewartha '

Department for Health, 2Department of Mechanical Engineering, University of Bath, Bath, United Kingdom

Introduction and Objectives: By generating repetitive high-energy impacts (during the engagement phase) and intense
sustained loads (during the sustained push phase) under unstable conditions [1], the Rugby Union scrum has been
indicated as a possible risk factor for degenerative spinal injuries for forward players, and has been associated with ~40%
of all catastrophic injuries in rugby [2]. However, little is known about how these external loading conditions translate into
internal stresses on the spinal structures. The aim of this study was to investigate the biomechanics of cervical spine
injury during rugby activities using an integrative approach: in-vivo and in-vitro experiments combined with
musculoskeletal modelling.

Methods: Three levels of analysis (Levels 1-3) were integrated. Level 1 was a biomechanical study of scrummaging (N=9
experienced rugby forwards) including motion capture (Oqus, Qualisys, Sweden), force measurement (force plates: Kistler
92876BA, Switzerland; and instrumented scrum machine, [1]), and EMG of neck and trunk muscles (Delsys Trigno,
Delsys Inc, USA), carried out to assess the external kinematic and kinetic conditions acting on front row players. The
subsequent phases of scrummaging, initial engagament (impact and shock absorption) and sustained push, were
observed. Level 2 developed a bespoke musculoskeletal model (Rugby Model, [3]), consisting of 27 anatomical
segments, 26 joints, 78 cervical muscles, and 11 torque actuators, in OpenSim (OpenSim 3.2, SImTK, USA). The Rugby
Model was driven by the experimental data from Level 1 and was used to estimate joint dynamics, with a specific interest
in cervical joint motions and moments. Level 3 performed an in-vitro laboratory experiment to study the injury mechanisms
of porcine cervical spines subjected to impact loading conditions similar to those during scrummaging. Load (2 load cells:
SLC41/005000, RDP Electronics Ltd, UK) and deformations caused by impacts (mass of 12.86 kg dropped from a height
of 250 mm to give an impact velocity of ~2.2 m/s) were measured in a custom made impact rig, and high-speed videos (2
Fastcam SA3, Photron Europe Ltd, UK) were used to investigate the mechanisms of injury through digital image
correlation (Vic-3D 2009.1.0, Correlated Solutions Inc, USA).

Results: Results from the biomechanical analysis confirmed that the load acting on the players, especially during the initial
engagement, was of a considerable magnitude (~2.8 kN compression force in single-player machine scrummaging).
Muscle activation patterns were affected by scrummaging conditions (e.g. machine vs. contested scrummaging; ‘Crouch-
touch-set’ vs. ‘Crouch-bind-set’ sequence) and phases of the scrum (e.g. pre-engagement vs. engagement vs. sustaned
push). For example, the activity of the erector spinae was significantly lower (in excess of 65%) in machine scrummaging
than in contested scrummaging, and the activation of sfernocleidomastoid and upper frapezius through pre-engagement
and engagement were higher in the current ‘Crouch-bind-set’ technique than in the past ‘Crouch-touch-set’ one. The

computational musculoskeletal model highlighted an antiphase change in movement and loading patterns between the
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upper and lower cervical levels (i.e. flexion load on the lower vertebrae and extension on the upper vertebrae), and
resulted in a “flattening” of the lordotic cervical curve during the impact phase. The present findings do not provide direct
evidence for injury mechanisms but seem in line with the patterns of injury that previous authors have described in relation
with scrum-related neck traumas [2]. The patterns of strain, load and resulting damages on the cervical structures of the
impacted porcine specimens were also similar to those clinically observed in injured players, with the caudal vertebrae
(C4-C6) more prone to damages (6 out of 8 specimens) as a consequence of the impact. Fractures resulted from tension
in the vertebral bodies due to first order buckling of the cervical spine in extension. The mean maximum load in the cranial
and caudal load cells was 5.8+2.0 kN and 6.0+2.1 kN and was reached at a time of 5.1+1.0 ms and 5.6+1.1 ms after
impact, respectively.

Figure:

Conclusion: The proposed integrative approch provided novel and more thorough insight into how external loading
conditions, muscular activity and body posture affect the internal stresses acting on the cervical spine structures. This
understanding will help in elucidating injury factors related to scrummaging and represents a promising framework for
future research in the area of impact-related injuries in sports. It will be further developed by including forward dynamics
simulations and finite element analysis.

References: [1] Preatoni et al., BJSM, 10.1136/bjsports-2013-092938, 2014.

[2] Trewartha et al., BJSM, 10.1136/bjsports-2013-092972, 2014

[3] Cazzola et al., Proceedings of the 7t World Conference of Biomechanics (Boston, USA), 2014

Disclosure of Interest: None Declared
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EFFECTS OF PEDALLING CADENCE ON VASTUS LATERALIS FASCICLES BEHAVIOUR

Julio Cézar Lima Da Silva '""Rodrigo Rico Bini2Fabio Juner Lanferdini3Tiago Canal Jacques 3Anton Arndt 'Marco Aurélio
Vaz3

1The Swedish School of Sport and Health Sciences, Stockholm, Sweden, 2School of Physical Education of the Army, Rio

de Janeiro, 3Federal University of Rio Grande do Sul, Porto Alegre, Brazil

Introduction and Objectives: Pedalling cadence is important in cycling power production because of its influence on
muscle fibers shortening velocities and cycling performance [1]. Previous studies evaluated muscle architecture
parameters during cycling to assess the behaviour of active muscle components. One study reported that changes in
pedalling cadence (50 vs. 80 rpm) did not affect vastus lateralis (VL) fascicle length [2]. However, this study was limited to
non-cyclists, which may not reflect training adaptations. Therefore, the purpose of this study was to compare the effects of
two pedalling cadences (70 and 90 rpm) on VL muscle architecture of cyclists.

Methods: Nineteen competitive cyclists performed an incremental cycling test to exhaustion to determine their maximal
power output, oxygen uptake and the workload of their second ventilatory threshold. They warmed up at 150 W for 10-min
using their own bicycles on a stationary cycling trainer (Computrainer, Racermate, USA). The test started at 100 W with
increments of 25 W/min until exhaustion while cadence was controlled at 90+2 rpm. After 48 hours they cycled for 1-min
at their maximal workload measured during the first session at 90 rpm. After 1-min of rest, cyclists cycled for 2-min at the
workload of their second ventilatory threshold at 90 and 70 rpm, in random order, separated by 1-min of rest. The cycling
trainer was configured at constant workload mode. Muscle architecture parameters for their right VL were acquired using
a linear probe (60 mm, 7.5 MHz) connected to an ultrasound system (ALOKA, SSD 4000, Tokyo, Japan). Video files with
ultrasound images were stored at 30 Hz. Frames were digitized by two technicians using a motion analysis software (Skill
Spector, Video4Coach, Denmark). Fascicle length, muscle thickness and pennation angle were defined as shown in
Figure 1. Variables were averaged for the propulsion phase (45° to 135°) of the crank cycle for each cyclist Bl. Student’s t-
tests were employed for statistical comparison between the 70 and 90 rpm trials and significant differences were assumed
when p<0.05.

Results: The VL fascicle length increased by 12% at the higher cadence (p=0.01). A decrease of 19% in pennation angle
(p<0.01) without changes in muscle thickness were observed (p=0.14) (Table 1).

In this study, longer fascicle lengths and smaller pennation angles for VL were seen at 90 rpm. Austin et al.[?l assessed
non-cyclists pedalling at workloads of ~250 W, which differed from the present study (324+37 W). Differences to Austin’s
study may be due to greater fascicle strain and due to the larger contribution from muscle passive elements in our study.
Therefore, further research is warranted to assess if cyclists and non-athletes would differ in terms of VL muscle
architecture behaviour during pedalling. Less skilled subjects may have greater co-contraction [4l, which could affect VL

muscle force and change muscle architecture for cycling at similar workloads.

12



Figure:

Conclusion: In conclusion, changing pedalling cadence from 70 to 90 rpm at constant workload increases VL fascicle
length and decreases pennation angle.

Table: Table 1. Vastus lateralis fascicle length, pennation angle and muscle thickness at 70 and 90 rpm.

(%POmax trial) 70rpm | 90 rpm

Fascicle length #74+33 | #86135
% %

Pennation angle #115+45  #96+34
% %

Muscle thickness 101+5% | 99+6%

# indicates significant difference between pedalling cadences (p<0.05).

References: [1] Ansley L, et al. Determinants of “optimal” cadence during cycling. Eur. J. Sport Sci. 9: 61-85, 2009.

[2] Austin N, et al. In vivo operational fascicle lengths of vastus lateralis during sub-maximal and maximal cycling. J.
Biomech. 43: 2394-9, 2010.

[3] Dorel S, et al. Changes of pedaling technique and muscle coordination during an exhaustive exercise. Med. Sci.
Sports Exerc. 41: 1277, 2009.

[4] Chapman AR, et al. Patterns of leg muscle recruitment vary between novice and highly trained cyclists. J Electromyogr
Kinesiol. 18: 359-71, 2008.
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FORCE PRODUCTION AND WEIGHT SHIFTING DURING OLYMPIC LIFTS UNDER DIFFERENT ATTENTIONAL
FOCUS CONDITIONS

James Becker 'Natalie Maltz '*"Anthony Vidal "Will Wu !

Kinesiology, California State University, Long Beach, Long Beach, United States

Introduction and Objectives: When providing coaching cues for snatch lift (SL), coaches may manipulate verbal
instructions to elicit different attentional focus (AF) strategies from the athlete. Altering the AF directly affects the
performance outcome?, with instructions which direct the AF of the performer externally yielding greater improvements in
performance than instructions which direct the participant’'s AF internally 4. While some mechanisms behind these
effects have been examined, how AF affects the forces generated by a lifter during a SL has not been

examined. Therefore, the purpose of this study was to examine the force production and weight shift during first pull
(1P), transition (T), and second pull(2P) of the SL and whether different AFs change the pattern of weight shift and ground
reaction forces. It was hypothesized that the lifters would produce greater impulses with instructions which focused their
attention externally compared instructions which focused their attention internally.

Methods: Nine experienced lifters (age: 24.5+3.02 years, experience lifting: 3.1£1.90 years). Participants performed
snatch lifts at 80% of their 1-repetition maximum under three different attentional focus conditions: baseline (B), internal
focus of attention (IF), and external focus of attention (EF). For the IF condition participants were instructed to “raise their
elbow up rapidly” while in the EF condition they were instructed to “lift the bar up as fast as possible.” The F-Scan
(Tekscan Inc., Boston MA) in shoe plantar pressure system was used to measure normal forces under the foot, sampling
at 500 Hz. A custom LabView (National Instruments, Austin TX) program was used to trim each lift from immediately
before the lift began to just before the feet contacted the ground at the end of the second pull. Vertical impulse and peak
vertical force were then extracted for analysis. Additionally, the forces under the whole foot, heel region, and metatarsal
region were evaluated at the local peak force maximum during the 1P, T, and 2P phases of the lift. Differences in peak
force and vertical impulse between conditions were evaluated using a one-way repeated measure ANOVA. Differences
in forces under each region and between the three attentional focus conditions were evaluated using a 2-way repeated
measure ANOVA.

Results: Peak force through the entire lift was not different between conditions (B: 2241.8 N +559.8; IF: 2316.8+491.0 N;
EF: 2345.7+475.8 N; p =0.575). Propulsive impulse throughout the entire lift was lower in the EF condition than in the B
condition (EF: 611.2+66.7 N*s; B: 667.1£67.2 N*s; p =009), but there were no differences in propulsive impulse between
EF and IF condition (IF: 624.9+71.9 N*s; p = .395).

There was no focus by phase interaction effect for force under the heel (F1,1= 4.8, p= 0.2) or force under the metatarsals
(F1=1.2, p=0.06). Similarly, there was no main effect of attentional focus for force under the heel (F1,17=1.7, p=0.2)
or force under the metatarsals (F1,17= 1.5, p=0.2). There was no main effect for force under the heel at any phase of the
lift (F217= 1.9, p=0.2). There was a significant difference between the forces under the metatarsals for the three phases,

with force under the metatarsals being significantly higher in the 1P and 2P phases than during the T phase (T:

14



168.6+£20.8 N, p=0.0). Finally, forces under the metatarsals were higher in the 2P than then 1P (1P: 373.2 £ 32.2 N, 2P:
513.31£ 39.2 N, p=0.002).

Conclusion: The results of this study suggest focus of attention cues affect the impulses but not peak forces generated

during the SL. The hypothesis was not supported by the results in that the external focus cue would be associated with a
larger propulsive impulse. This seemingly contradictory finding may be partially explained by the constrained action
hypothesis which suggests an external focus of attention results in a more efficient neuromuscular system. That peak
vertical force was not affected by the application of different attentional focus cues agrees with previous

results’. However, despite a difference in force production, improved performance outcomes were observed. Previous
research on performance of the SL has suggested the rearward shifting of weight during the transition phase was a key
element for a successful lift. While the results of this study do not fully support this hypothesis, there was a significant
decrease in force under the metatarsals during the transition phase. Future research is required to examine if the
magnitude of this weight shift is related to successful completion of the lift.

References: 1. Wu, W. J. Strength Cond. Res. 26, 1226-1231, 201.

2. NcNevis, N. et al. Psychol. Res. 67, 22-29, 2003.

3. Wulf, G. /nt. Rev. Sport. Exerc. Psychol. 6, 77-104, 2013.

4. Garhammer, J. et al. /nt. Maxachievment Institutes, 1973.
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3D MOTION ANALYSIS OF WRIST ENGAGEMENT AND MALLET TRAJECTORY IN CROQUET
Jenny C. Clarke '-"Gavin Blackwell !

1School of Sport and Physical Education, University of Canterbury, Christchurch, New Zealand

Introduction and Objectives: A croquet swing is generated by holding the mallet with one hand gripping the mallet shaft
above the other, and swinging so that the head of the mallet moves between the ankles backwards then forwards to strike
a croquet ball. The swing is generated primarily from movement at the shoulders, though some body movement and
flexion of the elbows and wrists can be involved.

The aim of this study was to investigate the dynamics of the swing of a croquet mallet with specific attention to the wrist
flexion of the lower hand and lateral deviation of the mallet head during the swing. Excessive wrist flexion has been
associated with discomfort, particularly among older croquet players who dominate the sport's demographic. Lateral
deviation of the mallet, a twisting of the mallet about its shaft, leads to a swing in which the mallet head does not follow a
desirable straight trajectory, requiring the player to accurately correct the trajectory of the mallet at the moment of impact
for a straight hit. This research sought to determine if there was a correlation between excessive wrist flexion and lateral
rotation of the mallet head.

Methods: Twenty-six association croquet players (17 male, 9 female) with ages ranging from 21 to 85 yeas old
participated in the croquet swing study. All respondents use the 'standard’ croquet grip with the knuckles of the top hand
facing forward, the palm of the lower hand facing forward, and both hands either very close together or slightly
overlapping. A BTS 3D imaging system was used which utilizes 4 infra-red cameras to track reflective markers placed on
the arms, hands, feet of the participants. Additional tracked markers were placed at the front and back of the head of the
mallet and at the top of the shaft of the mallet. Dynamic position information was recorded with an accuracy of 0.5mm.

In addition, high definition and high-speed (300 frames per second) cameras were used to capture visual footage of the
strokes.

Each participant had 2-3 practise strokes in the lab before taking 10 shots hitting a croquet ball with their own mallet in
their usual stance and style at a stationary croquet ball which was 4.5m from the striker’s ball. The flexion of the wrist from
the starting point of the swing to the peak of the backswing was measured for each stroke, as well as the angle of lateral
rotation of the mallet at the peak of the backswing compared to the neutral position at the starting position of the swing.
A Pearson correlation was used to test if there was a relationship between wrist flexion and rotation of the mallet about
the shaft (lateral deviation) at the peak of the backswing. The peak of the backswing is the point at which the swing is
most crooked.

Results: A significant correlation was found between the flexion of the wrist on the lower hand gripping the mallet and the
rotation of the mallet head about the shaft of the mallet. This provides evidence that an undesirable twisting motion in the

croquet swing is caused, at least in part, by excessive engagement of the wrist.
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Figure:

Caption: Placement of markers for 3D motion capture analysis of croquet swing and marker tracking using BTS Smart
Tracker. The lower hand markers clearly indicate the wrist angle of interest.

Conclusion: The study sought to determine if there is a relationship between flexion of the lower wrist of a standard grip
croquet player between the start of the backswing and at the peak of the backswing.

A straight backward and forward swing produces a longer period of path of the swing during which contact between the
mallet and ball will result in a straight and accurate shot. While a crooked swing can still be straight at the time of impact,
numerous anecdotal evidence suggests that extended periods of inaccurate shooting can affect players with crooked
swings, and that these “bad spells” can be harder to correct or recover from. Additionally,

A significant relationship was found between the lateral deviation at peak backswing and flexion of the lower wrist from the
start of the swing to the peak of the backswing. This provides strong evidence that a significant mechanism generating the
crooked backswing is lower wrist flexion.

This study has found both an anatomical mechanism for an undesirable swing characteristic in the mallet sport of croquet,
and suggests an 8-week intervention using psychological and physical training in the form of visualisation and non-striking
swinging practice to reduce this characteristic and affect an improvement in shooting performance of croquet players.
Future work involves testing the intervention in-season on a group of croquet players, while monitoring swing accuracy
and physical comfort. The next stage involves developing and implementing a more detailed/methodological intervention
for croquet coaches to disseminate to club and higher level players. Finally, this analysis can be immediately applied to
putting in golf.

References: [1] David R. Appleton, Journal of the Royal Society of Medicine, 90(4), 218-220, 1997.
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MODELLING AND SIMULATION OF OSTEOCHONDRAL AUTOGRAFT TRANSFER: QUANTIFYING THE EFFECTS
OF CARTILAGE THICKNESS MISMATCH BY FINITE ELEMENT ANALYSIS

Yuxing Wang *"Richard A. Black 2Yubo Fan 1

1School of Biological Science and Medical Engineering, Beihang University, Beijing, China, 2Department of Biomedical

Engineering, University of Strathclyde, Glasgow, United Kingdom

Introduction and Objectives: Injuries sustained by articular cartilage are relatively common and lesions persist as cartilage
is avascular and has a relatively poor capacity for healing. Acute injuries and degeneration of the joints affect not only the
elderly but younger, physically active people also. Without treatment, these lesions can easily aggregate and progress to
osteoarthritis so it is important that patients are treated at an early stage. Surgical approaches such as Osteochondral
Autograft Transfer (OATS), autologous chondrocyte transplantation or articular resurfacing may be considered in such
cases. OATS involves harvesting 'plugs' of cartilage and underlying bone from healthy regions to restore damaged areas,
but the biomechanical basis for this procedure is unclear. While the size, mechanical properties, and shape of such grafts
have been the subject of previous studies, little attention has been paid to the differential properties of the tissues
involved: grafts are harvested from non-load bearing sites on the periphery and transplanted to the damaged area, which
is usually located more centrally (see Figure). Consequently, there is likely to be a mismatch of cartilage thickness
between the implant and surrounding tissue. The aim of this study, therefore, was to quantify the impact of this mismatch
on the stress distribution and contact pressures generated within the cartilage of the apposing surfaces, and within the
graft itself, under loading conditions representative of the human knee joint.

Methods: A parametric analysis was carried out to investigate the influence of cartilage thickness mismatch using a finite
element model of the human knee joint [1]. The 3D model was developed in MIMICS, and was based on magnetic
resonance images of a healthy knee, including bony parts, cartilages, menisci and major ligaments. The individual
components were meshed with hexahedral elements within Abaqus, and assigned mechanical properties determined from
the literature. A cylindrical defect was created at the medial condyle of the femur; likewise, a cylindrical osteochondral
‘graft’ was added to simulate the transplantation. The cartilage thickness of the graft was varied from one third up to twice
the original thickness to simulate the thickness mismatch, as shown in the Figure. A static compressive load of 1000N
was applied during each simulation. Forces originating from the surrounding musculature were also represented, and
assigned values reported in the literature — quadriceps (215N), biceps femoris (31N), and semimembranosus muscles
(54N).

Results: The results of the simulations are tabulated in terms of Von Mises stresses and contact pressures that develop
within the cartilage compartments in each case. Here, the mismatch in cartilage thickness is expressed as a ratio of
autograft to intact thickness. The results indicate that a mismatch in cartilage thickness where the cartilage of the
autograft is thinner than the surrounding cartilage gives rise to greater contact pressures and stresses, and that these
stresses return to the levels seen in the intact tissue as the thickness of the cartilage increases. It follows that a graft

having a greater cartilage thickness is to be preferred in cases where a perfect match is difficult to achieve.
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Figure:

Caption: Contact pressures (MPa) following osteochondral autograft transfer (OATs) procedure. The knee model is based
on that developed by Wang et al., 2014 [1].

Conclusion: The finite element model of the intact knee was originally developed to determine the stresses developed in
knee cartilage during kneeling and standing [1]. Here, the model has been modified to determine the contact pressures
and stress distribution in human knee cartilage following osteochondral autograft transfer. The results of the present study
suggest that better matching of graft dimensions may improve the quality of engraftment, but it remains to be shown
whether improvements in fixation will lead to better outcomes in the longer term. With further refinement, however, we
believe that modelling approaches of this kind will improve our understanding of the role of tissue properties and

biomechanical factors in the fixation of osteochondral grafts during surgery, and their subsequent remodelling post

operatively.
Table:

Femoral Surface Tibial Surface
Autograft/Intact Cartilage Peak von-Mises Peak Contact Peak von-Mises Peak Contact
Ratios Stress (MPa) Pressure (MPa) Stress (MPa) Pressure (MPa)
Intact Cartilage 1.62 3.27 1.49 3.27
Void (autograft absent) 3.15 3.95 1.72 3.89
1/3 1.71 3.70 2.14 4.23
2/3 1.62 3.21 1.76 3.67
Full thickness autograft 1.72 3.06 1.50 3.27
4/3 1.91 3.03 1.48 3.05
5/3 1.95 3.02 1.46 3.00
6/3 1.97 3.00 1.45 2.99
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cartilage.
References: [1] Wang et al., Medical Engineering & Physics, 36(4): 439-447, 2014.
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BOTTOM-UP MECHANO-STRUCTURAL MODELING OF THE CARTILAGE MATRIX
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Introduction and Objectives: To understand early interventions for diseases such as osteoarthritis, we need to understand
what constitutes functionally viable tissue, and the ‘tipping point’ at which damage becomes irreversible. As one of the
maijor structural components and determinants of function in the cartilage matrix, collagen plays a central role in the
disease process.[1] Collagen meshwork disruption is rarely repaired,[2] and reconfiguration in early stages of disease has
been observed before histological changes become apparent.[3]

Modeling can be used to explore mechano-structural changes in both disease and repair. Cartilage modeling has been
extensively pursued using continuum approaches, with a number of recent approaches considering collagen
organisation.[e.g. 4] Simulating local restructuring or damage progression on a relevant scale for early disease is
challenging. The aim of this study is to develop a structure-based computational model to explore ultrastructural
responses to the load with time accumulation and local damage feedbacks. We take a ‘bottom-up’ approach to set the
arrangement, orientation and properties of each constituent part at the nano- to micro-scale, and assemble them into a
tissue structure. Here, we report our development of a collagen-fluid interaction model.

Methods: Our current model comprises of the interstitial fluids (e.g. collagen, proteoglycan) and the extracelluar collagen
matrix. The incompressible interstitial fluids are modeled using the Navier-Stokes equation over a regular Eulerian grid.
We use an FFT based solver for the incompressible fluids. The collagen matrix consists of a collection of masses
interconnected by non-linear springs. The configuration of the matrix including the mass connectivity is taken directly from
previous experiments.[3] With this approach, the mechanical properties of the collagen fibril [5] are embedded in the non-
linear spring force connecting the masses. Our current implementation is written in C++ which utilises the GPU for fluids
related computation and the host CPU for simulating the collagen structure.

The resolution of matrix-fluid interaction is divided into two phases similar to the immersed boundary methods. Firstly,
masses on the collagen matrix are advected over the fluid grid. Following the advection, each matrix mass exerts a force
to the fluid based on the strain in connecting springs. We tested different levels of abstraction/simplification on a single-
fibril system under a far-field constant fluid velocity. The interaction was calculated and applied at the nearest fluid-grid
node to the mass-spring node, at +3 and %5 fluid-grid nodes, and at the fluid-grid nodes along the fiber. Impulse-based
collision calculations were also tested. Once interactions were established in the single fibril configuration, they were
applied to a regular grid.

Results: Under a constant far-field fluid velocity applied perpendicular to the single fibre, the fibril deformed and settled in
the configuration shown in Figure 1a. Solid node reactions of the single fibril, accelerating against the direction of fluid
flow, are given in Figure 1b. Upon resetting the fluid velocity field to zero, the spring returns to its original position over a

period of 3.5 minutes. Altering the interaction implementation had little effect on the global response of the fluid and solid,
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effect was limited at low fluid velocities.

Using a regular grid configuration and locally applied fluid velocity fields or collagen meshwork deformations (Figure 1d),
the constraints added by adjacent solid nodes further limited the adverse effects of simplified interactions. Again, the
system deformed under the applied load and returned to its original configuration when the fluid velocity field was reset.
Enabling damage feedbacks in the solid caused irrecoverable deformation.

Figure:

Caption: Collagen-fluid interaction results: (a) Typical single fibril deformation under fluid flow; (b) reaction of solid nodes
opposing fluid flow; (c) nearest-neighbour interaction showing local fluid field inhomogeneity to right of fibril; (d)
deformation and fluid field patterns in regular grid configuration.

Conclusion: The current implementation of the ‘bottom-up’ spring-mass-fluid model can simulate the interaction between
fluid and the collagen meshwork on a scale relevant for early damage. Using this structure-centred approach, physical
and biological feedbacks can be used to simulate degradation and repair processes. Further work will be required to
include aggrecan behaviour and interactions, and to link structural damage with diagnostic parameters.

References: [1] Broom et al., Arthritis Rheum., 25: 1209-1216, 1982.

[2] Hunziker et al., Osteoarth. Cartilage, 10: 432-463, 2002.

[3] Brown et al., Biomed.| Opt. Exp., 5, 2014.

[4] Ateshian et al., J Biomech. Eng., 131: 061003, 2009.

[5] van der Rijt et al., Macromol. Biosci., 6: 697-702, 2006.
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COMPARISON BETWEEN ELASTIC AND POROELASTIC MODEL TO SIMULATE CARTILAGE-MENISCUS-
CARTILAGE INTERACTIONS
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Introduction and Objectives: Articular cartilage and menisci are two soft tissues playing an important role in the knee joint
biomechanics. In fact, they act as load bearing structures and shock absorbers. However, in the literature, there is not
agreement in describing these two soft tissues mechanical behaviour. Usually, they are mainly modeled with elestic or
poroelestic in order to develop close-to-real native knee finite element models, but discordant approaches can be found.
For these reasons, the aim of this work is to develop and compare different models to simulate the femoral cartilage-
meniscus-tibial cartilage (CMC) interaction by means of finite element analysis (FEA).

Methods: Both cartilages and meniscus were modelled as simplified geometries. Similar rectangles in a frictionless
contact where considered for 2D-axisymmetric simulations in which both the cartilage and the meniscus material were
modelled as poroelastic or elastic only. The values to characterize the properties for the two selected models were based
on literature studies.

The same mesh element was chosen for both material models. The addiction of the bilinear pore pressure characteristic
was considered for the poroelastic model.

Developing a model with poroelastic properties, boundary conditions (BCs) must differentiate in mechanical and fluid BCs.
Particularly, in a poroelastic humerical model, the contact between two or more structures has a fundamental role. A
literature study analysed the contact with sealed and contact dependent surfaces, and they obtained that surfaces have
the same behaviour for the first two seconds of a simulation. According with these results, the cartilage surfaces
contacting were assumed sealed and the interaction between the two structures frictionless. Based on these findings, the
CMC model was set to simulate a soil analysis and Nigeom, parameter to consider finite deformation. As presented in
experimental studies, a homogeneous pressure of 12 kPa was axially applied on the top of the rectangular representing
the femur cartilage.

Contact pressures, stresses and displacements are analysed under these conditions.

Results: A significant difference, particularly in terms of contact pressure and displacements, is shown by the obtained
outputs comparing the poroelastic and elastic model. The contact pressure (Figure 1a) of the elastic model decreases up
to 38% for the poroelastic configuration with respect the elastic one. Analysing the displacements, in both the radial
(Figure 1b) and in the axial direction (Figure 1c), the poroelastic model presents higher values than the elastic (up to 2-
3%). The mechanical response in term of Von Mises stresses (Figure 1d) shows no differences between the two

modelling approaches and also a similar qualitative distribution can be observed.

23



L
ISB * XXV

201 5 INTERNATIONAL
Figure:

SOCIETY OF
GLASGOW BIOMECHANICS

Conclusion: The aim of this study was to develop a methodology to compare different models to simulate the CMC
interactions by means of FEA. For this reasons, the CMC interaction has been modeled using elastic and poroelastic
material characteristics under boundary conditions replicating experimental tests.

The results show that the elastic model is more rigid than the poroelastic one, above all comparing the contact pressure
and displacements, nevertheless the same mechanical response in terms of stress was obtained. One limitation of this
study is the use of 2D-axisymmetric model with simplified geometries to simulate real CMC in a knee joint. Moreover,
permeability depends on the deformation state of the soft tissue, but in the present study was assumed to be constant.
However, this assumption does not reply in the analysis of other outputs, as contact pressure and displacements, which
requires the development of a poroelastic model. In addition, these simplifications allow reducing the computational time
for the solutions of both models, in particular of the poroelestic one.

For these reasons, we can conclude that our findings are important in order to simulate close-to-real native knee FEA
models and different approaches in material definition can be followed dependently on the investigation type. Our model
can be improved considering real geometries of the analysed soft-tissue structures, but it can deliver a first important
advice for the modelling and the understanding of these structures behaviour under different loading conditions. The use
of the outcomes of this work are useful in providing replies for question related to cartilage and meniscus behaviour
derived from clinical practice and to provide useful information for the development of new material replicating these
structures.

Disclosure of Interest: None Declared
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POROELASTIC FINITE ELEMENT MODEL OF OSTEOGENESIS WITHIN A TITANIUM SCAFFOLD COUPLING
BIOLOGY AND MECHANICS
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Introduction and Objectives: Bone is a living tissue able to restore itself when it is injured. However, when a defect
exceeds a critical size a structural support such as a scaffold is required in order to enhance osteogenesis. Recently,
several experimental [1] and numerical works [2,3] have been developed to better understand the complex process of
osteogenesis within scaffolds.

Following a preliminary study [4], we propose here a more exhaustive three-dimensional poroelastic finite element model,
which couples mechanics and biology and simulates bone ingrowth within a titanium scaffold implanted into ewes’
mandibles during twelve weeks. The main goal of the present work is to evaluate the effects of the mechanics on the
cellular activity (/. e. the mechano-transduction phenomenon).

Methods: Our model is based on an experimental study, which aims to evaluate the osteogenesis within a titanium
scaffold implanted on the non-toothed part of ewes’ mandible during 12 weeks. We use a simplified 3D beam to represent
the titanium scaffold (18mm long and 12mm width, Figure 1a). The left boundary of the scaffold is clamped, while the right
boundary is submitted to a cyclic load describing the ewe’s mastication with a period of 1s.

For the sake of computation time, an algorithm has been developed.

First, since the interstitial fluid may have a real impact on cells activity [5], the scaffold is considered as a poro-elastic
material and the poroelasticity equations are solved during one mastication cycle. More specifically, the total stress is
related to the effective stress in the solid phase and to the interstitial pressure in the fluid phase. Furthermore, the
variation of the pressure satisfies a partial differential equation depending on the porosity, on the permeability of the
scaffold, on the compressibility and the viscosity of the interstitial fluid as well as on the global displacement of the
structure. We assume that the external boundaries of the system are free draining.

At the end of the mastication cycle, the average fluid velocity, which will be involved in the differentiation pathway of the
mesenchymal stem cells (MSCs), is stored.

Second, the reaction-diffusion equations which describe the complex cellular activity within the scaffold are solved for 1
week. This complex cellular activity occurs in 4 successive steps and involves different type of cells: i) the migration and
the proliferation of the MSCs ii) the differentiation of the MSCs into either osteoblasts, chondrocytes or fibroblasts iii) the
proliferations of the osteoblasts, chondrocytes and the fibroblasts and iv) the formation of the extracellular matrix (bone,
cartilage and fibrous tissues respectively). Thus, the evolution of the different cells concentrations in the scaffold are
regulated by three processes: migration, proliferation and differentiation. The migration term allows coupling the cells
concentrations with the principal stress and directions of the structure. The proliferation term allows simulating the cell
division (mitosis) until the maximum total cells concentration is not reached. Finally, the differentiation term allows the

MSCs differentiation into either osteoblasts, chondrocytes or fibroblasts and starts after a maturation time of 14 days.
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Moreover, since cells differentiation may be affected by the mechanical environment, the differentiation pathway is
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regulated by two biophysical stimuli: the shear strain and the interstitial fluid velocity [2].

After 1 week, the cells distribution and the mechanical properties of the scaffold are updated and stored. Then, steps one
and two are recomputed to cover a time interval of 12 weeks.

Results: In Figure 1b, the evolution with respect to time of MSCs and osteoblasts concentrations is represented. We can
observe that the cellular colonization of the MSCs takes place from the exterior towards the interior of the scaffold as it
has been experimentally observed. Moreover, since the differentiation process starts after 14 days of maturation, we
observe that after 4 weeks, there are few osteoblasts.

Currently, micro-computed tomography scanners of the 12 weeks explanted hemi-mandibles are being performed in order
to validate our mechano-biological approach.

Figure:

Caption: (a) Titanium scaffold (b) MSCs and osteoblasts concentration cm and cob respectively at 0, 4, 8 and 12 weeks.
Conclusion: In conclusion, we propose a 3D poroelastic finite element model of osteogenesis able to predict bone
ingrowth during 12 weeks within a titanium scaffold submitted to a cyclic load while keeping a reasonable computation
time.

References: [1] Karageorgiou et al., Biomaterials, 26:5474-5491, 2005.

[2] Prendergast et al., J. Biomech., 30:539-548, 1997.

[3] Checa et al., J Biomech., 43:961-968, 2010.

[4] Schmitt et al., Comput. Method. Biomech., 16 (sup1), 266 267, 2013.

[5] Cowin et al., J. Biomech. Eng., 113 (2), 191 197, 1991.
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A NEW STRAIN ENERGY FUNCTION FOR THE HYPERELASTIC MODELLING OF LIGAMENTS AND TENDONS
BASED ON FASCICLE MICROSTRUCTURE
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Introduction and Objectives: Ligaments and tendons are fundamental structures in the musculoskeletal systems of
vertebrates. Ligaments connect bone to bone to provide stability and allow joints to function correctly, whereas tendons
connect bone to muscle to allow the transfer of forces generated by muscles to the skeleton. The wide variety of roles
played by different ligaments and tendons requires them to have considerably different mechanical responses to applied
forces, and their differing stress-strain behaviours have been well documented.

Ligaments and tendons consist of collagenous fibres organised in a hierarchical structure. Their main subunit is the
fascicle which consists of fibrils arranged in a crimped pattern. In this talk | will derive a new strain energy function for the
hyperelastic modelling of ligaments and tendons based on the geometrical arrangement of their fibrils, and will compare
the ability of the new model to match experimental data with that of the commonly-used Holzapfel-Gasser-Ogden (HGO)
model [1]. There have been many attempts to mathematically model the behaviour of ligaments and tendons within a non-
linear elastic framework; however, the vast majority of these (including the HGO model) are phenomenological. A micro-
structurally based model will allow us to understand Aow the mechanical reponse of ligaments and tendons results from
the arrangement of their constituent subunits.

Methods: Kastelic et al. [2] derived the stress-strain response of a fascicle under uniaxial tension as a function of the
microstructural arrangement of its fibrils. Unfortunately, however, an error in the implementation of Hooke's law in that
paper led to the derived stress-strain relationship being incorrect. In this talk, | correct the mistake in [2] and use a new
functional form for the radial crimp angle distribution in order to derive an analytical expression for the stress-strain
response of a single fascicle and use this expression to derive the new strain energy function.

Results: The new model is compared with the HGO model and it is shown that the new model gives a better match to
exisiting stress-strain data for human patellar tendon [3] than the HGO model, with the average relative error when using
the new model being 0.053 (compared with 0.57 when using the HGO model), and the average absolute error when using
the new model being 0.12MPa (compared with 0.31MPa when using the HGO model). In the figure, the experimental and
theoretical stresses are plotted as a function of the longitudinal strain; the red dots are the experimental data taken from

[3], the solid black line is the new model, and the dashed blue line is the HGO model.
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Conclusion: The new model shows excellent agreement with experimental data and also has the advantage of only
containing parameters that can be directly measured via experiments. Since the model is expressed in terms of a strain
energy function, it can easily be implemented into finite element software in order to decribe complex mechanical
deformations. In the future, it will hopefully be possible to extend this model to incorporate viscoelasticity in order to
understand phenomena such as hysteresis and stress-relaxtion, which have been observed experimentally in ligaments
and tendons.

References:

[1] Holzapfel et al., J. Elasticity, 61: 1-48, 2000.

[2] Kastelic et al., J. Biomech., 13: 887-893, 1980.

[3] Johnson et al., J. Orthopaed. Res., 12: 796-803, 1994.
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KINETIC COMPARISON OF WALKING ON AN INSTRUMENTED TREADMILL VERSUS OVER GROUND IN
CHILDREN WITH AND WITHOUT CEREBRAL PALSY
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Introduction and Objectives: Instrumented treadmills are increasingly used in clinical gait analysis and gait (re)training,
since they allow for measurement of many consecutive steps and facilitate use of feedback and perturbations. Previous
studies found consistent but small differences between overground (OG) and treadmill (TM) walking for healthy adults
[1,2]. These include slower walking speed, shorter and wider steps, and small differences in kinematics, kinetics and
EMG.

Recently it has been shown that kinematics are generally similar between OG and TM for typically developing children
and children with cerebral palsy (CP) [3]. However, kinetics have not yet been compared for children nor for individuals
with CP.

The aim of this study was to compare kinetic outcomes (ground reaction forces (GRF), center of pressure (CoP), joint
moments and joint powers) between OG and TM walking in a virtual environment, for typically developing (TD) children
and children with spastic CP.

Methods: 20 children were included: 9 children with spastic CP (4 male, 5 female; age 11.6+2.1 years, range 8-14; height
1.49+0.13 m; weight 40.9+10.3 kg) and 11 TD children (7 male, 4 female; age 10.6£2.2 years, range 8-15; height
1.52+0.15 m; weight 38.2+10.5 kg).

In one session, subjects walked in random order 1) OG in a conventional gait lab with two embedded force plates (AMTI);
and 2) on a dual-belt instrumented TM (R-Mill, Forcelink), placed in a speed-matched virtual environment (GRAIL system,
Motek Medical BV). The speed of the belt was real-time adjusted to match the subject’s time-varying walking speed, by
means of a self-paced speed algorithm [4]. 3D motion capture data were collected using identical systems in both labs
(Optotrak, Northern Digital Inc.).

Joint moments and powers were calculated using ISB definitions [5]. As outcome measures, key peak values were
calculated for GRF, CoP (relative to heel marker), hip, knee, and ankle moments and powers, as well as the total amount
of positive and negative work done by hip, knee and ankle. Walking speed was analyzed as a potential confounding
factor. All data was averaged over five strides per subject for each lab. Condition (OG/TM), group (TD/CP) and interaction
effects were determined using an ANOVA for repeated measurements.

Results: Peaks of vertical and anterior-posterior GRF were identical between OG and TM, but mediolateral GRF was on
average 96% larger in TM (p<0.001). CoP was 10% of foot length more posterior in TD and 13% more anterior in CP
(interaction p<0.001). Furthermore, CoP was more medial in TD (20% of foot width, p=0.004), but similar in CP children.
Peak hip extension moment and hip and knee abduction moments were increased in TM by 35% and 36% respectively

(p<0.01; Fig. 1). Peak ankle extension moments were decreased by 7% in TD but increased by 9% in CP (interaction
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p=0.039). Total positive hip work increased by 15% in TM (p=0.014), while total positive ankle work decreased by 25%

(p=0.002). Peak ankle power tended to be lower (p=0.09). Walking speed did not differ significantly.

Figure:

Caption: Figure 1. Hip, knee, and ankle moments (M) and powers (P) averaged over all children with CP for OG (cyan)
and TM (red).

Conclusion: Kinetics differed considerably between TM and OG walking. Mediolateral GRF and joint moments were larger
in TM than OG, which could be explained by a 3-4 cm larger stride width in TM for these subjects [3]. A shift was
observed from ankle to hip work, indicating that subjects relied more heavily on a hip strategy in TM. Despite similar
vertical and anterior-posterior GRF, no consistent shift in CoP, and very similar kinematics [3], hip extension moments
were considerably larger in TM. This could be explained by 4° more forward lean of the trunk on the TM, possibly due to
looking more downward. This resulted in a more backward positioning of the hip relative to the CoP (too subtle to be
visible in individual joint angles) and hence a larger hip moment. The increased ankle moment (Fig.1) and anterior shift of
the CoP in early stance in CP are consistent with increased ankle dorsiflexion angle found for these subjects in this same
phase [3]. Differences were larger than previously found for healthy adults [1,2].

This study indicates that CP and TD children show differences in joint moments and powers on a TM, and hence kinetic
data collected on a TM cannot be readily compared with OG data. For clinical applications, it must be considered that both
OG and TM conditions constitute highly controlled experimental settings. Therefore the key clinical question - which
controlled situation is most relevant for clinical treatment decision and evaluation to improve walking performance -
remains open.

References: [1] Riley PO et al. Gait Posture;26(1):17-24, 2007.

[2] Lee SJ & Hidler J. J Appl Physiol;104(3):747-55, 2008.

[3] van der Krogt MM et al. Gait Posture;40(4):587-93, 2014.

[4] Sloot LH et al. Gait Posture;39(1):478-84, 2014.
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Introduction and Objectives: Accurate measurement of ground reaction forces and centre of pressure (COP) is essential
for calculation of joint moments in gait analysis. Since instrumented treadmills are more prone to measurement error
compared to traditional force plates, because of their large and compliant structure, it is important to improve their
accuracy by means of precise calibration.

Until now, only one protocol has been published to calibrate treadmill-embedded force plates over all axes [1], by
manually exerting a range of known forces at different spots on the belt. While this method increased the COP accuracy
considerably [1], the optimal number of spots or duration of trials is not known, possible non-homogeneity in COP error
across the belt surface is not corrected for, and the calibration is not performed under experimental conditions. This study
examined if the calibration could be improved by 1) variation of the measurement time per spot and the number of spots;
2) correction of non-homogeneous distribution of COP error; and 3) by performing the calibration on an operative belt, i.e.
dynamic calibration.

Methods: An instrumented stick, equipped with 3 optical markers for motion tracking and a 1DOF axial load cell, was used
to manually apply a range of forces over all axes, starting by maximal vertical force application followed by a circular
movement, on a dual-belt instrumented treadmill (R-Mill, ForceLink). To construct different calibration matrices, 85
calibration trials of 5s each were performed at different spots equally spread over the area of each belt. A validation
dataset consisting of 11 trials per belt was captured to determine the mean accuracy of the different calibration matrices.
For dynamic calibration, 12 calibration and 3 validation trials were measured per belt at 1 km/h, exerting force with the
stick while walking aside the treadmill.

First, a reference calibration matrix was constructed using 20 datasets of 5s, similar to Collins [1,]by minimizing the mean-
square error between reference (stick) and offset-corrected treadmill outputs. To examine the effect of measurement time
and number of spots, new calibration matrices were constructed using from 0.5 to 5 seconds of the included trials and
from 4 up to 85 spots using a selective bootstrapping procedure of 50 repetitions. The ‘optimal’ duration and number of
spots was defined as less reduction in error than 0.1%. For correction of non-homogeneity in COP error, 2 correction
algorithms were fitted to the COP errors calculated from the 85 trials per belt [2,3] and applied to the validation data. To
evaluate the effect of dynamic calibration, both the reference static matrix and a constructed dynamic calibration (using
the dynamic calibration data) matrix were evaluated with the dynamic validation trials.

Results: The reference calibration resulted in mean COP error of 6.5 mm. The accuracy of COP increased with increasing
measurement time (up to 5 seconds) and number of spots (up to 31), reducing the error to 5.4 mm (figure 1A). Vertical
force accuracy was most optimal when using only the first 2 seconds of each trial, during which the highest vertical forces

were applied.
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One correction algorithm [3] resulted in reduced non-homogeneity in the COP error compared to the reference calibration

(figure 1B), with an average error of 6.1 mm, in contrast to the 6.5 mm of the other [2].

Under dynamic conditions, the COP error of the static calibration increased up to 4 times. The dynamic calibration
resulted in 24% lower COP errors than the static calibration under these conditions.

Figure:

Caption: Figure 1 A) Effect of the number of spots and duration on the COP error of the left belt; B) distribution of the
average COP error over the right belt, before and after correction

Conclusion: We found that the result of calibration of instrumented treadmills depends on the measurement duration
and number of spots, with capturing 31 points for 5 seconds proving best results. However, the relation between
accuracy and exerted force during the stick movement found for the vertical force, suggests that the movement could be
further optimized.

Correction of the presented non-homogeneity also reduced the COP error. Such a correction is specifically important for
measurements where subjects use the entire belt, eg. during self-paced walking, and might be further optimized by
creating a correction algorithm for the treadmills’ specific distortions.

Most calibrations are performed under static conditions, however, the accuracy considerably decreases when examined
under experimental conditions, even at the slow speed we measured. This, together with the finding that dynamic
calibration provided better accuracy, underlines the need for further development of dynamic calibration methods.
References: [1]  Collins S.H. et al. 2009. Gait Posture 29:59-64

[21 Schmiedmayer H.B. et al. 1998. 16t ISBS.

[8] Verkerke G.J. et al. 2005. J Biomech 38:1881-1885
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FUNCTIONAL ESTIMATION OF THE METACARPOPHALANGEAL JOINT AXES OF ROTATION
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Introduction and Objectives: In order to prevent injuries of the hand and to improve therapies, it is essential to understand
the hand kinematics (Vignais et al, 2013). Kinematic description of the hand requires the estimation of the joint axes of
rotation (AoR). The aim of this paper is to compare two functional methods to estimate the metacarpophalangeal (MCP)
joint AoR of fingers.

Methods: Ten healthy volunteers aged from 19 to 54 years participated in the experiment. Subjects were asked to do
three repetitions in flexion-extension (F-E) and abduction-adduction (Abd-Add) of the MCP joints from the index finger to
the little finger.

Three 1.5 mm diameter markers were fixed on each proximal phalanx, and six 6 mm diameter markers were fixed on
metacarpals (figure). Data were collected using a motion capture system (17 cameras T160, Vicon, Oxford Metrics Ltd,
Oxford, UK). The data analyses were performed using MATLAB 7.6 (Mathworks, Inc.; Natick, MA).

Two functional methods were used to estimate the joint AoR. In the Plane-Fitting (PF) method, movements of the distal
segment are assumed to be planar and circular. Least squares planes and least squares circles are calculated from the
markers trajectories. The orientation and the location of the joint AoR are obtained from the normal vector of the least
squares plane and the center of the least squares circle, respectively. In the Sphere-Fitting (SP) method, marker
trajectories of the distal segment are assumed to belong to a sphere. Least squares spheres are calculated from these
trajectories. The AoR is estimated by computing the square line from the centers of the spheres.

RMS of the least squares planes and circles in the PF method were compared to the RMS of the least squares spheres in
order to find the most appropriate method of estimation of the MCP joint AoR in F-E and in Abd-Add.

Results: In Abd-Add and F-E, the RMS computed from the least squares planes are much smaller than the ones
computed from the least squares circles and spheres (table). Moreover, the RMS computed from the least squares circles
are substantially greater than the least squares spheres in Abd-Add. Thus, the results show that the SF method is more
appropriate for the AoR estimation of MCP joints in Abd-Add. However, the difference between the RMS computed from
the circles least squares and the spheres least squares in F-E are not as large as the one in Abd-Add. Thus, it is difficult

to find which between the PF method and the SF method is more appropriated in F-E.
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Figure:

Caption: Location of skin-fixed markers on the proximal phalanxes and the dorsal face of the hand.

Conclusion: RMS results from Plane-Fitting and Sphere-Fitting methods were presented in order to find the most
appropriate method for the AoR estimation of the MCP joints in abduction-adduction. No results were presented for the
MCP3 joints because no movement was observed during the natural motion of fingers in Abd-Add.

RMS tend to increase from the index finger to the little finger. This tendency may be due to the skin movement artefacts,
which add errors in the measurement data (Chéze et al, 1995). Markers were carefully fixed distant from the joints in order
to minimize errors due to skin movement. However, the length of proximal phalanges decreases from the index finger to
the little finger; thus, the impact of skin movements on marker trajectories is more important. (Devos et al 2014).

Results of the RMS show that movement in F-E of the MCP joints is planar. However, the assumption about the circular
movement was not proved. One possible explanation may be that the MCP joints should not be considered as a spherical
joint but rather as an ellipsoidal joint based on the geometry of this joint (Kapandiji et al., 2002). Computations of a least-
square ellipsoid should be considered rather than a circle in order to improve the fit of marker trajectories and have a
better estimation of the MCP joints AoR.

In conclusion, the aim of this study was to present two functional methods for the estimation of the AoR of the MCP joints
and find the most appropriate one in F-E and Abd-Add. SF is the most appropriate method in Abd-Add but ellipsoidal joint
assumption should be considered.

Acknowledgments: Project MANDARIN (ANR 2012 — CORD01103) and the Picardie Region (N°1212002746).

Table:

Metho RMS MCP2 MCP4 MCP5
d (mm)

F-E PF Plane 0,038 + 0,038 + 0,044 +
0,021 0,022 0,015
Circle 0,258 + 0,326 + 0,629 +

0,093 0,063 0,199
SF Sphere 0,251 + 0,274 + 0,541 +

0,113 0,087 0,251
Abd- PF Plane 0,015 £ 0,01 0,015 + 0,022 +
Add 0,007 0,008
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Circle 1,253 + 0,68 1,051 £ 1,455 £ 0,92
0,277
SF Sphere 0,142 + 0,253 + 0,36 + 0,35
0,039 0,168

Caption: RMS and residuals (mm) of the least squares planes and circles in the Plane-Fitting method, and RMS of the
least-square sphere in the Sphere-Fitting method.

References: Chéze et al., J. Biomech. 28: 879-884, 1995.

Devos et al., Comput. Methods Biomech. Biomed. Engin. 1:96-97, 2014.

Kapandj (5th Ed.). The Physiologie of the Joints: Upper Limb, Volume 1. Churchill Livingstone. 1983.

Vignais et al., Appl. Ergon. 44: 566-574, 2013.
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JOINT KINEMATIC CALCULATIONS BASED ON STANDARD CLINICAL DIRECT KINEMATIC VERSUS
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Introduction and Objectives: Clinical gait analyses typically use Direct Kinematics (DK) to estimate segment and joint
kinematics directly from markers that are attached to the skin by assuming rigid connection between bone and markers. In
contrast, Inverse Kinematics (IK), now preferably used for research, estimates joint kinematics by moving a
musculoskeletal model to best match the motion of skin based markers without violating predefined anatomical
constraints, and additionally enables musculoskeletal analyses (e.g. muscle tendon length analysis). Direct comparison
between DK and IK is difficult due in part to different definitions of joint coordinate frames and errors due to scaling and
marker placement. The aim of the current study was to create subject-specific kinematic models from magnetic resonance
imaging (MRI) to directly evaluate the difference in joint kinematic estimates between DK and IK.

Methods: MRI and 3D motion capture data were collected from four children with cerebral palsy with a mean (SD) age of
11.3 (3.2)years, height 1.46 (0.18)m, weight 37.6 (13.5)kg, and BMI 17.2 (3.1). The conventional Vicon Plug-in-Gait DK
(PiG-DK) [1] model and the standard 2392 OpenSim IK (OS-IK) model [2] were used to obtain standard DK and IK lower
limb joint kinematics. For the MRI based models the pelvis and bones of the lower limbs were manually segmented using
Mimics (Materialise, Belgium) and used to derive subject-specific joint centres and coordinate frames using pre-defined
anatomical landmarks (Figure 1). NMSbuilder (NMSPhysiome) was used to create a DK and IK based subject-specific
OpenSim model for each participant (similar to [3]). Joint kinematic waveforms derived from standard DK (PiG-DK) and IK
models (OS-IK), as well as between both MRI based models (MRI-DK and MRI-IK) were compared using a modified
coefficient of multiple correlation (CMC) [4]. Since CMC is a dimensionless measure, the following nine clinically relevant
kinematic variables derived from each model were also compared: average hip rotation in stance, knee flexion at initial
contact, range of pelvis tilt, average pelvis rotation, range of pelvis rotation, peak knee flexion during swing, peak
dorsiflexion during swing, peak dorsiflexion in stance and minimum hip flexion.

Results: Joint kinematics from PiG-DK and OS-IK models had a mean (SD) CMC of 0.79 (0.18), whereas the MRI based
DK and IK models showed better agreements with a CMC of 0.94 (0.06). The mean (SD) difference in discrete variable
between the PiG-DK and OS-IK models was 5.6 (4.9)degrees, whereas difference of the MRI models was 1.0
(0.7)degrees (Table 1).
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Caption: Workflow for creating patient-specific kinematic models: (1) Mimics was used for segmenting lower limb bones
and the external skin shell. (2) Joint centres and axes were defined by fitting geometrical shapes to the bone structures
using 3-matic. (3) NMSbuilder was used to create patient-specific DK and IK OpenSim models. (4) Joint kinematics were
calculated in OpenSim.

Conclusion: We found moderate-to-good CMC values, with discrete variables differences of up to 16.4 degrees, between
the standard clinical PiG-DK and OS-IK models. In comparison the medical imaging DK and IK models produce very
similar joint kinematic outputs, with excellent CMC values with discrete variables differences below 3.2 degrees).
However, the MRI-DK model did permit unacceptable non-physiological joint displacements (e.g. hip joint displacements
up to 24mm). Therefore, we recommend using IK to calculate joint kinematics in clinical gait analyses if a reliable
anatomical model is available as this ensures anatomically viable joint movement. IK also enables additional
musculoskeletal analysis that may improve clinical decision-making. Future research should evaluate the sensitivity of
joint angles to potential errors introduced with the anatomical model, establish more reliable and accurate methods to

scale generic models, and estimate joint centers and axes as these factors have substantial impacts on joint kinematics.

Table:
Variables PiG-DK and OS-IK model differences MRI-DK and MRI-IK model differences
Analyzed
Average Hip 6.5 (5.3) 1.6 (0.5)
Rotation Stance
Knee Flexion Initial 3.4 (2.6) 0.8 (0.6)
Contact
Average Pelvis Tilt 15.6 (0.8) 0.7 (0.5)
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Average Pelvis 1.2 (0.8) 0.3 (0.1)
Rotation
Range of Pelvis 21(2.2) 0.7 (0.4)
Rotation
Peak Knee Flexion 5.0 (2.1) 0.8 (0.4)
Swing
Peak DorsiFlexion 3.3(1.6) 2.5(1.2)
Swing
Peak DorsiFlexion 5.3 (1.8) 0.4 (0.3)
Stance
Minimum Hip 13.0 (2.9) 1.5(1.2)
Flexion

Caption: Differences mean (SD) between DK and IK models in clinical relevant kinematic variables in degrees.

References:

[1] Kadaba et al., J. Orthopaedic Research, 7(6): 849-60, 1989.
[2] Delp et al., IEEE Transactions on Biomedical Engineering, 54(11): 1940-50, 2007.
[3] Valente et al., PLoS ONE, 9(11):e112625, 2014.
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Introduction and Objectives: Gait initiation is the transition from a standing position to the gait cyclic movement [1]. The
transition phase from a static to a dynamic condition involves contradictory postural stabilization functions: to prepare to
an action and to recover from the perturbation [2]. Thus, the analysis of gait initiation by means of biomechanical
parameters allows a better understanding of the central and peripheral control mechanisms involved in transient tasks [3].
The comparison of these parameters between different groups provides clues as to how certain musculoskeletal
restrictions interfere in these control mechanisms. Thus, this study aimed to compare the gait initiation between healthy
subjects and subjects with patellar chondromalacia, from kinetic and kinematic parameters, in order to analyze the
adjustments due to this pathology to this task.

Methods: Twenty one subjects of both sexes, aged 18-35 years, enrolled in this study. They were divided into healthy
group (HG, n = 10) without patellar chondromalacia, and patellar chondromalacia group (CG; n = 11), whose pathological
condition was confirmed by magnetic resonance imaging. Data were collected in a laboratory equipped with four AMTI
force platforms and ten Bonita Vicon cameras, at a frequency of 100 Hz, using Vicon Nexus 2.0 software with Vicon Plug-
in Gait with 35 reflective markers. Kinematic data were processed using the Vicon Polygon software and kinetic data were
processed using a custom Matlab code. Both groups performed five trials from a static standing position with one foot on
each force platform. Two other force platforms recorded the first and second steps. The participants stood still until a
sound command to start the gait with the right limb, walking six meters on a horizontal surface. Data acquisition started
two seconds prior the sound command. Kinematic (knee maximum flexion angle) and kinetic parameters (center of
pressure - COP) were evaluated. For evaluation of the COP, the gait initiation was divided into three phases [4]: 1)
Anticipatory adjustments phase; 2) Swing foot unloading phase and 3) Support foot unloading phase (Figure 1). At each
phase, the following COP descriptors were calculated: the anterior-posterior and medial-lateral displacement, calculated
as the distance between the maximum and minimum position of the COP in the anterior-posterior and medial-lateral
directions, and anterior-posterior and medial-lateral velocity, calculated dividing the COP displacements by the duration of
each phase. For statistical analysis, we used the Shapiro-Wilk normality test and the paired T-test for intragroup
comparisons and independent T-test for between group comparison (a = 0.05).

Results: Only the CG showed significant differences for the maximum knee flexion angle during swing phase of gait, being
higher (p = 0.005) on the affected knee (51.08 + 6.11 °) compared to healthy knee (46.38 + 3.14 °). There was no
significant difference for knee angle between the groups. The CG presented significant higher values than the HG for the

COP descriptors, particularly in phases 1 and 3 (Table 1).
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Figure:

Caption: Figure 1. COP displacement during gait initiation.

Conclusion: In this study, the CG executed the gait initiation faster than HC. Higher values of anterior-posterior COP
displacement, especially in the anticipatory phase (phase 1), imply higher steady-state gait velocities [5]. Anticipatory
adjustments create the propulsive forces necessary to reach steady-state gait [1]. Besides, higher velocities during gait,
within certain limits, are associated with greater stability [6]. Thus, these results suggest that individuals with patellar
chondromalacia execute the gait initiation faster in order to ensure greater stability, possibly an adaptation to the studied

pathological condition.

Table:
Kinetic parameters Phase HG CG p

Disp|acement AP: 1 29,42i7,87 40,44i12,70 0’029 *
(mm) AP: 2 55,91+25,18 51,89+21,84 0.700
AP: 3 155,60+19,97 199,34+42,86 0,008 *

ML: 1 30,71+11,39 41,13£14,34 0,083

ML: 2 132,33+43,42 147,70+28,89 0,347
ML: 3 44,73+13,17 74,04+35,38 0,023 *
Velocity AP: 1 84,13+21,40 118,39+34,44 0,014 *
(mm/s) AP: 2 154,19£70,61 ' 180,98+65,72 0,379
AP: 3 267,55+34,95 354,20+70,62 0,002 *

ML: 1 91,14+37,32 123,54452,47 0,123
ML: 2 366.70+110.49 551,53+157,91 0,006 *
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Kinematic parameters
Knee maximum flexion angle (°) 49,514£9,19 48,73+5,31 0,733
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ML: 3 76,51+20,83 132,28+64,07 0,017 *

AP: anterior-posterior direction, ML: medial-lateral direction, HG: healthy group (n=10), CG: patellar chondromalacia group (n=11).
*p<0,05

Caption: Kinetic and kinematic results.

References: [1] Isais et al., PloS ONE, 9(4):€92736.

[2] Bouisset and Do, Clin Neurophysiol, 38:345-362, 2008.

[3] Xu et al., J Mot Behav, 36:316-326, 2004.

[4] Hass et al., Clin Biomech, 23:743-753, 2008.

[5] Ledebt et al., Exp Brain Res, 120:9-17, 1998.

[6] Kang and Dingwell, Gait Posture, 27:572-577, 2008.
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Introduction and Objectives: Biomechanical gait analysis is a systematic measurement, which is becoming an important
tool used to assess, plan, and treat individuals with conditions affecting their ability to walk. Gait analysis requires
specialized hardware and software for collecting, processing, analyzing biomedical parameters for human locomotion.
The common tool, which is one of hardware for tracking and describing the kinematics of the human gait in three
dimensions, is marker-based motion capture (Kent & Franklyn-Miller 2011; Pitkin 2006). The most commonly utilized
marker model used in clinical environments for gait analysis is Vicon’s plug-in gait (PiG; Vicon Motion Systems, Oxford,
UK), which is known for its ease of use and fast implementation. However, this conventional marker set provides less
repeatable results than cluster based marker set and also takes a lot of preparation time of the subjects. In additional, the
thigh and calf markers positions are critical for correct alignment of the knee joint axis in PIG but less so in cluster
systems.(Ceseracciu et al. 2014; Duffell et al. 2014; Papi et al. 2014). Different protocols are known to yield different
results, specifically for out-of-sagittal plane rotations(Duffell et al. 2014).

The study’s aim was to evaluate the inter-protocol variability of kinetics, kinematics and temporal-spatial parameters
output of three protocols, using a Strathclyde cluster model(Papi et al. 2014), the Human Body Model(van den Bogert et
al. 2013) and Plug-in-Gait model (Vicon).

Methods: Ten healthy adult subjects age between eighteen and fifty year old were analyzed using the a 12 camera

Vicon bonita Motion capture system. Each subject wore a single comprehensive set of markers which merged the
required markers for the Strathclyde cluster model, the Human Body Model and Plug-in-Gait model to allow a
simultaneous data capture for all three models. During the experiment, subjects walked on a treadmill which is part of the
CAREN system (Motekforce Link VB, Amsterdam,The Netherland) and include two, 2 metre long force plates one for
each leg under two split belts of the treadmill. They walked at up to seven different speeds (very slow 0.3 m/s, slow 0.8
m/s, moderate 1.3 m/s, fast 1.8 m/s, very fast 2.3 m/s, self — paced variable speed and self-selected fixed speed) .
Results: The 3-D marker trajectories and the force data were captured synchronously and joint angles/moments etc were
calculated using the three marker models and approriate software. One left and one right gait cycle wiere extracted for
each of the three trials.The raw marker trajectory data and ground reaction force data were processed and calculated
separately on each data set according to the gait analysis software package for each marker model. All data wee
imported to excel and time normalized to the gait cycle. Inter- and intra-model Coefficient of Multiple Correlation (CMC)
were calculated for joint kinematics and joint kinetics data and this was achieved by comparing exactly the same gait
acquisition from each subject, condition and marker set. Intra-subject variability was also analysed using 3 gait trials for
each subject and, inter-subject variability was assessed by comparison of the averages of the 3 walking trials among the

10 participants. The results showed differences between analyses from the 3 models and these will be presented.
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Conclusion: The results of study enabled us to select the model which is the easiest, most accurate, and most repeatable
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to analyses walking performance in below knee amputees. The research will continue by using the selected marker set to
analyse the gait of below knee amputees undergoing limb dynamic alignment. In this new procedure the prosthist will
remotely control and automatically adjusting lower leg pylon as the subject walks on the treadmill. The selected cluster
system will be used to record their gait and visualise it in real time with suitable calculated gait parameters on a screen in
real time. The prosthetist will be able to remotely adjust the alignment of the prosthetic leg and hence tune the prosthesis.
In this way the system will allow the prosthetist to quickly and effeciently optimise the set up of the below knee prosthetic
alignment and maximise patient walking function.

References: 1) Van den Bogert, A.J. et al., 2013. Med & bio eng & com, 51(10), pp.1069-77.

2) Ceseracciu, E., Sawacha, Z. & Cobelli, C., 2014. PloS one, 9(3)

3) Duffell, L.D., Hope, N. & McGregor, A.H., 2014. . Proc IMECHE. Part H, J of eng in med, 228(2), pp.206—10.

4) Kent, J. & Franklyn-Miller, A., 2011. P&OI. 35(2), pp.124-39.

5) Papi, E., 2012. University of Strathclyde. PhD Thesis

6) Papi, E. et al., 2014. . Gait & Posture, 39(2014), pp.S9-S10.

7) Pitkin, M.R., 2006. Biomechanics of Lower limb prosthetics

8) Vicon Motion Systems., 2008. Plug-in gait product guide — foundation notes.
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COLLAGEN CROSSLINKING DOES NOT DICTATE STIFFNESS IN A TRANSGENIC MODEL OF SKELETAL MUSCLE
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Introduction and Objectives: Fibrosis results when skeletal muscle is damaged and the regenerative process fails to
recapitulate normal development. Skeletal muscle fibrosis is the abnormal accumulation of ECM between myofibers,
specifically expressed as increased collagen content [1]. Apart from biochemical changes, biomechanical changes are
also observed in skeletal muscle, cardiac and liver fibrosis [2, 3, 1]. While collagen content and tissue stiffness both
increase with fibrosis, there is not a strong correlation between these two values [4, 5]. Interestingly, a recent cardiac
study showed that collagen crosslinks, not collagen abundance, dictated tissue stiffness [6] which suggests that collagen
crosslinks may also explain increased tissue stiffness in muscle fibrosis. Therefore, the goal of this study was to correlate
tissue stiffness with lysyl-pyridinoline (LP), hydroxylysyl-pyridinoline (HP), and pentosidine (PE) collagen crosslinks. In this
study, we used our recently described nesprin-desmin double knockout mouse (DKO) model of skeletal muscle fibrosis
[4].

Methods: Passive mechanical testing of skeletal muscle bundles from wild-type (WT) [n=10], nesprin-1 knockout (nesprin-
) [n=8], desmin knockout (desmin--) [n=10] and DKO [n=13] mice was conducted as previously described (7). Briefly,
muscle bundles were secured to a force transducer one side and a fixed titanium pin connected to a rotational bearing on
the other. A stress-relaxation protocol was implemented by increasing sarcomere length by 0.25 pm/stretch and stress-
relaxing for 3 minutes. From these data, tangent stiffness was determined by calculating the slope of the stress-
sarcomere length plot at a sarcomere length of 3.2 ym.

HP, LP and PE concentrations of muscle samples were determined as previously described [8]. These samples were
derived from adjacent portions of the same muscle samples used for mechanical testing. Samples were prepared for
HPLC and injected into the HPLC column. Elution of crosslinks was achieved at 40°C at a flow rate of 1.0 mL/min in two
steps. Hydroxyproline content was determined using an HPLC column.

Stepwise regression analysis was performed using IBM SPSS Statistics (Armonk, NY) to determine which parameters
(collagen content, HP, LP, and/or PE if any) could predict muscle tissue stiffness.

Results: When tissue stiffness was plotted against collagen, HP or PE values, there was a significant correlation between
stiffness and collagen and crosslink content (collagen:p<0.05, r2=0.62; HP:p<0.05, r2=0.73; PE:p<0.05, r2=0.52; Figs.
1A,B & D). However, when examining each genotype separately, this relationship disappeared. Thus, the correlation was
caused by differences between genotypes and created only a pseudocorrelation [9]. LP crosslink content also had no
correlation with tissue stiffness (Fig. 1C). These conclusions were further validated using stepwise regression. In the
stepwise regression model, the only variable that entered the linear model was HP content (r2=0.73), suggesting a good

relationship. However, it should be noted that when data from any single genotype were run through stepwise regression,
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no variables were included in the model. Finally, no relationship was found between tissue stiffness and normalized
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collagen crosslinks.

Figure:

Conclusion: In spite of the current findings, it remains unclear which parameters in skeletal muscle ECM are responsible
for dictating tissue stiffness. Although neither collagen content nor collagen crosslinks are highly correlated with tissue
stiffness, collagen organization within the ECM remains a potential contributer to tissue stiffness. None of the methods
used account in any way for the gross arrangement of collagen bundles which are rich in the perimysial space [10].
Recently, a serial block face scanning electron microscopy method was used to reconstruct skeletal muscle ECM over
hundreds of microns [11]. This technology holds great potential for determining collagen/ECM ultrastructure, and could
answer questions about whether tissue stiffness is related to ECM organization. Other factors such as proteoglycans may
also affect stiffness, as it has been shown that decorin and biglycan are also increased in muscle fibrosis models [12].
Caption: Figure 1: Muscle bundle stiffness versus collagen content and collagen crosslink concentrations.
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LONG-TERM STIMULATION RESULTS IN SARCOMERE LENGTH NON-UNIFORMITY
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Introduction and Objectives: Muscle spasticity is a condition found in many patients, for example in children with Cerebral
Palsy (CP), and it is characterized by muscles that are tight and stiff. Spasticity decreases the range of motion about
joints, making every day functions, such as walking or holding a glass of water, very difficult to do. Patients with muscle
spasticity have velocity-dependent, hyper-active stretch reflexes, producing increased and undesired muscle activation
compared to normal patients without spasticity.

It has been shown that the muscles of CP patients have decreased fascicle lengths and increased sarcomere lengths'2,
Intuitively, this implies that spastic muscles have decreased serial sarcomere numbers. Long-term muscle stimulation has
been shown to decrease the serial sarcomere number within a muscle in guinea pig and rat models34. These results been
replicated in our laboratory5 in New Zealand White rabbits and in the medial gastrocnemius (MG), plantaris (PL), and the
soleus (SOL) muscles. Ten hours of stimulation of these muscles also resulted in a 25% decrease in serial sarcomere
numbers. Within analysis of these experiments, laser diffraction was used to measure the average sarcomere length.

In muscles that have been stimulated for 10 hours, it has been observed that laser diffraction produces a thick band at the
first order of diffraction rather than a thin line. This implies that multiple sarcomere lengths are present within the muscle
fascicle. Therefore, the purpose of this study was to quantify sarcomere length non-uniformity and qualitatively examine
any extent of muscle damage.

Methods: Triceps surae muscles of New Zealand White rabbits (n=3) were stimulated with a nerve cuff at 20 Hz (3x alpha
motor neuron threshold) for 10 hours continually. The leg was unrestrained. Muscles examined included the MG, PL, and
the SOL. The contralateral limb served as the non-stimulated control. After the stimulation period, muscles were
harvested, fixed with 10% formalin, and then digested in 30% nitric acid. Individual fascicles were mounted on slides for
analysis. Using a light microscope, images at 64x magnification were taken at 9 sections of the fascicle; 3 at each end,
and 3 in the middle. The images were then imported into Matrox Inspector. The average of 4 sarcomere lengths in series
was measured. This was repeated in series along the muscle 10 times in each image for a total of 90 data points for each
fascicle. To quantify the extent of sarcomere non-uniformity, standard deviations about the mean sarcomere lengths were
calculated and reported. The coefficient of variation using means and standard deviations were calculated for the
stimulated and non-stimulated muscles. Muscle injury was qualitatively observed by examining the captured images.
Results: The coefficient of variation of sarcomere lengths were consistently larger in the stimulated muscles compared to
the non-stimulated contralateral control, implying long-term stimulation results in sarcomere length non-uniformity. For
example, in the PL, coefficient of variation in the stimulated muscle was 7.0%, while the non-stimulated muscle resulted in
0.9%. In all three muscles, sarcomere lengths were significantly shorter in stimulated muscles compared to the control
(p<0.05). Images acquired showed signs of muscle injury including disorganization of A-bands, sarcomere streaming, and

areas with completely disorganized protein structure (figure 1).
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Figure:

Caption: Figure 1: An example of a non-stimulated contralateral control muscle (left) and a 10 hour stimulated muscle
(right). Arrows indicate signs of muscle injury; white indicates A-band disorganization, black indicates streaming of
sarcomeres, and red indicates complete disorganization.

Conclusion: Sarcomere length non-uniformity and structural disorganization appears to result from long-term muscle
stimulation. Examination of injury sights may give clues as to how sarcomeres are being removed in response to
increased stimulation. Due to the force-length relationship of sarcomeres, the muscle may remove sarcomeres to allow
remaining sarcomeres to be maintained at their optimal force-producing length8. Removal of sarcomeres may occur
throughout the muscle fibres, as muscle injury appears along the entire fibre after long-term stimulation.

Patients with muscle spasticity, such as in CP, may be experiencing muscle injury due to chronic increased muscle
activity. This could lead to muscle adaptation such as sarcomere loss, resulting in functional mechanical changes to the
muscle.

References: [1] Smith et al., J Physiol, 589:2625-39, 2011.
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[5] Yamamoto et al., JURA, 1, 2011.

[6] Tabary et al., J Physiol, 224:231-244, 1972.
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RISK OF FALLS IN WOMEN WITH FIBROMYALGIA
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Introduction and Objectives: Fibromyalgia (FM) is a chronic pain condition (Henriksen et al., 2009) associated with
reduced muscle strength, which can lead to functional incapacity and higher risk of falls (Goes et al., 2012). The
mechanisms for muscle strength reduction may be related to either muscle activation impairment (antagonist co-activation
and voluntary activation failure) (Valkeinen et al., 2008; Graven-Nielsen et al., 2002) or metabolic changes (insulin
resistance and high glucose levels) (Loevinger et al., 2007) due to FM symptoms. However, how these factors interact is
not clear. The purpose of this study was to compare torque production, antagonist co-activation, voluntary activation
failure, metabolic changes (glucose levels and insulin resistance), and falls risk between women with and without FM.
Additionally, the relationship between FM symptoms, metabolic factors, torque production and falls in women with FM
were determined.

Methods: Fifty-nine middle-aged women (29 with FM and 30 as control group) were recruited. Pain intensity and
threshold, anthropometric measurements, and fall history (last six months) were assessed. In addition, plasma glucose,
glycosylated hemoglobin (HbA1c), and insulin resistance (IR) were determined at the same time. Participants were
encourage to perform ankle dorsiflexion and plantar flexion maximum isometric voluntary contractions (MIVC), from which
peak torque and rate of torque development (RTD) were calculated, as well as, anterior tibialis and gastrocnemius lateral
head (GL) electromyography (EMG), and central activation ratio (CAR) in the anterior tibialis muscle were evaluated. In
order to calculate the GL co-activation during dorsiflexion, the integrated EMG (iEMG) was used. The full voluntary
muscle activation was evaluated by burst superimposition with supramaximal electrical train stimuli during dorsiflexion
MIVC. The CAR was calculated as the maximum voluntary torque produced prior to delivery of the train divided by the
maximum torque produced during the superimposition of the train.

Results: Women with FM had lower pain threshold, higher pain intensity, and reported greater number of falls compared
to control group (CG) (p<0.05). In addition, participants with FM exhibited higher IR (FM: 2.0+1.1; CG: 1.8+0.9; p<0.05),
although there were no differences in glucose and HbA1c levels between groups. The FM group showed reduced plantar
flexors RTD and dorsiflexors RTD compared to CG (p<0.05). Additionally, subjects with FM showed lower plantar flexors
peak torque, had more antagonist co-activation during dorsiflexion (Figure 1), and decreased CAR (FM: 89.5+12.4%; CG:
97.8+4.3%; p<0.05) than the CG. The lower CAR was explained by HbA1c level (R2adj=0.21; p<0.05). Reduced plantar
flexors and dorsiflexors peak torque explained, together, 80% of falls variance; also, high antagonist co-activation
(OR=1.6; p<0.05) and high IR (OR=1.8; p<0.05) increased the chance of falls in the FM group (Table 1).
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Figure:

Caption: Figure 1 — Torque production in the ankle in both groups. Note: FM: Fibromyalgia group; CG: Control group; PF:
Plantar flexors; DF: Dorsiflexors; RTD: Rate of Torque Development; AT: Anterior Tibialis; GL: Gastrocnemius lateral
head.

Conclusion: Women with FM showed reduced plantar flexors and dorsiflexors torque production, high IR and high number
of falls. A combination of factors in FM, such as IR and torque production impairment in the ankle joint increase the odds
of having a fall. Ankle musculature function is important to produce stabilizing moments during balance and other
functional tasks. Thus, a multi-pronged approach to treatment focusing on decreasing glucose level and IR, as well as,
ankle exercises directed at increasing muscle strength may increase the effectiveness of clinical and community

interventions designed for improving balance and reducing falls in women with FM.

Table:
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Model 1
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Logistic Regression Analysis with the
FM group. Variables insert on Model 1:
Body Mass Index; Waist
Circumference, Insulin, Insulin
Resistance, HbA1c. Variables inset on
Model 2: PF peak torque, DF peak
torque, PF RTD; DF RTD; AT
coactivation; GL coactivation; CAR.
Note: B: Beta value; SE: Standard
Error; OR: Odds Ratio; IR Insulin
Resistance; PF: Plantar flexors; DF:
Dorsiflexors; GL: Gastrocnemius
Lateral head; RTD: Ratio of Torque
Development; AT: Anterior Tibialis;
CAR: Central Activation Ratio.
Caption: TABLE 1 - Fall predictors in the FM group.
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ACUTE EFFECTS OF CONTRACT-RELAX STRETCHING, STATIC STRETCHING AND ISOMETRIC CONTRACTIONS
ON MUSCLE-TENDON MECHANICS
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Introduction and Objectives: Maximum joint range of motion (ROM) and resistance to joint rotation within that range (i.e.
resistance to stretch) are important physical characteristics that influence the capacity to perform activities of daily living
and athletic tasks [1], and are affected considerably by aging and disease [2]. The loading characteristics of different
muscle stretching techniques likely influence the specific mechanisms responsible for acute increases in range of motion
(ROM). Identifying mechanisms allows the determination a priori as to whether these interventions might be useful in
different clinical populations, why such stretch interventions elicit different responses in different individuals, and to
optimize/improve the methodology of, and response to, the stretch technique. Therefore, the effects of contract-relax
proprioceptive neuromuscular facilitation (CR) stretching, static stretching (SS) and maximal isometric contraction (Iso)
interventions were studied in 17 healthy human volunteers.

Methods: Passive ankle moment was recorded on an isokinetic dynamometer with electromyographic (EMG) recording
from the triceps surae, simultaneous real-time motion analysis, and ultrasound imaging recorded gastrocnemius medialis
muscle and Achilles tendon elongation. The subjects then performed each intervention randomly on separate days before
reassessment. The SS condition included 4 x 15 s plantar flexor stretches with 15 s rest between stretches, the CR
condition included 10 s stretches followed immediately by a 5-s ramped maximal isometric plantar flexor contraction in a
fully stretched position, repeated four times giving a total duration of 60 s; identical to the SS condition. The Iso condition
included 4 x 5 s ramped maximal isometric plantar flexor contractions performed in the anatomical position, with 15 s rest
between contractions.

Results: Significant increases in dorsiflexion ROM (2.5-5.3°; P < 0.07) and reductions in whole muscle-tendon stiffness
(10.1-21.0%; P < 0.07) occurred in all conditions, with significantly greater changes detected following CR (P <

0.0%5). Significant reductions in tendon stiffness (see Figure 1, A) were observed after CR and Iso (17.7-22.1%; P < 0.07)
but not after SS (P > 0.05), while significant reductions in muscle stiffness (see Figure 1, B) occurred after CR and SS
(16.0-20.5%; P < 0.07) but not after Iso (P > 0.05). Increases in peak passive moment (stretch tolerance) occurred after
Iso (6.8%; P < 0.05), CR (10.6%; P = 0.08) and SS (5.2%; P = 0.08); no difference in the changes between conditions
was found (P > 0.05). Significant correlations (rs = 0.69-0.82; P < 0.07) were observed between the changes in peak

passive moment and maximum ROM in all conditions.
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Caption: Figure 1. Achilles tendon stiffness [A] and gastrocnemius medialis (GM) muscle stiffness [B] pre- and post-
intervention.

Conclusion: While similar ROM increases occurred after isometric contractions and static stretching, changes in muscle
and tendon stiffness were distinct. The concomitant reductions in muscle and tendon stiffness after contract-relax
stretching suggest a broader adaptive mechanical response that likely explains its superior efficacy to acutely increase
ROM. These are the first data to confirm that acute changes in tendon stiffness may contribute to PNF stretching’s
superior efficacy to increase ROM, above other stretching modes. However, while mechanical changes appear tissue-
specific between interventions, significant correlations between the change in peak passive moment and the change in
ROM were observed in all conditions, indicative of a neurological adaptation (i.e. increased stretch tolerance) also being
important for the acute increases in ROM. The reduction in tendon stiffness and increase in ROM detected following the
Iso condition have important methodological implications as these data indicate that the performance of contractions ‘on
stretch’ during PNF stretching may not be needed. Modifying PNF stretching to perform the contraction phase in the
anatomical, rather than highly stretched position, removes the need for partner assistance, decreases the likelihood of
inducing pain, tissue damage and muscle strain injury during the technique, which may enhance PNF’s suitability and
practicality for athletic and clinical populations.

References: [1] Mulholland & Wyss. Int J Rehabil Res, 24: 191-198, 2001.

[2] Duffin et al., Diabet Med, 16: 125-130, 1999.
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Introduction and Objectives: Lifting is a major occupational risk factor for low back injury. Lifters experience small
continual perturbations, because moving a load provides a disturbance to the lifter's balance and equilibrium [1]. In
healthy individuals, these perturbations are offset in order to maintain a stable trunk and spine during movement.
However, lifters also experience larger perturbations due to a variety of factors such as loads shifting in boxes or
unstable/slippery floors, which can cause slipping and/or tripping. With enough internal (local) stability the lifter can offset
such an external (global) perturbation and return to their desired movement trajectory without injury to the spine system
(i.e. passive tissues, muscles, nervous system) [2]. The goal of the present study was to examine the relationship
between local and global spine stabilities during perturbations introduced at the foot-floor interface. It was hypothesized
that there would be good agreement between both stability metrics, and that both local and global stabilities would be
progressively increased as the lifted load in the hands was increased [3].

Methods: 12 healthy males were recruited to participate in this study. Mean age, height, and mass were 23.2 years (SD =
4.0), 178.2 cm (SD = 6.9), and 73.5 kg (SD = 10.7), respectively. Participants completed a freestyle lifting protocol on a
perturbation treadmill, while wearing a harness that was secured to the ceiling (V-Gait, Motek Medical, Holland) (Figure
1). Participants lifted a box from knee to shoulder height under three load conditions (0, 4, and 8kg in a randomized
order), at a rate of 6 cycles per minute to the beat of a metronome. Under each load condition participants performed a
total of 40 lifts; the first 20 lifts were without any perturbations. Then, in the following 20 lift cycles (in blocks of 5),
participants were randomly given perturbations by the treadmill in each of the four direction combinations (forward or
backward tilt of 4° and left or right displacement of 5cm). Perturbations were programmed to not occur back to back, and
were initiated when the box eclipsed 50% of the participant’s height on the way up. During all trials, 3-D kinematic data
were collected from the pelvis and spine at 100Hz (Oqus 400+, Qualisys, Sweden). 6-D state spaces (x,y,z linear and
angular velocities of the trunk relative to pelvis) were created using data recorded from the first 20 unperturbed lift cycles
(attractor), and local dynamic spine stability was quantified using the local divergence exponent, Amax [4,5]. In addition, we
analyzed the distance traveled from the unperturbed lifting pattern (B), the time to max distance (Tau), the relaxation
distance (A), and the rate of return toward the normal lifting pattern (Beta) following each external perturbation [4,5]. Each
global perturbation metric was then averaged across the four perturbations, and both local and global stability values were
compared using repeated-measures ANOVAs in SPSS 22 (IBM Corporation, USA).

Results: An increase in load lifted lead to significantly increased local spine stability (decreased Amax) during the
unperturbed lifts (p = 0.046) (Table 1). Post-hoc testing revealed that the 8kg condition was significantly more stable than

the Okg condition (p= 0.011). Higher load also lead to decreased distance (B) traveled away from the unperturbed
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Caption: Figure 1. Experimental set-up. Under each load condition participants were required to repetitively lift between
the targets placed at shoulder and knee height.

Conclusion: Results agree with our previous research that increasing the load lifted significantly improves local spine
stability during non-perturbed lifting due to higher muscle activation that translates into greater lumbar spine rotational
stiffness [3]. Here we have shown that these changes also translate into a greater ability to resist external global
perturbations, which may reduce injury risk and should be explored in the future. The exact relationships between local
and global stabilities are currently being analyzed in each individual subject using linear mixed modelling (repeated-

measures regressions).

Table:
Stability Values 0 kg 4 kg 8 kg Repeated-Measures
ANOVA Results
Mean Mean Mean p-value
(SD) (SD) (SD)
Local Amax 1.09 0.99 0.96 0.046
(0.25) (0.17) (0.14)
Global A 3.14 3.14 2.96 0.652
(0.77) (0.97) (0.54)
B 38.6 31.0 27.7 0.023
(16.7) (13.2) (10.0)
Tau 57.4 58.7 56.8 0.966
(21.3) (21.6) (19.3)
Beta 0.17 0.24 0.22 0.105
(0.09) (0.09) (0.11)
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Caption: Table 1. Stability mean (standard deviation) and ANOVA results. Bolded values indicate significance at p<0.05.
References: [1] Graham et al., Gait Posture, 34: 561-563, 2011.

[2] Panjabi, M., J. Spinal Disord., 5: 383-389, 1992.

[3] Graham et al., J. Biomech., 45: 1593-1600, 2012.

[4] Bruijn et al., J. Exp. Biol., 213: 3945-3952, 2010.

[5] Toebes et al., Gait Posture., 40: 215-219, 2014.
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Introduction and Objectives: The ability to make small yet precise adaptations to step width is crucial for the coupling of
postural control and gait. People with incident Parkinson’s disease (PD) walk with a less variable step width, suggesting
early changes in gait-related postural control [1]. Impaired postural control during gait puts people with PD at a high risk of
falls. A better understanding of the underlying mechanisms responsible for reduced step width variability in PD may help
facilitate earlier and better targeted interventions to prevent future falls. Previous analysis suggests reduced trunk
accelerations during gait contribute to a less variable step width in PD [2]. Rigidity is one of the cardinal symptoms of PD
and may affect trunk accelerations by resisting the counter rotation between the pelvis and trunk; hence we hypothesise
that increased trunk rigidity indirectly influences step width variability in PD. However, there are important technical and
clinical challenges in addressing this hypothesis. First, we do not know whether upper body trunk accelerations can be
used as a proxy measure of trunk rigidity during gait in PD. Second, the relationship between trunk accelerations, rigidity
and step width variability may vary between different PD phenotypes (subtypes). Therefore, the aims of this analysis were
to: i) investigate the relationship between clinical measures of rigidity and trunk accelerations during gait; ii) examine
whether step width variability correlates with rigidity and trunk accelerations; and iii) test whether these relationships are
similar across different PD phenotypes.

Methods: Step width variability (within-person SD of step width) of 84 people with early PD (Mean (SD) Age:69 (9.6)
years; 35 females; Unified Parkinson’s disease rating scale (UPDRS) 111:28(11), 18-22 months since diagnosis, tested at
peak dose of their medication) was measured over 4 x 10m walks using an instrumented walkway (GAITRite). For sub-
group analysis, participants were classified into postural instability and gait difficulty (PIGD, n = 31), indeterminate (n = 17,
excluded from sub-group analysis) and tremor dominant (n = 36) phenotypes using established methods [3]. Anterior-
posterior (AP) and mediolateral ML trunk accelerations were measured during gait using 3D accelerometers (100Hz, +8g,
4th order Butterworth 20Hz low-pass filter) taped onto the chest (mid way between the xiphoid process and clavicular
notch) and lumbar spine (L5). The following variables were calculated: root mean square acceleration (RMS), harmonic
ratio (HR) and attenuation of acceleration from the L5 to Chest sensor derived from RMS accelerations [4]. Rigidity was
assessed using the average response from 5 rigidity items incorporated into the UPDRS Il (each item scored from 0 no
rigidity to 4 severe). Partial correlations were used to assess the relationship between trunk accelerations, rigidity and
step width variability correcting for age, sex, gait speed and step duration. A p<.05 was used to guide interpretation.
Results: There were no significant correlations between trunk accelerations and rigidity. Reduced step width variability

was correlated with reduced ML RMScrest (r=.237, p=.028), with no other significant correlations being observed. This
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correlation was stronger in the PIGD sub-group (r=.420, p=.021) whereas no correlations between trunk accelerations and

step width variability were found in the tremor dominant sub-group.

Conclusion; Our findings suggest that impaired trunk motion is associated with reduced step width variability in people
with early PD, especially in people with a PIGD phenotype. However, we found no support for the use of upper body trunk
accelerations as a proxy measure of rigidity in people with PD, hampering our ability to test the hypothesis that trunk
rigidity is associated with step width variability. The lack of correlation between trunk motion and rigidity may be due to: i)
the lack of sensitivity of the UPDRS subscale to rigidity in our relatively mild PD group; and ii) the UPDRS Il items focus
primarily on peripheral and not axial rigidity features and may not be as sensitive as direct mechanical assessment [5].
Although our findings suggest altered trunk accelerations are related to reduced step width variability, more appropriate
methodology is needed to assess trunk rigidity during gait to assess its contribution to the coupling of postural control and
gait in early PD.

References: [1] Rochester et al. Neurosci, 18(265), 2014.

[2] Galna et al. ISPGR conference proceedings, P1-0-84, 2014.

[3] Stebbins et al. Mov Disord, 28(5), 2013.

[4] Mazza C et al. J Neuroeng Rehabil, 5(30), 2008.

[5] Wright et al. Exp Neurol, 208(1), 2007.
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INDIVIDUALS WITH CHRONIC ANKLE INSTABILITY USE DIFFERENT PATTERNS OF MUSCULAR ACTIVATION TO
MAINTAIN BALANCE WHILE KICKING A BALL IN SINGLE-LEG STANCE
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Introduction and Objectives: Kicking a ball is a task commonly used at athletic clubs and rehabilitation sites to train and
rehabilitate individuals with chronic ankle instability (CAl), especially with athletes and soccer players [1]. Recent studies
showed that, during this task, subjects with CAl exhibited reduced magnitude of electromyographic (EMG) activity at the
ankle muscles in the supporting leg. However, it is still unknown which muscles around the ankle are driving the postural
equilibrium of these individuals during this task. The aim of this study was to investigate the muscle activity patterns of the
ankle joint during the kicking a ball task in individuals with CAI.

Methods: We used the principal component analysis (PCA) to identify differences in patterns of muscle activation between
60 individuals with CAl and 21 healthy controls while they performed the kicking a ball task standing in a single-leg
stance. We registered the EMG activities of the ankle muscles of the supporting leg: soleus (SOL), medial and lateral
heads of the gastrocnemius (GasM and GasL), tibialis anterior (TA) and peroneus longus (PL) as well as of the adductor
(AD) muscle of the kicking leg. We calculated the magnitudes of the EMG activities (integrals: fEMG) during the time
intervals of anticipatory (APA) and compensatory (CPA1, CPA2 and CPA3) postural adjustments according to the AD
activity onset. We performed the PCA analysis on the jEMGs across these 4 time intervals.

Results: The first three principal components covered about 80% (41%, 23%, and 15%) of the spread of the data in the
CAI group and 84% (46%, 19% and 18%) in the control group. The muscles seen significantly loaded (with the absolute
value over 0.5 [2]) for the CAl group were: PC7: TA and PL; PC2 GasL and GasM; PC3: SOL while for the control group
were: PCT7. GasL and GasM; PC2 TA; PC3: SOL and PL (Table 1). The magnitudes of the SOL and TA fEMG were
smaller in the CAl than in the control group during the APA time interval. The PL fEMG was smaller in the APA and CPA1
phases. Discussion: The dominant principal components differed between the control and CAl groups. For the CAI group,
PC1 clustered the TA and PL muscles; while for the control group, this component included GasL and GasM. These
results suggest that individuals with CAl primarily control the inversion/eversion muscles to maintain their balance during
the kicking task. In contrast, the healthy control used predominantly the GasL and GasM, which is expected since kicking
a ball involves an anteroposterior perturbation. It is possible that CAl factors such as ligament laxity, weakness, reduction
in nerve conduction velocity [3] and decreased muscular activity (observed in this study) lead to increased instability in the
frontal plane. This will make individuals with CAl employ a pattern of muscle activity with amplified control of mediolateral

ankle stability during the kicking task.
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Figure:

Caption: Fig 1. Mean normalized of the EEMG (arbitrary units) of muscles around the ankle for individuals with (CAI) and

without (Control) chronic ankle instability, during the anticipatory (APA) and compensatory postural adjustments (CPA1, 2

and 3). * Indicate significant differences between groups at p<0.05.

Conclusion: CAI may alter the muscle control strategy during kicking to better stabilize the ankle mediolaterally. Further

research is needed to determine whether rehabilitation interventions based on this or other balance perturbation trainings

enhance this functional adaptation or reverse it to normal patterns of those without CAl.

Table:
CAl Control
Muscle PC1 PC2 PC3 PC1 | PC2  PC3
s
SOL .076 - 953 421 322 .637
.041
TA .836 .119 .116 - 977 -
A17 .024
GasL 141 - - 910  .059 -
.881 .136 .047
GasM - - 199 .986 - .000
117 .850 163
PL .827 - - .354 | .286 -
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Caption: Table 1. Results of PCA for all muscles of both groups during the kicking task; loadings over 0.5 are shown in
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bold. Soleus (SOL), medial head of the gastrocnemius (GasM), lateral head of the gastrocnemius (GasL), tibialis anterior
(TA), and peroneus longus (PL).

References: [1] Hale et al., J Orthop Sports Phys Ther, 37(6):303-311, 2007.

[2] Krishnamoorthy et al., Biol Cybern, 89(2):152-161, 2003.

[3] Santos et al., J Orthop Sports Phys Ther, 38(3):150-157, 2008.
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INDIVIDUALS WITH KNEE OSTEOARTHRITIS USE DIFFERENT MUSCLE ACTIVATION PATTERNS THAN HEALTHY
SUBJECTS DURING MAXIMAL ISOMETRIC KNEE EXTENSIONS

Jaqueline Lourdes Rios '2"Conrad Tang 'Walter Herzog 1

TFaculty of Kinesiology, University of Calgary, Calgary, Canada, 2Coordenadoria de Aperfeicoamento de Pessoal de Nivel
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Introduction and Objectives: Patients with knee osteoarthritis (KOA) have demonstrated impaired postural balance,
decreased medial knee compartment loading, increased stance times during walking, and muscle weakness.
Furthermore, strength training has not been effective in reducing the progression of KOA, and muscle activation patterns
in KOA have not been well defined under controlled conditions. Specifically, electromechanical delay (EMD), a key
indicator of proper muscle function, has not been evaluated in patients with early KOA. Abnormal EMD might provide
important insight into the loss of control of the knee extensor muscles which are crucial for optimal knee loading.
Therefore, the aim of this study was to analyze EMD in KOA patients and age-matched controls during maximal isometric
contractions.

Methods: Fifty-six patients with KOA (KOA group) and ten healthy individuals (control group), matched by age,

performed three isometric knee extensor contractions at 60° of knee flexion. For the KOA group, the knee with the more
severe OA symptoms was studied. For the control group, both knees were used for testing (20 knees). The vastus
medialis, vastus lateralis and rectus femoris muscle activation onset (MO) and torque onset were identified. EMD was
then calculated as the difference in time between MO and torque onset [1]. MO was defined as the instant when the EMG
amplitude exceeded + 2SD of baseline values and lasted for more than 50ms [2]. This assessment of MO was defined as
method 1. Qualitative analysis of the EMG signals revealed a burst of EMG activity lasting less than 50ms that often
preceded the regular EMG in KOA patients. Therefore, MO was also defined as the first burst of EMG activity independent
of its duration (method 2). Differences between groups were analyzed using a one-way ANOVA (a=0.05).

Results: Using method 1, KOA patients had a significantly shorter EMD (40ms on average) than the healthy control
subjects. However, using method 2, there was no difference between groups (Fig.1-D). 86% of the muscles from the
control group subjects presented a MO pattern that is considered standard in the literature, that is EMG onset is clearly
defined by a long burst of activity (Fig.1-C). For these trials, analysis method 1 and 2 gave the same result. However, for
the KOA group subjects, 86% displayed a non-standard activation pattern in which a continuous burst of EMG activity was
preceded by a short (about 25ms) burst that was followed by a distinct (46ms) silent period or a period of low activation
not exceeding £+2SD of the resting EMG. For these trials, analysis methods 1 and 2 give distinctly different EMD values.
35% of muscles of KOA group subjects had this low activation (Fig.1-B), and 51% showed a silent period between the
initial burst and the standard MO (Fig.1-A). This last pattern was responsible for most of the differences observed
between KOA and control group subjects, since the mean difference in EMD was 71ms for the two analysis methods.
These altered muscle recruitment pattern in the KOA patients could be associated with pain experienced by the KOA

patients [3]. When recruiting the knee extensor muscles, knee pain may have triggered muscle inhibition that was
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subsequently overcome by voluntary activation on order to fulfill the required knee extensor task. In addition, the low
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activation following the initial burst in some KOA patients could be an avoidance strategy adopted by KOA patients to
dealing with the chronic pain. Since the first component of pain acceptance is a willingness to experience pain, and the
second is the pursuit of goals and activities despite having pain, the current results might be explained within this
framework [4].

Figure:

Caption: Fig.1.(A) Raw data from an exemplar trial for a subject with KOA, showing a gap between the first burst and the
standard MO, and (B) decreased initial activation. (C) Healthy subject presenting typical MO. (D) Difference between EMD
of subjects with KOA and healthy using method 1 and 2.

Conclusion: Individuals with KOA presented with distinctly different EMG activation patterns in the knee extensor muscles
during an isometric task which resulted in a decreased EMD compared to control subjects. KOA patients also frequently
had a distinct short initial burst of activation not seen in control subjects. Therefore, we conclude that knee extensor
activation patterns in KOA subjects are impaired and result in shorter EMD. The mechanism underlying these altered
activation strategies in KOA patients are not known. Therefore, these results set up potential investigations to examine the
detailed activation mechanisms in patients with KOA.

References: [1]Nordez et al., J Appl Physiol, 106:1970-1975, 2009.

[2]Santos et al., J Electromyogr Kinesiol, 20:388-397, 2010.

[3]Urwin et al., Ann Rheum Dis, 57:649-655, 1998.

[4]McCracken et al., Pain, 109:4-7, 2004.

Disclosure of Interest: None Declared

64 www.isbglasgow.com



Neurological and Motor Contro/

AS-0028

MUSCLE SYNERGIES IN LEVEL AND INCLINED WALKING
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Introduction and Objectives: Neuromuscular coordination in human walking can be described by general patterns referred
to as motor modules or muscle synergies ['l. There is evidence that muscle synergies are neurophysiological entities
whose combination constructs a large set of movement [2l. The number of synergies and their structure resulting from the
amplitude time courses of the contributing muscles are mainly consistent across individuals and different conditions in
level walking, e.g. walking speed BBl. During inclined walking the characteristic of joint torques is different compared to
level walking ¥ and this may result in a different modular organization of the neuromuscular system. However, there is no
knowledge about potential changes in the modular organization in non-level walking. The aim of this study was to
compare the muscle synergies of level and inclined walking, hypothesising differences in neuromuscular organization
between both conditions as a result of changes in the dynamic demands during inclined walking.

Methods: Surface EMG activity of 24 muscles 15! of the right body side of ten males and ten female participants was
recorded over 50 cycles during level and inclined walking performed in a randomized order on a treadmill instrumented
with a pressure plate. All participants performed each of two trials of level and inclined walking on the same day as well as
in a second measurement at least 48 h (122184 h) later. Walking speed was self-selected for level walking (1,4+0,2 m/s)
and was 85% of this speed during walking at 10° incline. Gait cycles were determined from pressure plate data. EMG
signals were band-pass filtered at cut off frequencies of 5 Hz and 400 Hz respectively by the recording system. The
signals were high pass filtered, fully rectified and low pass filtered at 50 Hz and 20 Hz respectively using IRR 2nd order
zero-lag Butterworth filters. EMG envelopes were time normalized to 200 data points per gait cycle 16! and amplitude
normalized to one. To be comparable to the existing literature, muscle synergy extraction was performed using a
customized Gaussian non-negative matrix factorization (NMF) algorithm 1. A sufficient number of synergies was reached,
when additional synergies did not increase the total explained variance represented by the rate of changes in the R? curve
of reconstructed to original signal. To analyse the differences between level and non-level walking an ANOVA for
repeated measures was used.

Results: No significant differences in gender as well as for both, the intraday and the inter-day measurements for each
participant were observed. Level and inclined walking tasks could be reconstructed by 5+1 synergy with an R? of 0.92 and
0.90 respectively. The respective synergies majorly represented the muscular activity of (1) the hip and knee joint
extensors attributed to foot strike, (2) the upper body muscles in the late stance phase, (3) the ankle joint extensors during
push off, (4) the knee flexor and upper body muscles during late swing in preparation of the next stance phase and (5) the
upper body muscles during stance and swing phase. However, during inclined walking in 32 % of all trials a sixth synergy
shape for the upper body muscles during stance was observed. In 44 % this led to a total number of six synergies. Within

five synergies, this resulted in a merge of synergy three and four or one and five. The flexor and extensor muscles of the
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These differences were predominantly significant (p<0.05).
Figure:
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Caption: Motor primitives in level (left) und inclined walking (right).

Conclusion: The applied data acquisition methods seem to be robust against measurement artefacts occurring at multiple
measurements even when repositioning the EMG electrodes. The congruence of synergies in the majority of the
investigated trials (i.e. 5 synergies) during level and incline walking indicate a similar modular organisation of the
neuromuscular system in both conditions. The observed higher weights of the flexor and extensor muscles of the hip and
ankle joint could probably be attributed to the increased demands on the mechanical output of these muscles during
inclined compared to level walking. However, the redistributions in muscle synergies in some cases may indicate changes
in the neuromuscular control in inclined compared to level walking.

References: [1] E. Bizzi et al., Brain Res. Rev. 2008, 57, 125.

[2] E. Bizzi & V. C. K. Cheung, Neurosci. 2013, 7, 51.

[3]Y. P. Ivanenko et al. J. Physiol. 2004, 556, 267.

[4] P. DeVita et al. J. Biomech. 2008, 41, 3354.

[5] K. M. Steele et al. Front. Comput. Neurosci. 2013, 7, 105.

[6] V. C. K. Cheung et al., J. Neurophysiol. 2009, 101, 1235.

[71D. D. Lee et al., Nature 1999, 401, 788.
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THE EFFECTS OF FATIGUE ARE INFLUENCED BY MUSCLE ACTION

(ECCENTRIC VS CONCENTRIC) AND FORCE DEMANDS (SUBMAXIMAL VS MAXIMAL)
Chad A. Sutherland " 2"Nicholas La Delfa 'Jim Potvin !

Kinesiology, McMaster Univeristy, Hamilton, 2Kinesiology, University of Windsor, Windsor, Canada

Introduction and Objectives: It is generally accepted that muscle fibers can generate more force during eccentric efforts,
compared to both concentric and isometric efforts, under isotonic conditions. However, it appears that individuals are
limited in their ability to produce maximal muscle activation during voluntary eccentric efforts. LaDelfa et al. (2014) termed
this a “neural tension-limiting mechanism” (NTLM) and showed that processing the raw sEMG signal with alternative
methods, such as extreme high pass filtering or whitening, allows for novel insights into the different neurophysiological
control strategies used during fatiguing efforts. The purpose of the current study was to investigate the effects of fatigue
on the agonists during the concentric and eccentric phases of repetitive knee extensor efforts that were either submaximal
or maximal.

Methods: Sixteen male participants performed continuous maximal knee extension efforts on a Biodex dynamometer,
concentrically (CON) at a velocity of 30°/s and eccentrically (ECC) at -30°/s, between 50-110° of knee flexion, until
exhaustion. After a week of rest, fourteen participants repeated the protocol at a submaximal effort level of 33%

MVC. We recorded the net knee extensor moment and raw sEMG signals from vastus medialis, vastus lateralis and
rectus femoris. The SEMG signals were Butterworth filtered with a 6t order, extreme high pass cutoff of 140 Hz (see
Potvin & Brown, 2004). A weighted average EMG value (EMGwa) was calculated based on the PCSA of each of three
quadriceps muscles, relative to their total PCSA. We then used a regression analysis to estimate the EMGwa-to-Moment
ratio at the start (rested) and end (fatigued) of each session, and then a ratio of fatigued/rested for the CON and ECC
directions.

Results: Participants completed an average of 12.1+2.6 and 25.517.8 cycles, for the maximal and submaximal protocols,
respectively. During both protocols, the increase in EMGwa-to-Moment ratio was much more pronounced during the CON
vs ECC efforts (Figure 1). These findings are in agreement with Gonzalez-1zal et al. (2014), who showed that fatiguing
protocols cause a greater loss of force in CON efforts, compared to ECC efforts. Furthermore, we observed a larger effect
of fatigue, on increasing the EMGwa-to-Moment ratio, for submaximal vs maximal efforts. Consequently: 1) during the
submaximal protocol, fatigue had the greatest effect on the CON efforts as it was associated with a 93% increase in
activation, relative to the constant, submaximal moment (Figure 1), and 2) during the maximal protocol, fatigue had the
least affect on the ECC efforts, as only a 26% decrease in activation was associated with a 56% decrease in the maximal

extensor moment.
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Caption: Figure 1. The EMGWA-to-Moment ratio was calculated at the start and end of the fatiguing trial during both the
CON and ECC efforts. This figure shows fatigued ratios relative to the rested ratios. The ECC values are much lower than
CON, particularly with the submaximal effort.

Conclusion: During repeated, maximal and submaximal, dynamic knee extension efforts to exhaustion: 1) ECC efforts
were less affected by fatigue than CON efforts and, 2) maximal efforts were less affected by fatigue, than submaximal
efforts. Lastly, the use of alternative sEMG processing methods, specifically extreme high pass filtering, has enhanced our
ability to interpret how the neuromuscular system modifies the NTLM in the presence of fatigue.

References: [1] La Delfa et al., Muscle & Nerve, 50: 384-392, 2014.

[2] Potvin & Brown, J Electromyogr Kinesiol, 14:389-399, 2004.

[3] Gonzalez-lzal et al., Muscle & Nerve, 49: 389-397, 2014.
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EXISTENCE OF MUSCLE SYNERGIES INCREASE LEARNING SPEED: SIMULATION STUDY BASED ON NEURAL
NETWORK MODEL
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Introduction and Objectives: The concept of muscle synergies has been proposed to simplify redundant motor control by
low-dimensionally organizing functionally similar muscles [1, 2]. Reduction of neuronal redundancy due to muscle
synergies will contribute to upgrading learning performance as acquiring complicated movements. However, the functional
roles of muscle synergies during motor learning remain unknown. The simulation analysis using neural network model
makes it possible to specify the functional roles by evaluating leaning performance, such as learning speed, in the
presence and absence of muscle synergies. The purpose of this study was to clarify the functional roles of muscle
synergies during motor learning based on neural network simulation.

Methods: The descending neural network model including 3 intermediate layers (synergy model) was constructed based
on the previously used model [3]. The neural network performed isometric force-generation around right wrist on a
horizontal plane (elbow and shoulder joint flexion angles: 90° and 30°, respectively). The first intermediate layer contained
1000 neurons in primary motor cortex (M1). Each neuron received a desired shoulder flexion and/or elbow flexion torque
vectors from the input layer with a synaptic weight (Whes). These M1 neurons were connected to the second intermediate
layer that indicated the muscle synergies as spinal interneurons [4, 5, 6, 7] with a uniformly distributed constant
innervation. The number of muscle synergies was varied across continuous leaning. The muscle synergies controlled 26
muscles spanning elbow and shoulder joints with a synaptic weight ( Ws») in the third intermediate layer. The muscle
mechanical pulling vector was determined by physiological parameter of each muscle. These muscles were then grouped
into 8 muscle groups. Whev and Wsyn were modified using an error back-propagation algorithm [8] to minimize the error
between output torque generated from muscles and randomly presenting desired 12 input torques, which were uniformly
distributed on the two joint torque plane with the same intensity. The experiment was additionally conducted, which
required the same task as above. We then extracted muscle synergies by measured muscle activities using non-negative
matrix factorization [9]. Leaning performance in the presence and absence of muscle synergies was evaluated by
comparing the synergy model with the previously constructed model, which didn’t include the layer of muscle synergies
(non-synergy model) [3]. When the state of the neural network was constant after leaning, we exposed the neural network
to a force field: the output torque was rotated. During the adaptation period to the force field, Whev was only modified [10].
Results: Four muscle synergies were required to appropriately produce the desired torques and to decrease motor
redundancy. The synaptic weights ( Wsyn) between synergy and muscle layers after learning (Figure; left) were similar to
the muscle weightings of the extracted synergies in the experiment. The simulated muscle synergies had specific
preferred directions, which indicated the highest activations (Figure; right top). The synergy model increased learning
speed and decreased the final error between the desired and output torques as compared with non-synergy model

(Figure; right bottom). After adaptation to the force field, the preferred directions of muscle synergies were rotated to the
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direction of the force field. In this case, the synergy model also increased learning speed, suggesting that the acquired
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neural basis as muscle synergies contributes to increasing adaptation speed against the changes of external
environment.

Figure:

Caption: Simulated muscle synergies and leaning performance.

Conclusion: The neural network model including muscle synergies increased learning speed as compared with non-
synergy model. These results suggest that one of the functional roles of muscle synergies is to increase speed of motor
learning.

References: [1] Hagio et al., J Neurophysiol, 112(2): 316-327, 2014.
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[3] Hirashima et al., PLoS Comput Biol, 8(6): €1002590, 2012.
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MALPOSITIONING OF THE PATIENT DURING X-RAY ACQUISITION CAN AFFECT THE ASSESSMENT OF
SAGITTAL PELVIC PARAMETERS: EVALUATION IN ADULTS AND CHILDREN
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Introduction and Objectives: In order to assess sagittal balance, clinical parameters are measured on lateral X-rays of the
pelvis [1,2]. These radiographs require standard positioning of the patient during acquisition. To our knowledge, there are
no studies that have investigated the effect of pelvic axial rotation on sagittal clinical parameters. The aim of this study
was to estimate the effect of erroneous positioning of patients, during pelvis lateral X-ray acquisition, on the reliability and
validity of sagittal pelvic parameters.

Methods: Helical pelvis CT-Scans (slice thickness: 0.6mm) of 8 children (3 F and 5 M, age: mean 12 - SD 2.2) and 9
adults (5 F and 4 M, age: mean 51 - SD 26) were considered. Lateral Digitally Reconstructed Radiographs (LDRRs) were
reconstructed from CT-Scans using a homemade software. Then, for each patient, axial rotation of the pelvis was
simulated and the corresponding LDRRs were reconstructed at 5°, 10°, 15° and 20° of axial rotation. Clinical parameters
were measured digitally on each radiograph using the SterEOS® 2D toolbox: sacral slope (SS), pelvic incidence (PI),
pelvic tilt (PT), pelvic inclination (PIL), sagittal pelvic thickness (SPT), bifemoral distance (BFD) and pelvic depth (PD).
Three trained operators repeated the measurements 3 times each, in each axial rotation position and for each radiograph
(Figure 1). The Intraclass Correlation Coefficient (ICC) was evaluated for inter-observer agreement. The 95% confidence
interval (95%Cl) was calculated as 2SD of inter-observer reliability. The bias of each clinical parameter, in each axial
rotation position, was calculated as the absolute mean difference relatively to the 0° position.

Results: Inter-observer agreement was shown to be very high (ICC>0.88) for all parameters and in all axial rotation
positions. In the absence of axial rotation of the pelvises (0°), the 95% CI of the SS and the PI were lower than 4°, lower
than 2° for PT and PIL and lower than 1 cm for both SPT and BFD. The 95% CI increased with pelvic axial rotation; at 20°
of rotation it exceeded 7° for SS and PI, 7° and 4° for PIL and PT respectively, and remained constant for SPT and BFD.
All the parameters showed an increase in the bias during axial rotation of the pelvis, where Pl showed the greatest bias by
reaching 6° at 20° position. Only SPT and PD exhibited a bias which was minimal and constant (< 0.5cm) for all axial
rotation positions. Even though insignificant (p>0.05), the bias on Pl and SS was shown to be higher in children than in

adults.
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Caption: Figure 1- Lateral radiographs of the pelvis at 0°, 5°, 10°, 15°, 20° of axial rotation with pelvic parameters
measurements

Conclusion: Clinical parameters measured on lateral radiographs were shown to be less accurate and less reliable when
pelvic axial rotation increased. The bias exceeded 10% of the normative values of each clinical parameter when the AR
exceeded 10°. This bias could significantly affect orthopedic decision-making in patients with sagittal malalignment.
References: [1] Roussouly et al., Eur Spine J, 20 : 578-585,2011

[2] Vrotvec et al., Spine J, 12 : 433-446, 2012

Disclosure of Interest: None Declared

72 www.isbglasgow.com



H“ )
\{

Trunk

AS-0032

THE POSTPARTUM DIASTASIS RECTIS ABDOMINIS AND THE ABILITY OF THE ABDOMINAL MUSCLES TO
STABILIZE THE PELVIS DURING THE DOUBLE-LEG LOWERING EXERCISE
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Introduction and Objectives: Postpartum distasis rectis abdominis (DRA) refers to the separation of both recti abdominis
(RA) muscles starting in the last trimester of pregnancy and extends up to 8-16 weeks postpartum. DRA is quantified by
the inter-recti distance (IRD) measured around the umbilicus. Postpartum IRD vary between 20-50mm which may change
the line of action of both RA muscles ['l compromising their ability to produce torque on thorax and/or on pelvis. Mostly
postnatal women are encouraged to resume abdominal exercises, such as curl-ups and double-leg lowering (DLL)
exercises, to restore their abdominal figure. The DLL involves the subject lying supine and starts with both lower
extremities placed in a vertical position. Then both legs are lowered to the horizontal while knees are kept straight and low
back flat [2: Abdominal muscles contraction maintains the pelvis in a posterior-tilted position counteracting the anterior-
tilted action produced by the hip flexors muscles [Bl. A negative correlation was found between postpartum IRD and the
abdominal muscles ability to perform a curl-up exercise 4 5 However no information is available about the implication of
the postpartum DRA on the ability of the abdominal muscles to stabilize the pelvis in a posterior-tilted position against a
resistance. The main purpose of this study was to investigate the relationship between the width of the IRD and the
abdominal muscle function to stabilize pelvis against resistance during the DLL exercise. Additionally, the effect of
pregnancy on IRD and pelvic tilt angle was also analyzed.

Methods: A convenience sample of 11 postpartum (age:32.9+3.5 years; postpartum weeks: 10.7+£3.3) and 11 nulliparous
(age:29.814.9 years) women was tested on 2 static positions of the DLL exercise: 1) starting flexion position (FPos), at
90° hip flexion and 2) final extended position (EPos) at 10° hip flexion. On each DLL position, the pelvis tilt angle was
recorded by means of a motion capture system (13 Qualisys cameras;FR:50Hz). Pelvis position was tracked by means of
4 reflective markers (on both anterior-superior iliac spines and iliac crests) and a set of 10 reflective markers (on both
acromion, lateral projections of the xiphoid, iliac crests, anterior superior iliac spines and lateral and medial femoral
condyles) and two marker clusters (one at the thigh segment and other at the sternum region) was used to build and track
the thorax and thigh segments position. The Visual 3D (Basic RT) software was used for segment 3D reconstruction and
calculation of Euler angles describing pelvis and thigh position in global, pelvis and thorax coordinate systems.
Simultaneously an ultrasound image was collected (GE Logic-e; 4-12 MHz,39mm) by placing the transducer transversely
along the midline of the abdomen (2 cm below the umbilicus) allowing the measurement of DIR. A two-way repeated
measure ANOVA was performed to determine whether any change in each dependent variables (pelvic tilt angle and IRD)
was the result of the interaction between women’s group (nulliparous and postpartum) and DLL positions (FPos and
EPos).The relationship between IRD and pelvic tilt angles was examined using the Person product-moment correlation

coefficients.
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Results: A positive correlation was found between mean IRD values and the pelvic tilt angle, both in FPos (/=0.70;0=0.02)
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and in EPos (r=0.65; p=0.03) position. This relationship was in such a way that women with highest IRD were those that
tended to place pelvis in a more anterior tilt angle. This finding suggests that in postpartum women the incomplete
recovery of the abdominal wall integrity, revealed by the width of IRD, may lead to a certain mechanical deficit, resulting in
a reduction in the ability of the abdominal muscles to stabilize the pelvis in a posterior-tilted position. However, no
differences were found between groups with respect to the pelvic tilt angle on both DLL positions, despite the postpartum
women exhibited a significantly greater IRD [F(1,19)=12,p<0.05]. Thus, the postpartum group had a significantly greater
IRD (17,0£1,6mm;IC95:13,7-20,3mm) comparing to the control group (9,4+1,5mm;IC95:6,3-12,6 mm) with a difference of
7,61£2,2mm (1C95:3,0-12,2mm). These results are in accordance with previous studies [6. 71,

Conclusion: In postpartum women a negative relationship was found between IRD and the ability of abdominal muscles to
keep the pelvis in a posterior tilt position on two positions of the DLL exercise. However, on both DLL position no
differences were found on pelvic tilt angle between postpartum and nulliparous women.

References: [1] Mota P, et al. Manual Therapy.18:294-8 2013.

[2] Zannotti CM, et al. J Orthop Sports Phys Ther.32:432-6 2002.

[3] Krause DA, et al. Arch Phys Med Rehabil.86:1345-8 2005.

[4] Liaw LJ, et al. J Orthop Sports Phys Ther.41:435-43 2011.

[5] Gilleard WL, et al. Phys Ther.76:750-62 1996.

[6] Pascoal AG, et al. Physiotherapy 2014.

[7] Mota PG, et al. Man Ther 2014.
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A GOAL PROGRAMMING MODEL FOR ASSESSING SAGITTAL SPINAL CURVATURE UNDER BACKPACK
CARRIAGE

Daniel H. Chow *"Simon Li

Department of Health & Physical Education, The Hong Kong Institute of Education, Hong Kong, Hong Kong
Introduction and Objectives: Previous research established that load carriage would induce immediate changes in spinal
curvature which was associated with spine disorders [1]. Neutral upright standing has been proposed as the healthy
posture for minimizing spine loading [2]. It was hypothesized that the maximum load should be one that induced minimum
changes to the spine curvature in neutral upright stance. In this study, a multi-objective optimization goal programming
(GP) model [3] was developed and applied to determine the optimal limit of backpack load for upright standing.

Methods: This was a single factor randomized repeated measure design. Spinal curvatures [in terms of the angles of
cervical lordosis (CVL), upper thoracic kyphosis (UTK), lower thoracic kyphosis (LTK) and lumbar lordosis (LBL)] were
measured non-invasively using five sensors affixed to the middle of the back of head, C7, T7, T12 and pelvis [4, 5]. All
subjects were instructed to maintain a standardized and relaxed barefoot erect stance without load and with a backpack
loaded at 5, 10, 15 and 20% of their body weights. The four curvature angles among the five sensors were measured by a
motion analysis system. The sequence of experimental trials was randomized. Three trials for each unloaded and loaded
conditions were recorded. Regression equations predicting the four loaded curvatures were obtained. The deviations of
loaded from unloaded curvatures and the target levels of the predicted mean loaded curvatures were formulated as the
cost and constraint functions of the GP model respectively. The sequence of optimization process of the GP was
prioritized with respect to the magnitude of the mean loaded curvature deviations. The optimal mean loading condition
was determined by solving the sequential optimization problems.

Results: Ten young male adults (age between 20 and 29) were evaluated. The baselines of mean curvatures of CVL,
UTK, LTK and LBL were 32.1°, 32.9°, 10.3°, and 17.2° respectively. The respective mean deviations under loaded
conditions were -0.60, -5.00, 1.6°, and -2.1°. The r2 of the 2" order regressions were 0.97, 0.99, 0.91, and 0.91
respectively. The sequence of optimization process was UTKaLBLaLTKaCVL. On average, significant flattening of the
CVL, UTK and LBL as well as significant increased curvature in LTK were observed (p<0.05). The mean allowable load
limit was found to be 7.4% of body weight. The predicted mean curvatures of CVL, UTK, LTK and LBL were 29.6°, 26.8°,
13.1°, and 14.8° respectively.

Conclusion: A symmetric backpack load at 7.4% of body weight was recommended, in order to achieve an optimal
standing posture with minimal spinal curvature deviations from the unloaded condition.

References: [1] Orloff et al. Spine, 29: 1325-1329, 2004.

[2] Mac-Thiong et al. Eur Spine J 20: 586-590, 2011.

[3] Oddoye et al. Eur J Operational Res 193: 250-261, 2009.

[4] Roussouly et al. Spine 30: 346-53, 2005.

[5] Bruno et al. J Bone Mineral Res 27: 2144-2151, 2012.
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INTERVERTEBRAL DISC STRESS IN STANDING AND SITTING; MAGNETIC RESONANCE IMAGING BASED FINITE
ELEMENT STUDY

Sahand Zanjanipour "Christopher Smith 2C Peter Winlove 'Jude Meakin 1

Physics, 2Engineering, University of Exeter, Exeter, United Kingdom

Introduction and Objectives: The cause of disc degeneration can be attributed to mechanical loading, which varies in
different postures. The effect of different daily postures such as standing and sitting for instance has previously been
investigated by measuring the pressure within the discs (which is invasive) or by computational models (based on generic
anatomical data which largely ignore differences between individuals).

The aim of this project was to non-invasively investigate the stress distribution in standing and sitting postures by
incorporating magnetic resonance (MR) imaging data in subject-specific finite element (FE) models. Objectives were
defined as:

- Create a FE model for each subject based on MR images;

- Determine boundary conditions of the standing and sitting postures with respect to reference posture (supine);

- Compare the stress distribution in standing and sitting postures.
Methods: Two-dimensional FE models of the lumbar spine (L1 to S1) were created for nine healthy individuals. The initial
geometry of each model was based on MR images of the individual in the supine posture. Two types of FE model were
investigated: a time-dependent model and a simple elastic model. In the time-dependent model, material properties of the
disc were defined as poroelastic.

The disc was modelled with an annulus (Young’s modulus, E=2.5 MPa, Poisson’s ratio, v=0.4) and a nucleus (E=1 MPa,
v=0.45). In the time-dependent model poroelastic properties were assigned to the annulus (Permeability, K=1.83E-12 ms-
1, void ratio, e=3.54), nucleus (K=2.06E-12 ms-!, e=4.88) and the vertebral bodies (K=1E-23 ms-1, e=0.02).

Boundary conditions were determined by considering the vertebrae as rigid bodies and applying the translation and
rotation of each vertebral body in either the sitting or standing posture, with respect to the supine posture. In the
poroelastic model, a fluid boundary condition was set to allow fluid movement across the interface between the vertebrae
and discs.

The resulting stresses in a central region of the L4/L5 disc were averaged and used to determine the normal disc stress
(i.e. the stress acting perpendicular to the mid-plane of the disc). For the time-dependant model the results were taken at
the time-point corresponding to the duration of the MR scan and comprised two components: the effective stress normal
to the disc and the pore pressure.

Results: Figure 1 shows the normal disc stresses and the pore pressure on the L4/L5 disc in standing and sitting for each
individual. In both the elastic and poroelastic models, the sitting posture created more normal disc stress than standing in
all subjects except one. For the poroelastic model, the pore pressure was also more in sitting than standing except two
subjects. These results are consistent with experimental measurements of disc pressure reported in the literature where

sitting tends to produce a higher intradiscal pressure than standing. The absolute values of the disc stress are lower than
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we would expect from experimental measurements, this is due to assumptions in the modelling (i.e. the two-dimensional

modelling and the material properties assigned to the discs).

Further visual analysis of the models showed that in some individuals the highest disc stress occurred within other
intervertebral discs along the lumbar spine.

Figure:

Caption: Figure 1: The normal disc (L4/L5) stress in standing and sitting for (A) elastic model and (B) poroelastic model.
(C) Pore pressure within the disc in the poroelstic model.

Conclusion: Incorporating information from MR images in a displacement based FE model offers a non-invasive way of
determining the relative intervertebral disc stresses induced by postural change. The results of elastic and time-dependent
models are consistent with each other. This method may be useful in investigating other more extreme postures such as
those experienced when lifting loads.

Disclosure of Interest: None Declared
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IS THERE A CHANGE IN THE ABILITY TO REACT TO A PERTURBATION FOLLOWING A BOUT OF PROLONGED
SITTING?

Tara Diesbourg '"Peter Sheahan 'Genevieéve Dumas 2Steven Fischer !

1School of Kinesiology and Health Studies, 2Department of Mechanical and Materials Engineering, Queen's University,

Kingston, Canada

Introduction and Objectives: Standing rest-breaks are often recommended during seated work in order to mitigate the ill-
effects of prolonged sitting on spine health [1]. These ill-effects include changes in the passive stiffness of the trunk,
thought to be a result of the creep response of the trunk’s passive tissues, and are hypothesized to decrease the body’s
ability to respond to a perturbation, which may increase an individual’s risk for injury [2]. While evidence indicates that
passive stiffness is affected by prolonged sitting, it is currently unknown whether the response to a perturbation
(represented by the active trunk stiffness) is also affected. Therefore, the purpose of the current study was to examine
changes in the active stiffness of the trunk following a 1-hour sitting task.

Methods: Twenty healthy subjects (10 male, 10 female: mean height — 174cm, mean weight — 72kg) were recruited from
a university population. Trunk stiffness was estimated using a quick-release method described by Hodges and colleagues
[3]. Subjects were asked to adopt a semi-seated position with their arms crossed over their chest. Using electromagnets
on cables affixed to the anterior and posterior aspects of a chest harness, weights (15% body weight) were suspended
from the subject. At a random time (0-5s) and in random order, either the front or the back weight was dropped (10
repetitions each), perturbing the subject in the opposite direction. A uniaxial load cell between the subject and the
attached load was used to measure force. Acceleration was obtained from the force and was double-integrated to obtain
displacement. It is assumed that the displacement of the load represents the linear displacement of the trunk. The
maximum displacement (D) and the time required to achieve this maximum displacement (TMD) were used to determine
the ability of the subject to respond to the perturbation. Increased TMD and increased D were assumed to represent a
decreased ability of the subject to respond to a perturbation.

Trunk stiffness was estimated using a least-squares optimization algorithm which used time-varying force, acceleration,
velocity, and displacement traces to estimate the system’s effective mass, damping, and stiffness (TK) coefficients [3]. In
the current study, only the TMD, D, and TK were examined.

This protocol was completed prior to and immediately following a seated 60 minute typing task. At 10 minute intervals,
the subject was asked to complete a Visual Analog Scale (VAS) according to their level of low back discomfort. Subjects
who showed an increase in VAS score of 10 or more units were classified as being Pain Developers (PD), those that did
not were classified as Non-Pain Developers (NPD) [4].

The data from the first front and first back perturbations for each subject were collapsed and Repeated Measures (RM)
ANOVAs were conducted to identify whether a main effect of time (pre vs post sitting task) existed. Additionally,

interactions between time (pre vs. post sitting task) and PD/NPD were tested for all variables (TMD, D, and TK).
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Results:

Due to malfunction within the load cells, the trials for 7 of the subjects were discarded from the analysis.

The mean (SD) for each variable is presented in Table 1. No main effect was identified for any of the variables of interest
(0.522 < p < 0.953). There was no interaction of PD/NPD on any of the variables (0.691 < p < 0.938).

Conclusion:

The current study sought to identify if subjects altered their response to perturbations following a prolonged seated task.
Previous research has shown a decrease in passive stiffness following prolonged sitting, where it was suggested that
perturbation response may also be compromised [2]. The results of the current study suggest that 60 minutes of
prolonged sitting does not affect the active stiffness of the trunk. While changes in passive stiffness have been attributed
to a creep response of passive tissues [2], participants were able to maintain active stiffness despite potentially altered
passive stiffness. This may be accomplished by increasing baseline muscle activity, as described by Brown and McGill
[5]. In order to determine whether this effect is present, an analysis of the muscle activity throughout the perturbation is
necessary.

Table: Mean (SD) for the variables of interest. TMD = Time to maximum displacement (ms), D = maximum displacement
(mm), TK = Active Trunk Stiffness (N/m).

Forward Backward Collapsed
Perturbation Perturbation

Pre Post Pre Post Pre Post

TMD (ms) 408 382 379 381 393 382

(67) (61) (98) (97) (17) (16)

D (mm) 47 51 33 29 40 40

(12) 9) (10) (8) (3) (3)
TK (N/m) 3997 4913 3748 3748 4188 4330
(1455) = (1977) | (1143)  (1143)  (1520)  (1690)

References:

[1] Davis & Kotowski, Hum Factors. 56(7): 1249-1261, 2014.
[2] Beach et al. Spine J. 5: 145-154, 2005.

[3] Hodges et al. J Biomech. 42: 61-66, 2009.

[4] Nelson-Wong. PhD Dissert, 2009.

[5] Brown & McGill. Clin Biomech. 23(1): 15-22, 2008.
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INTRA-TRUNK COORDINATION EXHIBITED DURING TREADMILL RUNNING BY INDIVIDUALS WITH SPINAL
FUSION FOR ADOLESCENT IDIOPATHIC SCOLIOSIS

Yumeng Li "Rumit Kakar 2Yang-Chieh Fu 3Timothy Oswald 4Cathleen Brown 'Kathy Simpson !
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Introduction and Objectives: Spinal fusion for adolescent idiopathic scoliosis (SF-AIS) largely corrects abnormal spinal
curvature but limits motions among the fused vertebrae, decreases sensitivity of spinal proprioceptioni. Reduced spinal
motions and proprioception may alter intra-trunk coordination during high-effort running; however, this has not been
previously investigated. Therefore, the purpose of the present study was to compare intra-trunk coordination of axial-
rotation between SF-AIS and healthy control individuals (CON) during high-effort treadmill running.

Methods: 11 SF-AIS (>1 yr postop, mid-thoracic to minimum of 1 lumbar intervertebral joint fused) and 11 CON (matched
for mass, height, age, gender and physical activity level) ran on a treadmill with CON running at the SF-AIS matched
speed (range: 2.2-3.8m/s, perceived-effort >14 on Borg scale). Locations of 24 reflective markers placed on the trunk,
spine and pelvis were captured by a 7-camera Vicon system (240 Hz) for 10 strides. Axial segmental angles for the trunk
segments (upper [UP]: C7 to T8; middle [MID]: T9 to T12; lower trunk [LOW]: L1 to L5), and pelvis (PEL) were used in
cross-correlation analyses between adjacent segments to determine phase lag and in the generation of the coupling angle
(CPA) using the vector coding methodiz;. Each CPA was classified into a phase-coordination patternp: in-phase, anti-
phase, superior-segment dominant phase or inferior-segment dominant phase (Fig. 1). Phase lag and time spent in each
phase-coordination pattern were scaled to % stride. A two-way, mixed model ANOVA with within-subjects effect of
adjacent segments (UP-MID, MID-LOW and LOW-PEL) and between-subjects effect of group (SF-AIS and CON) was
used to test phase lag (p<0.05). Independent t-tests were used to compare time spent in each phase-coordination pattern
between the two groups (p<0.05).

Results: The main effect of group was significant A1, 20)=11.6, p<0.01, indicating that the phase lag was significantly
lower for SF-AIS (M=2.2, SE=0.6) compared to CON (M=5.0, SE=0.6). The main effect of trunk segment was significant
F(2, 40)=21.2, p<0.01. Post-hoc analyses indicated that the intra-trunk phase lag was significantly increased from superior
to inferior adjacent segments (Table 1). The interaction effect was non-significant A2, 40)=1.1, p=0.36. Typically, the
superior trunk segment led the inferior segment, although there were individual participant variations. For phase-
coordination time, SF-AIS spent longer time in-phase and shorter time in anti-phase and superior-segment phase for

LOW-PEL (Fig. 1). No other significant differences were observed.
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Figure:

Caption: Figure 1. Intra-trunk coordination outcomes between adjacent segment pairs. Scatter plots: coupling angles of a
representative CON and SF-AIS participant exhibited during each % of the stride (0% = rt foot touchdown) are displayed
by phase-coordination pattern. Vertical lines: black = right foot, gray = left foot; solid = touchdown, dotted = toeoff. Bar

graphs: total time spent in phase-coordination patterns; * indicates significant difference (p < .05) between groups.
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Conclusion: Spinal fusion did allow some normalcy of typical phase-coordination patterns, as both groups displayed a
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pattern of increased phase lag and decreased in-phase coordination time at more caudal segment locations. However,
the SF-AIS did not decouple their trunk motions to the same degree as healthy spines likely due to the intervertebral
fusion. Group differences became significant between the most caudal adjacent segments, i.e., the LOW-PEL, whereby
SF-AIS had lower phase lag and greater in-phase coordination time. Conversely, the phase lag and timing values
between the most cephalic segments (UP-MID) of SF-AIS were more similar to CON. Previously, we reported that the
maximum axial LOW-PEL displacements of SF-AIS were comparable to CON for runningis. Hence, whether these more
coupled LOW-PEL vertebral motions of SF-AIS influence running performance or affect lumbar mechanics is not known at
present. In conclusion, the SF-AIS trunk displays similar patterns of phase lag and coordination as CON for axial rotation
during treadmill running, but the spinal fusion hinders decoupling of intra-trunk motions, particularly between the lower

back- pelvis motions.

Table:
UP-MID MID-LOW LOW-PEL
CON SF-AIS CON SF-AIS CON SF-AIS

Mean 1.8 0.1 4.6 2.1 8.7 4.5
SD 2.2 2.1 24 1.6 5.5 2.8
Min. -0.6 2.3 0.7 -0.6 2.9 0.6
Max. 6.5 5.3 9.1 4.8 19.5 10.2
Median 1.7 -0.5 4.7 2.7 7.1 4.1
No. of people displayed:

Lag > 2% 4 1 10 6 11

Lag < [2%]

Negative lag 2 6 0 1 0
95% ClI 05,32 -13,14 33,59 09,34 6.0,115 18,73

Caption: Table 1. Phase lag (% stride) between adjacent trunk segments and between-group comparisons. Positive and
negative phase lag: superior segment leads and lags the inferior segment, respectively.

References: [1] Pao et al. J Phys Ther Sci 26(8): 1165-1171, 2014.

[2] Chang et al. 47(14): 3101-3105, 2008.

[3] Kakar et al. ASS/CON. Kolkata, India, 2014.
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THE EFFECT OF BREATHING ON ACTIVE DRAG WHILE SWIMMING
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Introduction and Objectives: In competition, a swimmer must supply adequate oxygen to the muscles for continuing
movement. For this to occur, the swimmer should perform the breathing phase while their body has adequate rotation
which should be integrated into the stroke cycle without increasing resistive forces. Di Prampero et al. (1974) found that
the breathing phase may increase the hydrodynamic drag of the body. It was also reported that the efficiency of stroke
mechanics might be impeded by the breathing frequency (Stager et al. 1989). Town and Vanness (1990) reported that
restricted breathing patterns (one breath every stroke, two, three or four strokes) may impede the efficiency of the stroke
mechanics. Two main forces have a major effect on performance. The first is the propulsive force produced by the
swimmer to propel their body through the water. The second is the drag force which is exerted by the water on the
swimmer. Hence, it is essential for swimmers and coaches to understand the effect of breathing on each of these forces.
The aim of this research is to determine the effect of breathing on active drag using resisted method, and how the
breathing phase influences the swimmer’s technique.

Methods: Nine international male swimmers completed all testing protocols each day over two alternate days. Two
maximum effort free swim trials were performed over a 25 m distance (one without and one with breathing), with the mean
velocity computed over six full strokes. Then, two trials were performed using a resistive dynamometer to achieve a
velocity which was 5% to 8% slower than the mean maximum swim velocity over six full strokes (one without and one with
breathing). The swimmers had five minute rest between each trial to eliminate fatigue on their performance. Using
velocities from free swimming and tethered trials, together with the belt force that was slowing the swimmers, active drag
was calculated using the formula developed by Kolmogorov and Duplischeva (1992). Active drag was calculated
separately for breathing trials and non-breathing trials.

Results: Slower swim velocities were obtained for breathing trials than non-breathing trials (p=0.022), however no change
was observed in active drag (p=0.258)(Table). No difference was observed between days of testing.

Conclusion: The mean active drag values of breathing and non-breathing found in this study were similar to those
previously reported by Kolmogorov & Duplischeva (1992) (97.1+42.3 N at 1.83 m/s). Although, no statistically significant
difference was found between the active drag values of breathing and non-breathing, there was inconsistency in the
results of individual swimmers. Some swimmers who had a slower speed during the breathing trials than the non-
breathing trials had a correspondingly greater active drag value for the breathing trials. The slower mean velocity during
breathing trials was likely caused by a greater resistive force exerted on the swimmers due to the breathing technique.
Extra rotation of head and trunk could have been increasing their active drag. Swimmers having extra rotation of the head
and trunk would encounter a greater surface area. Also, the head rotation could affect form drag as well, because; a

cavity is created behind the head during the breath.
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Some swimmers had similar active drag values in both breathing and non-breathing trials. It is likely that these swimmers
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performed their breathing in a more efficient manner and therefore spent less energy to overcome active drag moving
through the water. Hence, as performing breathing is more important for mid to long distance swimmers, practice is

required to perform with greater efficiency while spending less energy.

Table:

Day one Day two

No breathing Breathing No breathing = Breathing
Active drag (N) 109.4+23.1 100.3225.7 | 101.8+31.8 | 93.7+22.1
Swim velocity (m/s) 1.83+0.08 1.82+0.07 1.84+0.08 1.82+0.08

Caption: The mean active drag values and mean speed for both days

References: Di Prampero et al., J.Applied Physiology, 37(1), 1-5, 1974.
Kolmogorov, S.V. et al., J. Biomechanics, 25(3), 311-318, 1992.

Stager, J.M. et al., J. Swimming Research, 5(1), 5-10, 1989.

Town, G.P. et al., J. Medicine & Science in Sports & Exercise, 22(1), 112-116, 1990.
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UTILITY OF VOLUMETRIC FLOW ULTRASOUND INDICES IN PREDICTING INTRAUTERINE GROWTH
RESTRICTION FETUSES

Shier Nee Saw 'Dawn Chia 2Citra Nurfarah Zaini Mattar 3Arijit Biswas 3Choon Hwai Yap '
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Introduction and Objectives: Intrauterine Growth Restriction (IUGR) is a disease where the placenta experiences
vasculopathy and high vascular resistance to blood flow, preventing the fetus from receiving enough nutrients and oxygen
to meet growth potential. Its prevalence is approximately 3% in developed countries [1] and up to 10-15% in developing
countries [2]. There is current no treatment or prevention for IUGR, but with detection, early delivery can be induced to
reduce /n-ufero malnutrition and hypoxia to improve outcome [3]. It is thus important to evaluate and improve IUGR
detection techniques. Currently, IUGR is detected using umbilical ultrasound Doppler indices such as Resistance Index
(RI) and Pulsatility Index (P1), which were shown to correlate with increase vascular resistance of blood flow in the
placenta [4]. However, mathematically, these indices measures flow pulsatility instead of resistance, and experimentally, it
has been shown that RI describes compliance better than resistance [5], leading to our question of their theoretical
applicability to high-resistance detection, and motivating our current study. In this study, we performed numerical
modelling of umbilical-placental circulation and analysed clinical human fetal ultrasound scans to review the reliability of
various Doppler indices as surrogate for placental vascular resistance, and to propose indices and quantification
techniques for improved accuracy.

Methods: Lumped-parameter numerical modelling (Figure 1(a))) was performed to study flow in the umbilical-placenta
circulation. Various umbilical Doppler indices were evaluated for their reliability in detecting high placenta vascular
resistance. Clinical Doppler ultrasound scans of 537 normal and 13 IUGR human fetuses from GUSTO study [6] were
investigated for their capabilities for distinguishing IUGR from normal fetuses.

To improve the quantification accuracy of indices involving umbilical vascular cross-sectional areas, we employed 3D
reconstruction of vessels in the quantification and examined the improvement in accuracy.

Results: Numerical results showed that the Rl and Pl showed significant dependence on both placenta vascular
resistance and compliance, and could not be unique representations of vascular resistance and of placenta insufficiency.
Mean forward flow through the umbilical arteries, on the other hand, is independent of compliance, and dependent only on
resistance, indicating improved ability to represent placenta insufficiency. Clinical data showed that mean flow parameters
such as UATAV and UVVF may be more useful in distinguishing IUGR fetus compared to pulsatility indices (Rl and PI),
having lower p-value and higher area under receiver operating characteristic curve (Table 1).

QMean flow parameters, however, require the measurement of vascular cross-sectional area on top of velocity. Our
results showed that 3D method can quantify cross-sectional areas better than 2D methods can, allowing arterial inflow to
match vcenous outflow with a higher correlation coefficient. 3D methods of vascular size quantification can thus aid in

more accurate quantification of mean umbilical vascular flow rates.
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Caption: Figure 1. (a) Schematic of the lumped-parameter model. The umbilical-placenta circulation is modeled as
electrical circuits equivalents. Ri — ith resistance; Ci — ith compliance; Pi — pressure at i; QRi — Flow through the ith
resistance; QCi — rate of fluid going into compliance storage. (b-c) Results of modeling the dependence of RI, Pl and
mean forward flow on vascular resistance and compliance. (e) Comparison of 2D and 3D methods in quantifying umbilical
vascular flows.

Conclusion: Our computational work suggests that mean forward flow is a better parameter in gauging IUGR and clinical
results corroborate this notion. 3D quantification of blood flow is more accurate compared to conventional 2D

quantification method.

Table:

Doppler Indices Area Under ROC Curve  P-value
Umbilical Artery Time-Averaged Velocity (UATAV) 0.617 0.012
Pulsatility Index (PI) 0.616 0.025
Resistance Index (RI) 0.612 0.059
Umbilical Vein Area (UVA) 0.600 0.024
Umbilical Vein Velocity (UVV) 0.582 0.175
Umbilical Vein Volumetric Flow (UVVF) 0.582 0.049

Caption: Table 1 Area under ROC curve for prediction of IUGR fetuses using different umbilical Doppler indices and P-
value indicates statistical test for difference between normally-grown and IUGR fetuses.

References: [1] Barut, F. et al., Diagn Pathol, 5: 24, 2010.

[2] Gardosi, J., Clin Perinatol, 38: 21-31, 2011.

[3] Lindqvist, P.G., et al., Ultrasound Obstet Gynecol, 2005. 25: 258-264, 2005

[4] Lausman, A., et al., J Obstet Gynaecol Can, 34: 17-28, 2012.

[5] Bude, R.O., et al., Radiology, 211: 411-417, 1999.

[6] Soh S.E., et al., Int J Epidemiol, 43:1401-1409, 2014.
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Introduction and Objectives: Bileaflet mechanical heart valves (MHVs) designs are known for providing a uniform flow
profile and a lower incidence of structural complications. However, thrombus formation on the hinges, valve failure and
leaflet escapement have been reported in certain designs. To date, to the best of the authors’ knowledge, almost in all of
the studies performed around the hemodynamics of the bileaflet MHVs, a pulsatility rate (PR) or a heart rate (HR) of 70-72
beats per minute (bpm) has been considered. In fact, the HR of ~72 bpm does not represent the entire normal spectrum
of physiological conditions under which the native or prosthetic aortic valves function. The HRs of 60 bpm or 120 bpm
may lead to hemodynamic complications such as plaque formation and/or thromboembolism in patients. The objective of
this study is to assess the hemodynamic performance of the bileaflet MHVs in a wide range of normal and physiological
HRs, i.e., 60-150 bpm in the forward flow phase.

Methods: We applied an idealistic computational platform in this study which was recently developed in our laboratory [1].
Also, a similar model was developed for benchmarking of our results in which the SJM bileaflet mechanical valve was
replaced by a native aortic valve. The flow around the bileaflet MHV (SJM model) is considered pulsatile and
encompasses the three regimes of laminar, transient, and turbulent. To predict the salient features of flow around the
bileaflet MHV, the shear stress transport (SST) low-Re two-equation turbulence models were applied.

Results: The hemodynamic performance of the SJM valve such as the regions of high shear stress, recirculation zones,
vortex shedding and velocity profiles were assessed. Results suggest that the peak values of the velocity profile
downstream of the valve increase as the HR increases but the location of the maximum velocity changes with HR. Results
also indicate that the maximum values of shear stress and the wall sheer stresses (WSS) downstream of the valve are
proportional to the HR values. Interestingly, the increase rate of WSS in the model with the SJM valve is remarkably
higher than that in model with the native valve. More importantly in the model with the SJM valve, when the range of the
HR is 90 bpm and higher, the threshold of the platelet activation is met in multiple locations of the aortic root which in turn
may lead to thrombogenic complications.

Conclusion: Lack of adequate studies in the hemodynamic assessment of the MHVs at a variety of normal and
physiological HRs was the motivation for the present study. Our results suggest a high risk of thrombogenicity associated
with the hemodynamic performance of MHVs when the HR is high (90-150 bpm). The high value of shear stress in the
areas around the valve housing and leaflet leading edges and wakes meets the threshold for platelet activation. These
findings may be of importance in the hemodynamic performance of bileaflet MHVs and may play an important role in the
design improvement of conventional prosthetic heart valves and the design of the next generation of prosthetic valves.
References: [1] Jahandardoost M. et a. IMECH J Eng in Med, Under Review
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MODELLING EXPIRATION USING VISCOELASTIC PRESSURE DEPENDANT RECRUITMENT MODELS - IS IT THE
SAME AS INSPIRATION
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Introduction and Objectives: Viscoelastic Pressure Dependent Recruitment Model (VEPRM) models recruitment, over-
distension and viscoelastic effects under various ventilation manoeuvres [1]. This model improves understanding of
respiratory pathophysiology in complex lung diseases such as Acute Respiratory Distress Syndrome (ARDS) and allows
accurate model predictions of patient response to differing ventilator settings which can be used in a clinical setting to
improve patient care.

Methods: VEPRM [1] is based on the pressure recruitment model which uses the alveolar recruitment mechanism
proposed by Hickling [2], where viscoelastic effects are assigned to each layer of the recruitment model. This results in
pressure dependant compliance and resistance. Passive expiration can be modelled by the analysis of the VEPRM with a
reverse in the direction of the flow, and the addition of an expiratory resistance, which represents the resistance to
expiration due to the ventilator tubing. Expiratory resistance can be estimated by simple linear regression of the airway
pressure and flow [3].

During expiration, to determine the recruitment status of a layer of lung units, threshold closing pressure (TCP) is required
in addition to threshold opening pressure (TOP) used in inspiration as stated by Hickling [4]. During expiration, an opened
lung unit remains open if the alveolar pressure is greater than the sum of superimposed pressures and TCP. Thus, if the
VEPRM is successfully fitted to inspiration, the only free parameter required for fitting the model to the expiration is TCP.
This identification is performed by a simplex search, using TOP as an initial estimate of TCP.

Airway pressure and flow data, sampled at 125Hz were measured from 12 mechanically ventilated ARDS patients. The
study was approved by the local ethics committees of participating hospitals. The expiration data used comes from
dynamic slice manoeuvres. The dynamic slice is an inspiration of 600mL/s for 2 seconds followed by free expiration. Data
from low flow and static compliance automated single step manoeuvres are used for identification of inspiratory
parameters, as explained in [1]. See [5] for a detailed description of the experimental setup. A hierarchical
individualisation process is used to identify the VEPRM model parameters for inspiration. In this process, the simpler
models are identified first, and then used as initial guesses for the more complex models [1,6].

Results: When fitting to the dynamic slice data, there was a very good fit on inspiration for 12 patients, coefficient of
determination CD > 0.9. 4 patients had their inspiration parameters fitted well (CD > 0.9) to the expiration data with
median [Interquartile range (IQR)] CD of 0.912[0.905-0.919]. 8 remaining patients had poor model fits with median [IQR]
CD of 0.711[0.654-0.770Q].
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In 6 patients, the identified TCP is greater than TOP which is not physiologically plausible and does not follow the
recruitment model assumptions [4,7] where TOP is always higher than TCP. An identified TCP greater than TOP is an
artefact of the numerical method for model fitting or a sign of mismatch between the model and the dynamics of reality.
While some patients have poor model fits, it is of particular importance that there is systematic error, with pressure being
underestimated at the beginning of expiration, and overestimated at the end of expiration as shown in Figure 1. This poor
fitting suggests that some parameters that have been assumed constant for inspiration and expiration are actually
different. It is likely that the resistance parameters used are not the same during inspiration and expiration. This difference
is due to the flow having different geometry during inspiration, where the airways are bifurcating, from expiration, where
airways are joining [8].

Figure:

Caption: The VEPRM model fitted to expiration for two different patients. The expiration of Patient 6 fits well to the model,
whereas the model does not capture the behaviour exhibited by Patient 3.

Conclusion: The viscoelastic pressure dependent recruitment model can only be used to model expiration in 4 of 12
patients. In most patients, the parameters identified from inspiration no longer describe the pressure response of the lung
during expiration. In order to use expiration data for respiratory mechanics models and to better understand respiratory
processes, further studies are required to investigate which model parameters are the same in inspiration and expiration,
and which are different.

Caption:
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A COUPLED HUMAN LEFT VENTRICLE AND SYSTEMIC ARTERIES MODEL
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Introduction and Objectives: Cardiovascular disease leads to over 17 million deaths worldwide per year, which makes it
the single greatest cause (48%) of motality. Understanding how the disease develops and relationships between each
part in the cardiovascular system are very important for reducing motality and morbidity. Computational simulation is
effective in studying the cardiovascular system, but modelling a detailed three-dimensional description of a left ventricle
(LV) combined with a dynamic systemic arterial circulation remains a major challenge.

Methods: Two advanced independent mathematical and computation models for the LV and the systemic arteries are
coupled to study the interactions in the systemic arterial circulation. The coupled model consists of a dynamic three-
dimensional finite-strain structure-based LV, and a one-dimensional dynamic physiologically-based model for the systemic
arteries. The fluid-structure interaction (FSI) is described by an Immersed Boundary (IB) approach, in which an
incompressible solid is immersed in a viscous incompressible fluid, and solved by a Lagrangian Finite Element (FE)
method. The passive and active material parameters in the LV model are determined by fitting the end-diastolic and end-
systolic volumes to measurements of the left ventricular volume. The systemic circulation model consists of two groups of
arteries, large arteries and small arteries (vascular beds). The large arteries model uses a Lax-Wendroff scheme to
compute the cross-sectional area-averaged flow and pressure based on physiological parameters of the arterial tree, such
as length, radius and compliance, which are measured and using MRI. The small arteries are modelled as asymmetric
structured trees to give outflow boundary conditions at the end of each large arteries. The coupling is achieved by
matching the pressure and flow rate at the aortic root, i.e. the circulation model feeds back the pressure as a boundary
condition to the LV model, and the flow rate from the LV is used as the input for the circulation model. An explicit method
is used. Among the four phases during one cardiac cycle in the LV, the coupling only happens during systole; two models
are separate during all the other phases, i. e. diastolic filling, iso-volumetric contraction and relaxation. The coupling starts
when the pressure in the LV is higher than the end-of-diastolic pressure in the ascending aorta, and it ends when
backflow occurs at the interface.

Results: The results of this coupled model (normal case) show good agreement compared with measured data (less than
5% in peak flow rate). Three disease-related cases are studied in the coupled model, i. e. stiffening of arterial wall,
changing end-of-diastolic pressure and simulating functional rarefaction. Results of the disease-related cases are
compared with the normal case.

Increasing the stiffness of the large arteries by 50% and 100% result in increased pulse pressure (3.8% and 8.0%) and
decreased trough pressure (4.1% and 8.0%) in the ascending aorta, while increasing the stiffness of small arteries has
less effect on the pressure or the flow rate during systole. Increasing the degree of vascular rarefaction (5.8%, 13% and
20%) increases both peak and mean pressure in the aorta (2.6%, 8.6% and 17.6% for peak pressure), but the peak flow

rate barely changed. Increasing the EDP from 8 mmHg to 10 mmHg leads to an 4.1% increase of the end-of-diastolic
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volume and 9.76% increase of the cardiac output as well as a 5.9% increase of the peak LV pressure, while decreasing

the EDP has the opposite effects on these characteristics.

Figure:

Caption: Coupling the 3-D LV model and the 1-D systemic circulation model

Conclusion: We have developed a dynamic left ventricle and circulation model, which contains a dynamic FE/IB LV model

and a cross-sectional area-averaged systemic circulation model. The model provides insight into the roles of the
physiological parameters, as well as predictions of blood flow and pressure at any position in the systemic arteries. The
coupled model can be used to analysis the interactions of the LV and the systemic arteries during systole as well as to
explore the causes and development of cardiovascular diseases.

References: [1] Gao H et al., Dynamic finite-strain modelling of the human left ventricle in health and disease using an
immersed boundary-finite element method, IMA Journal of Applied Mathematics, 79:978-1010, 2014.

[2] Gao H, et al., Initial experience with a dynamic imaging-derived immersed boundary model of human left ventricle,
Functional Imaging and Modeling of the Heart: 7th International Conference, 7945-11-18, 2013.

[3] Olufsen MS et al., Numerical Simulation and Experimental Validation of Blood Flow in Arteries with Structured-Tree
Outflow Conditions, Annals of biomedical engineering, 28:1281-1299, 2000.

[4]. Olufsen MS et al, Rarefaction and blood pressure in systemic and pulmonary arteries, J Fluid Mech, 705:280-305,
2012
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NUMERICAL INVESTIGATION OF DESIGN PARAMETER EFFECTS ON HEMODYNAMICS IN A NOVEL SPIRAL-
INDUCING BYPASS GRAFT
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Introduction and Objectives: In the present work, a numerical investigation has been conducted to analyse the blood flow
in an End-To-Side (ETS) distal graft anastomosis. The aim is to evaluate the hemodynamic effects of different geometrical
parameters involved in the design of a novel spiral-inducing prosthetic graft [1], the performance of which is based on the
identification of the blood motion as a swirling flow in the whole arterial system [2]. The relevance of spiral and helical
configurations of prosthetic graft lies in the physiological benefits of the swirling flow as a natural phenomenon for the
stabilisation of the blood flow with the inhibition of stagnation and flow separation points [3]. It is known that the
hemodynamic parameters play an important role in the development of stenosis at the junction due to thrombosis,
atherosclerosis and intimal hyperplasia, which are the main causes of graft failure [4].

Methods: Computational Fluid Dynamics (CFD) has been used to simulate the blood flow through a peripheral bypass
graft anastomosis that engenders a spiral flow by means of a helical ridge in the internal wall of the graft. The effects of
different design parameters have carefully been studied including the ridge cross-sectional area, position and number of
ridges. All the three-dimensional simulations were conducted for different Reynolds numbers (570, 1140 and 1700) and
the blood flow was assumed as laminar, incompressible and Newtonian fluid. The walls were considered as rigid with no-
slip condition.

Results: The results show that changing the orientation of the trailing edge as well as increasing the height of the elliptical
ridge and the cross-sectional area of the circular ridge have significant influence on producing secondary flow in the
lumen. Furthermore, the effects of such design parameters are observed in the distribution of Wall Shear Stress (WSS)
that represents a fundamental hemodynamic factor in the enhancement of bypass graft patency rates. By contrast,

changing the width of the elliptical ridge was found to have marginal effects.
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Figure:

Caption: Top: Schematic of the computational model. Bottom: Secondary velocity magnitude contours at the monitoring
plane 2 for different geometrical parameters. The results correspond to the schematics of ridges with solid lines.
Conclusion:

In this work, the physiological importance of secondary flow motion produced by spiral ridges on peripheral bypass graft
anastomosis has been studied using CFD in order to determine the qualitative influence of different design parameters. In
addition, the effects of pulsatile inlet flow and the non-Newtonian behaviour of the blood will also be analysed using
different haemodynamic metrics (e.g. Oscillatory Shear Index and Relative Residence Time) to present a more
physiologically-accurate prediction.
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OPPORTUNITIES FOR MEASURING WHEELCHAIR KINEMATICS IN MATCH SETTINGS; RELIABILITY OF A THREE
INERTIAL SENSOR CONFIGURATION
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Introduction and Objectives: . Increased professionalism in wheelchair basketball has raised the need for scientific input
into optimizing performance. Knowledge of wheelchair kinematics during a match is prerequisite for this performance
improvement [1]. Unfortunately, no measurement system providing key kinematic outcomes has proven reliable in
competition. A method for measurement of wheelchair kinematics in match play would allow for applied research into
athlete-wheelchair interaction by determining the relation between wheelchair settings, kinematics and performance. That
knowledge could provide basis for more precise and faster optimization of individual wheelchair settings and thereby
support existing experience-based expertise. In this study, the reliability of acquiring wheelchair kinematics based on a
three inertial measurement unit (IMU) configuration was assessed in match-like basketball conditions.

Methods: Twenty participants performed a series of tests reflecting different motion aspects of wheelchair basketball, such
as a straight 5m sprint; a slalom; a U-turn; moving back and forth while rotating; collide and spin (see Figure 1). During
these tests wheelchair kinematics were simultaneously measured using IMU’s on wheels and frame, and a 24-camera
optical motion analysis system serving as gold standard. Calculated outcomes of wheelchair kinematics based on IMU
and gold standard were compared to test the reliability of the IMU sensor configuration.

Results: Results show only small deviations of the IMU method compared to the gold standard. As expected, kinematics
derived from wheel rotation showed increased errors in wheel skidding conditions. Therefore newly skid correction
algorithms were developed, using multiple sensor information. Once these algorithms were applied, calculated Root Mean
Square Errors (RMSE) showed good estimates for frame displacement (RMSE< 0.05m) and speed (RMSE< 0.1m/s),
except for three truly vigorous tests (during collisions and an evoked skidding stop). Estimates of frame rotation in the
horizontal plane (RMSE<3°) and rotational speed (RMSE<7°/s) were very accurate in all tests. Differences in calculated
instantaneous rotation centres (IRC) were small, but somewhat larger in tests performed at high speed. At normal speed
the error in calculated distance between IRC and frame centre stayed below an RMSE of 0.1m, but at high performance
speeds it reached up to an RMSE of 0.19m. For linear speed (ICC’s > 0.90), rotational speed (ICC>0.99) and IRC (ICC>
0.90) average outcomes showed high correlations between IMU data and gold standard. So, even estimates with higher

RMSE values, showed small errors once averaged per test.
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Figure:

Caption: Test track lay-out and example tests: a) Slalom test; b) Figure eight test; c) U-turn (left & right); d) Star twist

(moving back and forth, combined with rotation)

Conclusion: The developed method provides a valuable tool for wheelchair athletes, coaches and researchers to perform

ambulant measurements and applied research in the field of wheelchair sports. Wheelchairs can easily be equipped with

cheap lightweight IMU sensors, providing reliable wheelchair kinematics if wheel diameter and track width are known. In

future research, the use of this method might allow for a more detailed profile of wheelchair kinematics during a match.

Combined with measurement of additional quantities, such as exerted force or observed game performance information,

this allows for composition of an athlete specific performance profile. Such a profile could be used to determine the effect

of sport specific training or wheelchair setting adjustment.

Table:
Test Displ.(m) | Speed (m/s) | Rotation @ Rot.speed | IRC dist. (m)
) (°/s)
Speed RMSE RMS | ICC | RMSE RMS ICC RMS | ICC
E E E
Straight Norma 0.02 0.03  0.99
I 8
High 0.02 0.09 0.99
7
Slalom Norma 0.03 0.02 | 1.00 1.9 44 | 0.99 0. 0.98
I 0 8 9 08 8
High 0.03 0.05 1.00 1.8 56  0.99 0. | 0.95
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0 2 8 13 8
Figure 8 Norma 0.02 0.02 | 0.99 1.2 41 0.99 0. | 0.98
I 9 2 8 10 3
High 0.04 0.05  0.99 1.3 53  0.99 0. | 0.94
9 3 8 14 5
U-Turn Norma 0.02 0.02 | 0.99 1.1 3.1 0.99 0. | 0.98
[ 9 1 7 08 8
High 0.03 0.07  0.99 1.2 42 0.99 0. | 0.97
8 6 7 19 3
Turn on Norma 0.03 0.03 | 0.98 1.5 46 0.99 0. 0.91
spot I 9 7 9 05 7
High 0.02 0.06 = 0.98 2.6 6.8 | 0.99 0. | 0.97
7 0 8 03 4
Star Twist High 0.03 0.04 | 0.99 1.7 5.7 | 1.00 0. | 0.97
7 9 0 08 9
Star Move High 0.10 0.08 | 0.99 1.4 3.9 1.00 0. | 0.98
3 7 0 10 6
Collision High 0.07 0.27 0.93
6
Straight High 0.04 0.21 0.97
Skid 1

Caption: The RMSE values and ICC for test means are calculated for the difference between the IMU method and
Optitrack gold standard. Calculated average parameters are: displacement (displ.), speed, rotation, rotational speed (Rot.
speed) and IRC during typical tests performed at normal and high speed.

References: [1] Mason, B. S. et al. (2013). Sports Medicine, 43(1), 23-38.
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MODIFICATIONS OF PROPULSION MECHANICS WITH INCREASES IN SPEED ALTERS DISTRIBUTION OF
MECHANICAL DEMAND IMPOSED ON THE UPPER EXTREMITY
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Introduction and Objectives: Preservation of shoulder function is important for manual wheelchair (WC) users with spinal
cord injury (SCI). Manual WC propulsion is an effective form of low-cost wheeled mobility as it preserves upper body
strength, cardiovascular conditioning as part of daily activities, and community participation. Repetitive mechanical loading
of the upper extremity often leads to physical impairment (e.g. shoulder pain) that affects activities of daily living.2
Current experimental research and clinical guidelines promote improved interaction between the individual and the WC as
a means to mitigate detrimental mechanical loading of the shoulders.3

Manual WC propulsion requires generation of a reaction force (RF) at the handrim with a component tangential to the
wheel. The mechanical demand (Net Joint Force (NJF), Net Joint Moment (NJM)) imposed across the upper extremities,
however, is affected by orientation of the resultant RF relative to the body segments.45 Model simulation results indicate a
2-fold increase in RF magnitude can result in minimal changes in shoulder NJM magnitude without decrements in
performance if the orientation of the RF relative to the upper extremity segments is modified.4 The aim of this study was to
determine if individuals with SCI modify mechanical load distribution imposed on the upper extremity by reorienting the RF
relative to the forearm and upper arm when manually propelling their WC under free as compared to self-selected fast
conditions.

Methods: Forty-one experienced manual WC users (8 Females, 33 Males) with paraplegia (8 * 6 yrs post SCI) from the
Rancho Los Amigos National Rehabilitation Center volunteered to participate in accordance with the Institutional Review
Board. Individuals were excluded from participation if they reported a history of shoulder pain that altered performance of
daily activities. Kinematics (VICON, 50Hz) and pushrim RFs (SmartWheel, 240Hz) were collected during manual WC
propulsion on a stationary ergometer at self-selected free and fast conditions. Joint kinetics (NJM, NJF, Visual 3D) and
mechanical load distribution represented as a percent of the total NJM (e.g. NJM elbow/(|[NJMshoulder| + |[NJMelbow|))
were used to characterize within subject differences in propulsion mechanics during the push phase at self-selected free
and fast conditions.

Results: Within-subject analyses revealed that over a third of the participants in this study modified the mechanical load
distribution imposed on the upper extremity during the push phase by more than +/-10% when manually propelling their
WC under free as compared to self-selected fast conditions. The median mechanical load distribution imposed on the
shoulder was 77% for both free and fast conditions. Participants with a load distribution exceeding the median under the

free condition demonstrated increased elbow and reduced shoulder contributions to NJM during the fast condition. In
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contrast, participants with a load distribution less than the median under the free condition exhibited mixed results. In this
group, redistribution of mechanical load was achieved by redirecting the reaction force, modifying forearm and upper arm
orientation, or some combination of both. Figure 1 illustrates how two exemplar participants, with similar increases in RF
magnitude with speed, modified the orientation of their RF relative to the upper extremities and, as a result, redistributed
the mechanical demand. Exemplar Subject1 increased the mechanical demand imposed on the elbow by 28% when
shifting from free to fast conditions, resulting in a decrease in rotational demand imposed on the shoulder. Note however
that more vertically oriented reaction forces associated with reduced contribution of the shoulder NJM are likely to add to
the upward component of the shoulder NJF. In contrast, exemplar Subject 2 generated similar increases in RF at the
faster speed, yet the RF force acted posterior to the forearm thereby changing the elbow NJM from an extensor to a flexor

moment and thereby increasing the demand imposed on the shoulder.

Figure:

Caption: Fig 1 NJM distributions for 2 participants with comparable increases in RF during push between free and fast
propulsion conditions.

Conclusion: Knowledge of how experienced manual WC users regulate increases in mechanical demand imposed on the
shoulder joint in response to increased speed requirements provides an important step in identifying effective propulsion
strategies for individuals to maintain and improve performance while mitigating the repetitive loading associated with the
development of shoulder pain.

Funded in part by the Southern California Clinical and Translational Science Institute

References: [1]Dalyan et al. Spinal/ Cord.1999;37(3):191-195.
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EVALUATION OF A WHEELCHAIR TRICYCLE ATTACHMENT FOR PERSONS WITH DISABILITIES IN DEVELOPING
COUNTRIES
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Introduction and Objectives: The design was done in reference to need, opportunity identification, brainstorming within
groups, visiting search field, making observation and interviews to identify the existing needs and evaluation to select
design opportunities. The use of the attachment will allow the user (disabled persons) to access the daily socio-economic
activities for personal development and income generation. The attachment can provide large distance coverage as
compared to the manual wheelchair which is mostly for indoor activities.

The main objective of this project was to develop a wheelchair tricycle attachment for easier accessibility and increased
performance to the wheelchair users in Dar es Salaam and Kilimanjaro regions (Tanzania).

Methods: The design was done in reference to need, opportunity identification, brainstorming within groups, visiting
search field, making observation and interviews to identify the existing needs and evaluation to select design
opportunities. Each wheelchair user will have his/her unique set of needs which the wheelchair should cater for. The
wheelchair should take into account the wheelchair users as: Home environment, Disability, Lifestyle and Economic
situation. This was done by investigating the existing driving systems for both wheelchairs and tricycles. Literature review,
survey, information analysis, observations, manufacturing, design testing, evaluation and interviews was carried out.
Conceptual design was done followed by embodiment design and detail design The evaluation was done by looking
through the following criteria; i.e. easy to manufacture, low production cost, reasonable product price, easy to operate,
simple design, efficiency, ergonomics, aesthetics and weight.

Detail and assembly drawings of various components and manufacturing were carried out at Tanzania Training Centre for
Orthopaedic Technologist (TATCOT). Thirty disabled people were interviewed. Finally we were able to manufacture five
units. From these units we were able to test on 5 wheelchair users tested as shown as one of them in (Figure.1) with the
consideration of Operating efficiency, Conformance to standards, Torque transmitted, Power transmitted and
Conformance to ergonomics requirements.

From the evaluation point of view, we began by identifying the static loads on the wheelchair and attachment when the
attachment is in use. We made the conservative estimate that the center of gravity of the user will be at the center of the
seat. Using equations from summing moments about the rear wheel axle and summing the vertical forces in the device.
The reaction forces at both wheels could be obtained for a predetermined human load. In order to make a simple
calculation of the moment on the device at the place the attachment connects to the wheelchair.

The Clip-on Tricycle Attachment is a quick release clip-on, clip-off attachment which can be fitted to the Motivation Rough
Terrain wheelchair. It converts the wheelchair into a tricycle allowing the user to travel greater distances more effectively.
After attaching to the main frame of wheelchair, need to lock it so as to avoid twisting and dismantle of the front

attachment. The mounting / junction part to the main beam of the wheelchair need to be clamped so as the castor wheel
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depending with topographic of the land. For indoor activities such as office, home, hospital and other places, user will
remove the attachment easily and park lock on the security area.

Results: The results of the majority of the wheelchair users interviewed became disabled early in life with a birth defect or
polio, of which most had to resort to crawling as a means of mobility before obtaining a wheelchair or tricycle. Most of the
interviewed needed to travel multiple kilometers per day. For long distance a tricycle required less much power than a
wheelchair. One major problem observed during the assessment was the inability of many people to purchase their own
mobility aid. As a result, the tricycles attachment was observed to be a proper solution for wheelchair users and also for
environmental concerns (Indoor & Outdoor).

Figure:

Conclusion: The attachment during attaching/detaching on the wheelchair was agreed to be a better solution for

wheelchair users.

Table:
TESTING CRITERIA WHEELCHAIR USER
RESPONDS(N=5)
Operating efficiency 80%
Conformance to standards 85%
Power transmitted 90%
Conformance to ergonomics requirements 88%
Aesthetics 90%

Caption: Table 1: Testing criterias for the wheelchair users (n=5)
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INFLUENCE OF THE MANUAL WHEELCHAIR SETTINGS WHEN ROLLING ON A CROSS-SLOPE : A THEORETICAL
STUDY
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Introduction and Objectives: The manual wheelchair (MWC) allows disabled people to retrieve both mobility and
autonomy. However, it can induce overload on the upper body [1], which can be amplified by some daily situations, such
as cross slopes. This specific situation requires additional efforts to counterbalance the MWC tendency to roll the hill
down [2], [3], [4].
This additional load could be limited by appropriate adjustments of the MWC. Unfortunately, MWC has a large panel of
geometrical and material settings, making the selection of the best combination for propelling on a cross-slope difficult. If
the effect of the fore-aft location of the user’s center of mass was rapidly identified [4], the effects of other settings such as
tire type, swiveling resistances, etc, are not yet defined.
So, the aim of this study was to evaluate, by means of a theoretical model, the effects of a large panel of MWC settings on
the counterbalancing braking moment required to maintain the straightforward displacement on cross slopes.
Methods: : A static mechanical model of a subject and the wheelchair on cross-slope was defined with a three wheeled
MWC, to fulfill iso-static conditions (Figure 1). This model allowed linking the braking moment Ms->w applied by the
subject at the center of rear wheel axle on the wheelchair, to 10 geometrical and mechanical parameters of the MWC, the
cross slope and the subject, leading to the following expression:
Ms->w = (ns*Ps+nw*Pw) *sinf - C*d/d1

-frf*cos® * (ns*Ps+nw*Pw) * (1/d+1/d1)

- frr *cos@ * ( Ps *(d-ns)/d +Pw * (d-nw)/d ) (equation 1)
Ranges of variation of each parameter were defined according to the literature as follows : ns / nw are the distances
between the subject (s) / the wheelchair (w) centers of mass and the rear wheel axle, both ranging from 0.05 m to 0.3m;
ms / mw are the subject / wheelchair masses, ranging from 50kg to 90kg for the subject and from 7 kg to 20 kg for the
wheelchair ; C is the fork pivot resistance, ranging from 0.02 Nm to 0.1 Nm; d is the wheelbase, ranging from 0.3 m
to 0.45m, d1 is the horizontal length of the fork, ranging from 0.03m to 0.06m; frr / frf are the front / rear wheel swiveling
resistance parameters, both ranging from 0.001m to 0.002m. In this study, the inclination of the cross slope (8) was
chosen equal to 6°.
A 2-level in-silico experimental plan was designed to cover every possible wheelchair parameter sets, each parameter
taking the minimal or the maximal value of its variation range, resulting in 1024 parameter sets. For each set, the resulting
braking moment was calculated according to equation 1.
Results: Relatively to the averaged braking moment Ms->w of 7.4 Nm, the variations — named “effects” — due to a change

between medium and maximal value of the tested parameters were expressed in table 1.
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With respect to the range of their individual variations, parameters with the greatest effects were the fore-aft distance of

SOCIETY OF
GLASGOW BIOMECHANICS

the subject’s center of mass (ns), but also the horizontal length of the fork and the swiveling resistance of the front wheel,
for instance.

Figure:

Caption: Figure 1: free body diagram of the static wheelchair on a cross slope

Conclusion: This study allowed quantifying the effects of manual wheelchair parameters on the counterbalancing braking
moment required during propulsion on cross slopes. As found in the literature, the fore-aft distance between the subject
center of mass and the rear wheel axle is the major lever to limit load on upper limbs during cross slope propulsion [2]:
placing the total center of mass above the rear wheel axle should cancel the effect of the cross slope. Unfortunately, this
setting would increase the MWC backward tilting risk. However, this study demonstrates that reducing the length of the
fork or increasing the swiveling resistance of the front wheel, for instance, could also help in limiting the users’ efforts.

Further experimentations need to be conducted to confirm the results of this theoretical study.

Table:
Effect / Interaction = Label Effect
(Nm)

Ns Distance subject center of mass / rear axle [m] 5,77
frs Front wheel swiveling resistance parameter [m] -1,98
di Horizontal length of the fork [m] 1,97
Mms Subject mass [kg] 1,86
Nw Distance wheelchair center of mass / rear axle [m] 1,40
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My Wheelchair mass [kg] 0,70
C Fork pivot resistance [Nm] -0,38
frr Rear wheel swiveling resistance parameter [m] -0,35
d Wheelbase [m] -0,19

Caption: Table 1: Effects of the parameter variation from medium to maximal value on braking moment for a 6° cross
slopes.

References: [1] Van-der-Woude et al., Medical Engineering & Physics, vol. 23, n° 110, pp. 713-733, dec 2001.
[2] Brubaker et al., J Rehabil Res Dev, vol. 23, n° 12, pp. 55-58, Apr 1986.

[3] Sauret et al., CMBBE, , 16 Suppl 1, 124-125, 2013.

[4] Tomlinson et al., Phys Ther, vol. 74, n° 14, pp. 349-355, Apr 1994.
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SPINAL POSTURE AND BALANCE IN INDIVIDUALS WITH SPINAL CORD INJURY IN RESPONSE TO WHEELCHAIR
SEAT CHANGES
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Introduction and Objectives: Seating parameters have been shown to affect how one functions from a manual wheelchair
(MWC) base. This includes effects on upper extremity kinematics during propulsion in response to axel position [1] as well
as effects on vertical reach distance and possible influences on postural parameters in response to seat angle changes
[2]. Positioning in one’s MWC is a means by which to optimize function. This is imperative considering the amount of time
individuals spend in their MWC and the high prevalence of upper extremity pain and pathology in this population [3]. The
purpose of this study was to investigate the effects of a seat dump angle change on postural and functional parameters,
including sagittal plane spinal curvature and balance, in MWC users with spinal cord injury. We hypothesize that
increased seat dump angle (created by increasing the height of the front of the seat relative to the back) will increase
lordosis in the thoracolumbar region of the spine and increase balance as measured by a seated reach test.

Methods: Chronic MWC users (>1 year from onset of MWC use) with spinal cord injury (SCI) or disease were recruited.
Each participant's MWC was modified with custom wedges to create 0° and 14° seat dump angles (relative to horizontal)
with a vertical backrest. Spinal posture was measured with a fiber optic system overlying spinous processes from the first
sacral to seventh cervical vertebral level. Spinal curvature was defined as regions of kyphosis and lordosis quantified as
the angles created from the normal to the curve at the endpoints of each region [4]. Posture was captured with
participants looking straight ahead, hands in their lap. Balance was assessed with the modified functional reach test
(MFRT), previously validated for use with individuals with SCI [5]. Electromagnetic sensors were used to track thorax and
humerus segments. The excursion of the sternal notch in the global coordinate system was used to determine forward
reach distance while the dominant arm was held parallel to the ground. Five trials were completed in each seat condition.
The minimum and maximum distances were excluded and the mean of the remaining three were used to determine
MFRT values. Lordosis, kyphosis, and MFRT values were compared between each condition using a Wilcoxon signed-
rank test. All data was combined, to plot a correlation between MFRT and curvature (lordosis or kyphosis) values.
Results: Six participants (3 male; age: 34-52 years; duration MWC use: 2.83-19.25 years; SCI level C6/7-T10)
participated in the study to date. Changes in seat dump angle did not have a consistent, statistically significant effect on
lordosis, kyphosis or MFRT values. Kyphosis value did not have an association with MFRT. Lordosis, when present, was
correlated with MFRT values (R2= 0.66, p < 0.01).
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Figure:

Caption: Figure 1: Correlation between lordosis values for all participants with detectable lordosis, data from both seat
positions combined (R2= 0.66, p < 0.01). Black line indicates fit; blue diamonds indicate values in 0° seat dump angle
condition; green diamonds indicate values in 14° condition.

Conclusion: The seat dump angle changes evaluated in this study had different effects on amount of lordosis in MWC
users with SCI. These differences may be due to SCI level as individuals with higher level injuries (T4 and above) tended
to experience an increase in lordosis (when present) with increased seat dump angle. Those with lower level injuries had
less lordosis in the larger seat dump angle condition. Larger values of lordosis, regardless of seat dump angle, were
associated with increased reach distance. The relationships observed will continue to be assessed as additional
participants are recruited. Seat dump angle did not have a consistent effect on participant posture in this study. However,
increased spinal lordosis may be associated with enhanced balance and function from a MWC base.

References: [1] Boninger et al, Arch Phys Med Rehabil, 81: 608-13, 2000.

[2] Hastings et al, Arch Phys Med Rehabil, 84: 528-34, 2003.

[3] Dyson-Hudson et al, J Spinal Cord Med, 27: 4-17, 2004.

[4] Cloud et al, Gait Posture, 40: 369-74, 2014.

[5] Lynch et al, Phys Ther, 78: 128-33, 1998.
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ESTIMATED ATHLETE’S BASKETBALL MATCH PERFORMANCE BASED ON MEASUREMENT OF WHEELCHAIR

KINEMATICS USING INERTIAL SENSORS.
R.M.A van der Slikke, M.A.M. Berger, D.J.J. Bregman, H.E.J. Veeger

Introduction & Objectives: Since wheelchair basketball events have become more and more competitive, there is a need
to optimize all factors contributing to team performance. One of these factors is individual kinematic performance of the
athletes, yet to date limited kinematic match information is available. Knowledge of wheelchair kinematics during a match
is prerequisite for further performance improvement [1]. In this study wheelchair kinematics profiles of athletes on different
competition levels are measured during a match, using a newly developed inertial sensor based measurement method [2].
Measurement outcomes provide an impression of typical match characteristics and show which characteristics seem
sensitive to discriminate between performances based on classification and competition level.

Methods: Twenty nine participants were measured in their own wheelchair during basketball competition matches at top
national as well as international level, with twelve male first division players (National), nine female internationals (NL &
UK) and eight male internationals (NL, ISR & AUS). Field positions (guard, forward and center), as well as athletes’
classification points were evenly distributed over the different groups (Table 1).

Each wheelchair was equipped with three inertial sensors, one on each wheel axis and one on the rear frame bar,
providing key aspects of wheelchair kinematics: displacement, speed, acceleration, rotation, rotational speed and
rotational acceleration. Additionally, the time to reach a certain displacement (2, 4 or 6m) or rotation (90° or 135°) was
calculated. Data were compared at competition level and at the level of athletes’ classifications, with one group class 2.5
or less and one group class 2.5 over.

Results: For all 29 measurements a kinematic profile could be made, although in seven measurements partial data loss
occurred due to vast collisions. During movement time (frame center speed>0.05 m/s) an average speed of 1.22 m/s and
rotational speed of 47.3 °/s was measured, with minor (not significant) differences between competition level groups and
classification groups. The average time to reach a certain distance or rotation, was based on sprints as well as on
movements where no maximal performance was required, such as wheeling to a free throw. Therefore, the average of the
10 fastest sprints and rotations are displayed in the graph (Figure 1). Analysis of competition level revealed only
significant (p<.05) differences for the time to a rotation (90° and 135°), between the national players and both international
male and female players. When grouped by classification, the differences in time to a certain distance or rotation showed

all significant (p<.05).
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Figure: Average time (£ stdev.) from standstill to a certain distance (2, 4 or 6 meter) or rotation (90° or 135°), grouped by

competition level (left chart) and classification (right chart).

Table: Wheelchair athlete (n=29) data, grouped by classification and by competition level.

Group Min Max Mean SD N Level Freq. %
Class 1.0 25 1.7 0.6 National (M) 7 41%
Class <=25 Age 15 42 28.6 74 17 Intern. (M) 5 29%
Intern. (F) 5 29%
Class 3.0 45 4.0 0.6 National (M) 5 42%
Class >2.5 Age 14 46 28.6 94 12 Intern. (M) 3 25%
Intern. (F) 4 33%
. Class 1.0 45 25 14
National (M) 12
Age 14 46 27.9 9.4
Class 1.0 45 28 1.1
Intern. (M) 8
Age 22 42 30.0 6.0
Class 1.0 45 28 1.3
Intern. (F) 9
Age 15 39 28.3 8.8

Conclusion: Average speeds, accelerations, rotational speeds and rotational accelerations, do not discriminate between

groups based on either competition level or classification. To determine best match performance only the ten fastest

forward movements and rotations are included in the analysis, discriminating well between different classification groups.

Competition level based comparison only showed significant differences between national and international players for the

time to rotation. Although the average time to a certain distance also shows noticeable differences between national and

international level, these differences were not statistically significant due to the large standard deviation. Future

enlargement of the measurement population would allow for classification based division within competition level groups,

most likely reducing performance outcomes standard deviations.

Further data analysis and additional research is needed to identify the most sensitive performance measures as well as its

stability over consecutive matches. Once established, this method provides a valuable tool for wheelchair athletes,
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measurement of additional quantities, such as exerted force or observed game performance, this allows for composition
of an athlete specific performance profile. Such a profile could be used to determine the effect of sport specific training or
wheelchair setting adjustment.
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Introduction and Objectives: Accurate estimation of the position and orientation (pose) of a bone from the motion of skin
markers is limited mostly by the relative motion between the markers and the bone, which is known as the Soft Tissue
Artifact (STA). Various methods have been proposed that employ clusters composed of a redundant number of skin
markers (>3) to minimize the effect of the STA on the bone pose estimation, but no satisfactory solution yet exists. The
objective of this paper is to propose a method for the description of the non-rigid kinematics of marker clusters within a
theoretical framework of continuum mechanics. The method entails the definition of time-variant parameters for the
description of the marker cluster strain and the relative rotation and translation between clusters due to the presence of
STA. The latter exercise may provide new insights for the development of novel methods aimed at compensating for the
STA effects.

Methods: The cluster of markers on the skin of the analysed bone is characterized by Triangular Cosserat Point Elements
(TCPEs) defined by all combinations of three markers. The kinematics of each TCPE is evaluated in terms of its
translation vector and deformation gradient tensor [1]. Subsequently, three instantaneous scalar TCPE parameters

{E, @, T} are defined, to characterize the magnitude of strain in each TCPE, and the relative rotation and relative translation
between pairs of TCPEs, respectively.The proposed method was evaluated using previously collected ex-vivo data [2] on
the motion of the lower limbs of three cadavers measured simultaneously from skin markers and bone pins, as shown in
Fig. 1. The cluster of twelve skin markers was used to construct 220 TCPEs. The instantaneous femur position error A8
and orientation error At, and the parameters {£, @, 7} were obtained for each TCPE. The bone pose errors were also
calculated by applying the Procrustes Superimposition (PS) approach on the entire cluster of markers, for comparison.
Results: Statistics of the values of the parameters {£, @, 7} and the pose errors {A8, At} for all the TCPEs are shown in
Table 1. The maximum values of AB and At obtained by a single TCPE were 36 degrees and 95mm, respectively. When
selecting the TCPE with the smallest error at each time step, the maximum values were reduced to 5.2 degrees and 7.5
mm, respectively. In particular, it is noted that a number of TCPEs exhibited errors smaller than those estimated by the PS
approach applied on the entire cluster of markers (on average, 31% of the TCPEs had smaller orientation errors and 21%
had smaller position errors). This suggests that the pose errors could be reduced if selection of quality TCPEs, which best
represent the underlying bone pose, is feasible.To examine the ability of the parameters {£, @, 7} to predict the quality of
the TCPEs' pose estimation, Spearman's rank correlation coefficients (Rs) between the errors {A8,At} of the TCPEs and
each of the parameters {£, @, T} were calculated at each time step. Statistics of the values of Rs are also shown in Table 1.
The results revealed mostly poor to moderate correlations between £ and the errors, suggesting that the strain magnitude

may not be a good parameter for selection of quality TCPEs to estimate bone pose. The strongest correlations were found
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between @ and A6 and between 7 and At. This suggests that TCPEs with smaller @ should more accurately represent
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bone orientation and TCPEs with smaller 7 should more accurately represent bone position.

Figure:

Caption: Fig. 1. Pin and skin markers configuration

Conclusion: The TCPE method proposes a number of physical parameters that can be used to describe the deformation
of the body segment under analysis. It has been shown that some of these parameters correlate well with femur pose
errors measured ex-vivo, which suggests that they can be used to select, at each instant, subset groups of TCPEs which
are more likely to accurately estimate the underlying bone pose. It has been proved that, if an effective method for the
selection of optimal subset groups of TCPEs is devised, the bone pose accuracy can be highly improved. It is expected
that the operational framework provided by the TCPE method can be used to describe the body segment deformation and
to lay the foundation for the compensation of the STA in in-vivo measurements of different populations, motor tasks and

body segments when a high number of observation points are recorded.

Table:
Min Max Median IQR
E (%) 0 61.3 5.9 8.5
@ (deg) 0 6.8 40.9 6.2
7 (mm) 0 87 15 14
AB (deg) 0 36.2 5.2 6.6
At (mm) 0 95.8 9.7 14.4
Rs (£, AB) -0.49 0.79 0.40 0.26
Rs (@, AB) -0.19 1.00 0.70 0.31
Rs (7, AB) -0.44 0.90 0.56 0.20
Rs (£, At) -0.24 0.85 0.50 0.22
Rs (@, At) -0.11 0.89 0.57 0.21
Rs (7, At) -0.05 1.00 0.78 0.19

Caption: Table 1. Statistical values of the TCPE parameters, pose errors, and Spearman correlation coefficients.
References: [1] Solav et al., Int J Eng Sci,85:1-9, 2014.
[2] Cereatti et al., J. Biomech, 42: 818-823, 2009.
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Introduction and Objectives: NASA is currently designing a new space suit capable of working on the moon and Mars.
Designing a suit is very difficult and often requires trade-offs between optimal human performance, cost, mass, and
system complexity. To design the suit for optimal human performance, we need to first understand human performance in
a non-earth planetary environment.

Our current understanding of human performance in reduced gravity environments (the moon or Mars) is limited to lunar
observations, aided by studies from the Apollo program and other reduced gravity analogs [1-3] and from recent studies
conducted at JSC using state-of-the-art reduced gravity simulators. This study will look at ambulation in our most recent
reduced gravity simulator, the Active Response Gravity Offload System (ARGOS), compared to both the C-9 reduced
gravity plane (gold standard) and ambulation in Earth gravity.

Methods: Subjects ambulated in reduced gravity analogs to obtain a baseline for human performance. Subjects were
tested in lunar gravity (1.6 m/s2) and Earth gravity (9.8 m/s2) in minimal clothing. Subjects ambulated over ground at
prescribed speeds on the ARGOS, but ambulated at a self-selected speed on the C-9 due to time limitations of the flight
parabolas. Subjects on both systems were given time to acclimate to the gravity environment before data was collected.
Nine subjects were tested in the ARGOS (6 males, 3 females, 79.5 £ 15.7 kg), while six subjects were tested on the C-9
(6 males, 78.8 + 11.2 kg).

Data was collected with an optical motion capture system (Vicon, Oxford, UK) and custom and commercial force-
platforms (AMTI, Watertown, MA, USA) and was analyzed using customized analysis scripts in BodyBuilder (Vicon,
Oxford, UK) and MATLAB (MathWorks, Natick, MA, USA).

Results: In both reduced gravity environments, variation between subjects and within subjects increased compared to
Earth gravity. Kinematics in the ARGOS at lunar gravity resembled earth gravity ambulation more closely than in the C-9
(see fig 1). Toe-off occurred 10% earlier in both reduced gravity environments compared to earth gravity, shortening the
stance phase. Likewise, ankle, knee, and hip angles remained consistently flexed and had reduced peaks compared to
earth gravity, especially on the C-9. Peak ground reaction force in lunar gravity were 0.4 + 0.2 (mean = SD, normalized to
Earth body weight) on the ARGOS, but only 0.2 + 0.1 on the C-9 plane.
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Caption: Figure 1. Over-ground ambulation shown in mid-stance for Earth gravity (left), lunar gravity (ARGOS), and lunar
gravity (C-9 plane).

Conclusion: Kinematic and kinetic analysis demonstrated noteworthy differences between the tested reduced gravity
environments and Earth gravity, as would be expected. Although most of the subjects chose a somewhat unique gait style
as a result of learning to ambulate in a new gravity environment, all but two subjects in the ARGOS were consistent with
keeping an Earth-like gait. The analysis showed a trend to change the ambulation style in an offloaded environment to a
rolling-loping walk (resembling cross-country skiing) with increased swing time. The general uniformity of the modified
ambulation styles would indicate that the subjects are using similar optimization strategies to maintain gait efficiencies.
Benchmarking the differences between the ARGOS (and other offloading systems) and the C-9 reduced gravity plane are
imperative to all future reduced gravity studies for NASA and will allow NASA to continue to use less expensive earth-
bound reduced gravity simulators while maintaining the integrity of the study results and conclusions.

References: [1] Bartley et al., NASA CR-66120, Vol. IV, 1965.

[2] Griffin et al. J Appl Physiol, 86:383-390, 1999.

[3] Ivanenko et al., J Neurophysiol, 87:3070-3089, 2002.
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Introduction and Objectives: During pregnancy, physical and hormonal modifications occur. These changes can lead to an
increase in postural instability and to a higher risk of falls during gait [5, 7]. To evaluate gait and balance of subjects, the
centre of pressure (COP) is commonly used. The aim of this study was to describe the evolution and variability of COP
parameters during the four last months of pregnancy and in post-partum. A comparison with nulliparous women was
conducted in order to assess the changes during pregnancy.

Methods: We used an electronic walkway (GAITRite system). Fifty-eight pregnant women (four last months of pregnancy),
9 post-partum women and 23 healthy non-pregnant women participated in this study. Women performed three gait trials
at each of three different speeds (preferred, slow and fast) following standardised instructions. The order of speeds was
randomized. COP path was extracted for each stance phase. Excursion, velocity and length of COP path were computed
and averaged. COP parameter variability was computed for each subject as the standard deviation over all sampled
stance phases. Gait speed and stance phase duration (stance time) were also computed. COP characteristics for
pregnant and non-pregnant participants were compared using ANOVA.

Results: Pregnancy was marked by a significantly slower gait speed (-20%) and increased stance time (+12%). During the
four last months of gestation, COP parameters did not change significantly.

COP excursion decreased by 5% (p=0,003) for all speeds as compared to control group.

COP velocity differed significantly from that of the control group (p<0,001) with a decrease by 16% and from that of the
post-partum group (p=0,022) by 3% along the postero-anterior (PA) axis.

For the medio-lateral (ML) axis pregnant women differed from the control group (p<0,001), with a decrease of 20% %, and
from the post-partum group (p=0,030) of 9%.

COP inter-individual variability was different between pregnant women and the control group: variability was greater for
the control group.

Conclusion: The COP parameters appear slightly influenced by pregnancy, which suggests that pregnant women
establish very specific and individual strategies:

COP velocity along PA and ML axes was slower. A longer stance time indicates some difficulty in balance during gait [8].
The changes observed here are consistent with this statement and may aim at increasing the stability of pregnant women.
During pregnancy foot length and width were reported to remain unchanged [1, 3]. This can explain the observation that
AP COP displacements were not found to evolve during pregnancy in our study. Medio-lateral COP displacement also
remained unchanged. Pregnant women compensate with an increase in step width to maintain or increase during gait [2].
We may think that pregnant women develop very specific strategies such as step widening, alteration of spine posture,

and centre of gravity to maintain stable COP displacements during gait as compared to nulliparous women. These types
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of strategies provide a stable and safe gait. The variability was in general larger for frontal plane COP parameters,
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confirming previous observations [6]. This suggests that pregnant women establish specific control strategies along the
ML axis, such as an increase step width. Nevertheless, low variability in gait parameters, as found here, were previously
shown to be correlated with greater stability and a lower risk of fall [4].

Table: Mean (SD) COP parameters at all speeds (slow, S; preferred, P; fast, F) during pregnancy, Post Partum (PP) and
for Control Group (CG).

S | Pregna PP CG P value P value P value
pe ncy Groups Velocity Months
ed
Excursion S 0.20 0.21 0.21 0.009 0.003 0.76
XY (m) (0.02) | (0.01) (0.02)
P 0.19 0.20 0.20
(0.01) | (0.01) (0.01)
F 0.19 0.20 0.20
(0.01) | (0.01) (0.02)
Velocity S 0.23 0.26 0.26 <0.001 <0.001 0.40
XY(m/s) (0.03) | (0.04) (0.03)
P 028 0.29 0.33
(0.03) (0.03) (0.04)
F 034 0.38 0.40
(0.05) (0.04) (0.05)
LengthCOP 'S  0.16 0.17 0.16 0.15 <0.001 0.91
X (m) (0.01) (0.01) (0.01)
P 0.16 0.17 0.16
(0.01) (0.01) (0.01)
F 019 0.18 0.17
(0.01) (0.01) (0.01)
Width COPY | S  0.03 0.03 0.03 0.48 <0.001 0.44
(m) (0.01) (0.00) (0.00)
P | 0.03 0.03 0.03
(0.01) (0.00) (0.00)
F | 0.02 0.03 0.03
(0.01) (0.00) (0.01)
Stancetme S | 0.90 0.81 0.84 <0.001 <0.001 0.64
(s) (0.15) (0.11) (0.12)
P 072 0.69 0.63
(0.10) (0.06) (0.06)
F 058 0.54 0.51
(0.07) (0.05) (0.05)

Caption: Mean (SD) COP parameters at all speeds (slow, S; preferred, P; fast, F) during pregnancy, Post Partum (PP)
and for Control Group (CG).
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[2] Bertuit et al., Acta Bioeng Biomech, in press, 2014.

[3] Bird et al., J Am Podiatr Med Assoc, 89: 405-409, 1999.

[4] Dingwell et al., J Biomech, 39: 444-452, 2006.

[5] Dumas et al., Clin Biomech, 10: 98-103, 1995.

[6] Lymbery et al., J Am Podiatr Med Assoc, 95: 247-253, 2005.
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[8] Nyska et al., Isr. J. Med. Sci, 33: 139-146, 1997.
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Introduction and Objectives: Varus and valgus thrust are of interest in knee osteoarthritis (OA) as they indicate dynamic
instability and varus thrust has been associated with an increased risk of OA progression (1). They have been previously
defined as the visualized dynamic bowing-out/bowing in of the knee (1, 2), or the abrupt worsening of existing
varus/valgus during the weight bearing phase of walking. While varus thrust has generally been assessed using visual
observation, only one study has attempted to quantify varus thrust using 3-dimensional gait analysis and measured the
change between the varus angle at heelstrike to the peak varus angle (3). However, this measurement did not examine
valgus thrust, or any movements that might occur before the peak knee varus angle. Another study has related visual
varus thrust to peak knee varus angle and peak knee angular velocity (4), but did not quantify thrust or consider valgus
thrust. Other measurement parameters that quantify thrust need to be investigated.

The aims of this study using 3-D gait analysis were to 1) determine the prevalence of varus and valgus thrust in a severe
knee OA population compared to a healthy, asymptomatic control group and 2) quantify varus and valgus thrust and
compare frontal plane dynamic movement quantitative parameters between the OA and control groups.

Methods: 35 patients with severe knee OA (46% M 54% F, mean (SD), age = 69.9 (7.7) years, BMI = 30.7 (4.0) kg/m2)
awaiting total knee joint replacement and 31 healthy control participants (35% M 65% F, mean (SD), age = 59.7 (6.0)
years, BMI = 24.9 (2.5) kg/m2) were recruited and underwent 3-dimensional gait analysis. Kinematic data (120 Hz) were
acquired using a Vicon motion capture system (Vicon, Oxford, UK) and Nexus software with 12 MX cameras. A custom
seven-segment, marker-triad-based lower limb direct kinematics model written in BodyBuilder (Vicon, Oxford, UK) was
used (5). Knee frontal plane dynamic motion variables of interest included: overall, early, and mid-stance peak knee varus
Cardan angles, maximum and minimum knee angular velocities, and maximum thrust (varus and valgus thrusts were
labelled as positive and negative, respectively) and absolute value of the maximum thrust during stance loading phase.
Thrust was extracted as the maximum angular excursion of the first three frontal plane knee movements within stance
phase in the varus and valgus directions (Figure 1). These varus or valgus movements were classified as thrusts if the
maximum or minimum knee angular velocities occurred at the same time. Prevalence of thrust between groups was
compared using Chi square tests while student t-tests and Kruskal-Wallis tests were used to compare normally and non-
normally distributed frontal plane parameters between groups. OA and control participants were then divided into varus
and valgus groups for further analysis based on the direction of their maximum thrust.

Results: There was no difference in the prevalence of varus and valgus thrust between groups with 21 (70%) and 13
(30%) of the OA groups having a maximum thrust in the varus and valgus direction respectively compared with 16 (52%)
and 15 (48%) of the control group (p>0.05).The minimum knee angular velocity and the absolute value of the maximum
thrust were both significantly higher in controls when compared to the OA group. The same differences remained when

comparing the varus thrust OA group to the varus thrust control group. The OA varus thrust group also had a higher varus
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OA and valgus thrust control groups.

Figure:

Caption: Example of first three thrusts

Conclusion: This study introduces a new method that quantifies both varus and valgus thrust. It is the first to compare
differences in thrust and frontal plane dynamic motion variables in individuals with severe OA and healthy controls.
Although no difference was found in the prevalence of varus and/or valgus thrust between OA and control groups, the
control group demonstrated a larger thrust magnitude, likely due to a faster walking speed. The OA varus thrust group
walked with a higher varus knee angle in early and mid-stance than the controls with a varus thrust. No significant
differences were found between OA and control valgus thrust groups, indicating that valgus thrust may not have as much
effect on frontal plane dynamic motion variables. Future work in this cohort includes investigation of the effect of a total
knee replacement on these variables.

References: [1] Chang A, et al. 2004;50(12):3897-903.

[2] Chang A, et al. Arthritis and Rheumatism. 2010;62(5):1403-11.

[3] Kuroyanagi Y, et al. The Knee. 2012;19(2):130-4.

[4] Chang AH, et al. Osteoarthritis and Cartilage / OARS, Osteoarthritis Research Society. 2013;21(11):1668-73.

[5] Besier TF, et al. Journal of Biomechanics. 2003;36(8):1159-68.
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Introduction and Objectives: Walking on cross-sloped surfaces occurs often in our daily activity. Very little is known about
the changes in the movement and muscular activation pattern wearing different shoes. The goal of this study was to
analyse the changes in the kinematics and the wavelet-transformed surface-electromyogram (WT-EMG) while overground
walking on flat and cross-sloped surface within 2 footwear conditions: barefoot and minimal shoes (Aapa, Feelmax,
Finland).

Methods: A whole body 3D-gait-analysis (Vicon, 12 Cameras T20, 240Hz) with a synchronous EMG (Myon, 2400Hz) of
the following right leg muscles was done: Tibialis anterior (TA), Peroneus longus (PL), Gastrocnemius medialis (GM) and
lateralis (GL), Vastus medialis (VM) and lateralis (VL), Rectus femoris (RF), Semitendinosus (ST), Biceps femoris (BF). 10
subjects (f, 22-25y) walked at a self-selected speed on flat and on a cross-sloped surface (6°). 10 trials of each condition
and surface were measured: flat (F), cross-slope up-side-leg (US), cross-slope down-side-leg (DS). The time was
normalised over a gait-cycle, the averaged kinematic data and the normalized WT-EMG-Total-Intensity (lwt) was analyzed
within a gait-cycle for each subject and overall subjects while walking under different conditions.

Results: Around 26 gait-cycles were collected per subject and footwear condition.

The average knee flexion is significantly 3° to 4° higher for the minimal shoes compared to barefoot. Furthermore, the up-
side-leg showed the highest flexion in the ankle, knee and hip joint while the down-side-leg had the lowest flexion in
general. During the stance phase no significant changes occurred in the flexion angles barefoot vs. with shoes, but
variations were seen between the surface conditions. Additionally, the down-side-foot had in the terminal stance and
swing phase a significant lower internal rotation than up-side-foot independent of the footwear condition. In the frontal
plane occurred a significant higher lateral pelvis tilt barefoot vs. with shoes on the cross-slope, but not in the thorax.

The averaged lotmax overall subjects showed for all muscles a time shift during the stance phase between the three
surface conditions within the same footwear condition and a more pronounced time shift between the footwear conditions.
Additionally the shape of lwtmax changed for e.g. VL in the loading response phase from barefoot flat and down-side-leg
with a double-peak to single-peak with shoes (A, Fig.1a) or the TA in the early swing phase from a sharper to more
rounded peak (B, Fig.1b).
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Conclusion: The results show a kind of parallel shift in the kinematic movement pattern between the different conditions
with an increased range of motion with the minimal-shoe. The changes in the angular values are small but are reliable,
because the measurements for all conditions were taken in one session. Only the markers on the foot had to be new
placed between the two footwear conditions. The increased range of motion with the minimal shoes might be related to a
slightly bigger size and different shape of the foot. Therefore it can be expected that the shape and design of the shoe has
to be considered as a substantial factor in changing the loading conditions. They may alter the “preferred movement path”
[1].The lwt-patterns of the different muscles show often a two-dimensional shift between the different conditions, once in
time and another shift in the intensity. The overall intensity changes are more depending on the footwear as on the
surface conditions. The effect of the surface is more seen in anatomical function of the muscles. Like muscles located on
the lateral side of the loading axis have a higher activity in the up-side-leg condition while the medial ones are more active
in the down-side-leg. The temporal variation might also be linked to slightly different foot size and shape within the
different setups. These temporal adaptions may be needed to balance and adjust the small variation in the different
loading conditions and may follow the preferred movement pattern [1].

Our results show that cross-slope walking influences the movement pattern in all joint axes and has a detectable effect on
muscular balancing and interplay especially in the frontal plane. Therefore it would be interesting to measure the effect of
cross-slope walking in subjects with a total joint replacement. In such a setup muscular adaptions are more difficult due to
the changed proprioception in the joint.

References: 1: Nigg BM. Biomechanics of sport shoes. Topline Printing; 2010.
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Introduction and Objectives: Optoelectronic motion capture is widely used in the study of human gait. Normal activities of
daily life regularly require individuals to walk on slopes at varying gradients, yet the investigation of gait has primarily
focused on the analysis of walking over-ground on a level surface.

Recently, Gallagher et al. [1] investigated the effect of prolonged standing on a sloped surface on an individual's
perception of LBP. Altered spinal posture from standing on a sloped surface was associated with a reduction in the
perception of LBP. Therefore, an understanding of changes in spinal posture and to the coordinated interaction between
the pelvis and lumbar spine during sloped waking could provide support for gait re-training and rehabilitation

programs. Nevertheless, one study to date has provided 3D motion analysis of the lumbar region during incline slope
walking [2]. Also, the influence of decline slope walking on lumbar motion is restricted to the sagittal plane [3].

Vector coding (VC) is a non-linear technique employed by dynamical systems theorists to quantify coordination and
variability. Although non-linear techniques have been used for the purpose of understanding the differences in pelvis-trunk
coordination in healthy individuals to those with LBP [4,5], information on lumbar-pelvic coordination during gait is limited
to a single study [6].

Therefore, this study aimed to investigate pelvis and lumbar spine kinematics during incline and decline walking at various
gradients by applying a modified VC technique to quantify lumbar-pelvic coordination.

Methods: Eight male participants with no history of musculoskeletal impairments participated in the study. Ethical
Approval was sought and received from the University Research Ethics Committee. An eight camera motion capture
system (VICON, UK) was used to collect pelvis and lumbar spine kinematic data [6] over five trials for each walking
condition; level over-ground, incline (6° and 13°) and decline (6° and 13°). Data was processed using a low-pass
Butterworth filter with a cut-off frequency of 6Hz and normalized for time to 100% of the gait cycle (GC). Angle-angle
diagrams were created with the proximal oscillator (lumbar) on the horizontal axis and the distal oscillator (pelvis) on the
vertical axis. A VC technique was applied to quantify lumbar-pelvic coordination and circular statistics calculated the mean
coupling angle (CA) between trials and across all participants. The CA is the outcome measure of the VC technique and
represents the vector orientation between two adjacent time points on an angle-angle diagram relative to the right
horizontal [6]. Mean coupling angles were classified into one of four coordination patterns; in-phase pelvis, in-phase
lumbar, anti-phase pelvis, anti-phase lumbar.

Results: Figure 1 represents the mean CA across all eight participants for level ground (LG), incline (6° and 13°) and
decline (6° and 13°) walking and corresponds to frontal plane movement of the pelvis and lumbar spine. Between 0-5% of
the GC, an anti-phase pelvis coordination pattern between all walking conditions is noted. The decline walking (DW)

conditions follow a similar coordination pattern to LG walking up to 10% of the GC. Between 10 and 30% of the GC which
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the dominant segment. The same coordination pattern is shown for the incline walking (IW) conditions but unlike LG
walking this in-phase pelvis phase extended until approximately 50% of the GC. Between 30-45% of the GC the CA
orientation was approximately 270° which suggests pelvis dominancy with little contribution of the lumbar spine to relative
movement. During the latter stages of the swing phase an in-phase coordination pattern is highlighted for the IW
conditions, yet during walking on an incline of 6° the lumbar spine was the dominant segment in comparison to walking at
an incline of 13° where pelvis dominancy was noted. During the swing phase, the DW walking conditions revealed an anti-
phase coordination pattern similar to LG walking.

Figure:

Caption: Mean coupling angle for all eight participants

Conclusion: The coordination patterns for LG walking corresponded to a previous investigation [6]. Although there is
currently no research to compare the results regarding the incline and decline walking conditions, this abstracts presents
novel data on pelvis and lumbar coordination in healthy young males during slope walking. This baseline information
could be useful for future studies involving patients with lumbar—pelvic pathologies and other related clinical conditions.
References: 1. Gallagher et al., Gait Posture, 3;37(3):313-8, 2013.

Vogt et al., Gait Posture, 9(1):18-23, 1999.

Levine et al., J Ath/ Train. 42(1):29-34, 2007.

Seay et al., Spine, 15;36(16):E1070-9, 2013.

Selles et al., Clin Biomech, 16(3):175-81, 2001.

Needham et al., J Biomech, 47(5):1020-6, 2014.
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Introduction and Objectives: Knee osteoarthrosis (OA) is a common chronic joint disease with cartilage loss that results to
increased stiffness and joint deformity leading to pain and loss of physical function, subsequent in significant limitation in
daily life activities and reduction in quality of life. The conventional therapy includes information, exercise, and weight loss
and when necessary even a prescription of pain-reducing pharmacologic agents. It can be positive for many young
patients, but with increasing age, cartilage repair becomes more complex and the outcome is less predictable, been
necessary an arthroplasty and intensive rehabilitation after the surgery to minimize pain and postoperative limping
severity. Although patients are able to walk in a normal pattern after this intensive rehabilitation, they fall back into their
limping patterns unintentionally. Limping may be caused by general fatigue or pain. However, walking in a pathological
movement pattern means additional stress to the already damaged tissues. The goal of this study is to present a portable,
wearable assistance system which can be used autonomously and provides a direct feedback about the quality of the gait
and occurrence of limping to the patient.

Methods: Triaxial-accelerometer based sensor unit was integrated into commercially patellar tendon straps and used in
the limping leg of the patient. The unit measured the acceleration of the knee and transmitted the digital data wireless
through an integrated ANT sender module. On the receiver’s end, an iOS device equipped with an ANT dongle receives
and processes the data for being able to evaluate the quality of the gait. To calculate the gait events, the signals of the
three channels of the sensor were used. The gait is divided into two different phases: swing and stance. To detect that
gait phases, the extraction of the characteristics events toe off, heel strike and toe strike is necessary. These events were
represented by extrema in the acceleration signals and could be extracted. The acceleration in the sagittal plane provides
the information about the toe off by the minimum values of the signal and about the heel strike by the maximum values of
the signal (see Figure 1). In order to describe the quality of the gait several parameters (see Table 1) were calculated for
each step from the measured signals. For this stage 15 healthy subjects were evaluated for the development of the Norm
collective. Ten parameters were extracted and used for the development of a scale within 0-10 points used to classify the
gait in four different categories: normal gait (NG<2), light limping (LL= 3 to 5), strong limping (SL= 6 to 8) and very strong
limping (VSL29). From each parameter the patient can have a score from 0 to 1 and in the end a simple addition was
made to give a final result (see the example in Table 1). However, in order to minimize the effect of single outliers, as may
be the case with a sudden change of direction while walking, the features of single steps were averaged every five
seconds during gait.

Results: A sample of 10 patients aged 41 to 75 years (mean 59.8 £ 10.0) in rehabilitation after knee or hip replacement
surgery were recruited for the measurements. They were asked to walk over a straight, 10 m-long path, four times, in a

comfortable speed. The patients were evaluated by the portable system and by a physical therapist. The system classified
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based in their own expertise. The system classified eight patients in the same category as a physical therapist evaluation.
The professionals classified the two other patients as a normal gait but the system could detect a light limping. The mean
score of the patients was 5,2 + 0,78 points at the system and 4,6 + 1.5 points evaluated by the physical therapist.

Figure:

Caption: Figure 1: Detection of toe off and heel strike
Conclusion: The developed system demonstrated ability to quantify the quality of gait providing a valuable, easy to use
tool for the objective assessment of gait during the rehabilitation. Additional tests series are being carried out to later
quantify more precisely the gait quality, allowing not only the detection of pathological gait, but also providing valuable
information regarding the severity of the abnormality, which should give insights into the effect of the rehabilitation phase
in the clinic, as well in the residential setting, where the system can be used to provide a direct feedback to the patient
regarding the quality of the gait in daily living situations.
Table:

Parameters Example

Mean of slope 0

Negative values of slope

0
Positive area of swing phase 1
0

Ratio toe-off/toe-strike
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Ratio toe-off/heel-strike

Ratio heel-strike/maximum

Ratio swing phase/stance phase

o o -~ O

Cross correlation to Norm

collective
Time outside the standard 0
deviation
Area outside the standard 1
deviation

23

Caption: Table 1: Parameters for limping detection
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Introduction and Objectives: Assistive technologies for stroke patients, including exoskeletons and robotic-assistive
devices, are receiving increasing attention in neurorehabilitation as these strategies may complement physiotherapy,
resulting in more efficient motor relearning and mobility both at home and in the clinic. Developing a strategy to evaluate
neuromuscular control of upper limb movement will improve our ability to diagnose neuromuscular impairments, and aid in
development of robot-assistive rehabilitation strategies. Since no non-invasive muscle force measurement strategies are
available, computational simulations are widely used to infer muscle and joint function. The objective of this study was to
use musculoskeletal modelling to quantify muscle and joint-contact loading during upper limb movement, and evaluate the
influence of an assistive robotic exoskeleton on muscle and joint behaviour during simulated weightless motion.

Methods: Two healthy male adults, P1 (age 35 yrs, weight 82 kg) and P2 (age 24 yrs, weight 77kg), were recruited.
Subjects were seated and asked to perform an upper-limb reaching task from an initial neutral position (30° shoulder
abduction, 0° elbow flexion) to an extended reach position (90° shoulder flexion, 0° elbow flexion). Reaching tasks were
performed at each subject’s self-selected speed. Six repetitions of the tasks were performed synchronised to a
metronome, while three-dimensional shoulder and elbow kinematics were recorded with a magnetic motion tracking
system (G4TM, Polhemus, USA). The reaching task was then repeated while the subject was interfaced with a 6 degree-
of-freedom robotic upper-limb exoskeleton (ArmeoPower, Hocoma, Switzerland) (Fig. 1A). The anatomical joint
coordinate systems for the upper limb were aligned with those of the robotic exoskeleton. The reaching task was
performed under two conditions: (1) 100% weightlessness, i.e., with the robotic exoskeleton compensating for entire mass
of the upper extremity and its own weight and inertia; and (2) 0% weightlessness, i.e., with the robotic exoskeleton only
compensating for its own weight and inertia. A musculoskeletal model describing 9 degrees of freedom of motion at the
clavicle, scapula, humerus, radius and ulna was developed (Fig. 1B) (OpenSim, SimTK). The model was actuated by 35
Hill-type muscle-tendon units representing the major upper-limb muscle groups. Muscle-tendon parameters and muscle
moment arms were taken from the literature [1, 2]. Anatomical shoulder and elbow joint torques were calculated using
inverse dynamics. Torques applied by the robotic exoskeleton to the upper limb joints during weightless motion were
obtained by subtracting the measured exoskeleton torques at 0% weightlessness from those at 100% weightlessness.
The resultant net internal anatomical joint torques were then obtained by subtracting the torques applied to the subject’s
shoulder and elbow joints by the robotic exoskeleton from the anatomical torques calculated using inverse dynamics.
Muscle and joint-contact forces were then calculated for the assisted and unassisted upper limb motions using static

optimisation.
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Results: There were no substantive differences in shoulder and elbow joint kinematics between the unassisted reaching
task and the robotic-assisted reaching task. Robotic-assisted upper limb motion under simulated weightless conditions
substantially affected each subject’s muscle recruitment patterns. The middle deltoid muscle force was an average 81%
smaller under simulated weightless conditions (Table 1). The infraspinatus and subscapularis muscle force was an
average 47% and 55% smaller, respectively. The magnitude of the glenohumeral joint reaction force decreased by 42%
under the robotic-assisted upper limb motions.

Figure:

Caption: The ArmeoPower robotic-assistive rehabilitation device (A), and posterior view of the musculoskeletal upper
extremity model (B)

Conclusion: The results of the present study demonstrate that a robotic-assistive upper extremity exoskeleton has the
potential to significantly influence muscle and joint-contact load patterns at the shoulder. During weightless motion, finite
deltoid muscle activity was still observed in the upper limb, most likely due to arm resistance against the robotic
exoskeleton. The quantitative modelling framework in this study may be useful for targeted intervention in stroke patients
using robotic assistive rehabilitation technology. Future studies will employ parameter-optimization approaches to
evaluate muscle-tendon parameters, and electromyography-informed methods to derive muscle excitations.

Table:

Subject P1 Subject P2

Unassisted ‘ Assisted Unassisted ‘ Assisted
Deltoid 0.14 0.00 0.17 0.06
GHJF 0.40 027 0.33 015

Caption: Middle deltoid and glenohumeral joint force magnitude (GHJF) during unassisted motion and robotic assisted
‘weightless’ motion (units are Body Weight)

References: [1] Holzbaur KR, Murray WM, Delp SL, Annal Biomed Eng, 2005. 33(6) 829-840

[2] Ackland DC and Pandy MG, J Anat, 2008. 213(4) 383-390.
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Introduction and Objectives: The aim of physiotherapy by robots is to move paralyzed and disabled organs because of
diseases such as cerebral apoplexy. Using the mobile platform under the patient’s foot in order to create movementis a
mechanism which is used in the rehabilitation of the ankle. In this mechanism, by programming the movement of the
mobile platform, the entire foot or some parts of the foot are impelled to move. Parallel robots are closed loop
mechanisms that have high mobility and accuracy [1].

With respect to different arrangements of the joints on platforms and the shape of the platforms, there are different
structures with varying levels of stability. In this study three platforms of different structures were investigated; one of them
is the PSRH structure (a platform with semi-regular hexagons); all of its base joints and all its mobile joints are coplanar
and the distance between the actuators is so much greater than in other structures. Another structure is that of the TSSM
(Triangular simplified symmetric manipulator); the mobile platform in this structure is triangular and the joints of the upper
platform are close to each other. The last configuration, called the MSSM (Minimal simplified symmetric manipulator),
combines the TSSM with a 3-3 platform, and its mobile and fixed platforms have a similar triangular shape [2].

According to the performed gait analysis in the West Midland rehabilitation centre, the foot trajectories of healthy
volunteers were analysed during a gait cycle and this trajectory was used as a desired motion for movement of Stewart
platform. To choose the most suitably structured Stewart platform for rehabilitation applications, one must consider the
anatomy of the ankle and the stability of the three different Stewart platform structures, as analyzed by Solidworks
software. Next, the kinematic of the Stewart platform for all configurations was considered and on this basis the maximum
workspace of the selected robot was examined.

Methods: To define an accurate path motion for rehabilitation of ankle, gait analysis was performed in West Midland
Rehabilitation Centre (WMRC), UK. Twenty able-bodied participated in this experiment with age (year) of 24.34+4.83,
weight (kg) of 73.411£5.2, height (cm) of 172.74+4.2.Laboratory was equipped by 16 Vicon cameras, two digital cameras
and a Kistler force plate. After anthropometric measurements, reflective markers were attached to the lower limbs based
on Oxford foot model. Barefoot participants were asked to walk along the walkway in self-speed and for each participant 6
trials were recorded. All three structures were designed and analyzed statically in the home position, while the maximum
ground reaction force was measured and applied to the end-effector. Finally, length of actuators and workspace of robot
during trajectory were calculated based on kinematics of hexapod.

Results: Based on gait analysis, the mean value maximum ground reaction force Maximum force of 603.4 N was exerted
on the end effector and the maximum displacement and maximum stress for each structure were measured. By exerting a

force of 603.4 N, the PSRHs structure had the maximum displacement of 6.628x mm and maximum stress of 21 (Mpa).
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The primary stress analysis shows that the maximum displacement for MSSM and TSSM were 5.84x mm and 2.21x mm.
PSRH had the highest factor of safety (1.31) and stiffness 26619 (N/mm) of all structures and these results lead to the

choice the PSRH structure as the most stable one for manufacturing application.

Figure:

Caption: The profile of ground reaction force

Conclusion: Different configurations of parallel robot have been modelled and with respect to FEA analysis, their stability
compared with each other. Platform of semi regular hexagons showed more stability in compare with other structures and
it was found that the stability of different structures completely depends on the position of the joints and actuators and the
shape of the platforms. With respect to kinematic analysis and gait analysis, the motion of ankle during a gait cycle was
defined as a rehabilitation exercise and based on kinematic analysis and defined path motion, the workspace of robot was
calculated. With respect to FEA analysis, Kinematic analysis and range of motion of lower limbs joints, it was found that
PSRH structure is a suitable choice for rehabilitation purposes.

References: [1]Speich. J. E and Rosen. J, Medical robotics, Marcel Dekker: New York, 983-993,2004.

[2]Rakhodaei. H, Saadat. M, Rastegarpanah. A, Motion Simulation of a Hybrid Parallel Robot for Ankle Rehabilitation,
Proceedings of the ASME 12th Conference on Engineering System and Analysis, Jun 25-27, 2014, Copenhagen,

Denmark.
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Introduction and Objectives: The accuracy position of a leg rehabilitation robot needs to be detected by independent
measurement system to help reduce possible errors of controller and optimize the tracking of robot. Due to cheap price
and high accuracy of kinect camera as a depth camera device, it uses in different applications such as robotics, gait
assessment, gesture tracking and Image data capturing [1]. In this study, ability of utilizing of 6 degree of freedom
Hexapod, consisting of a moving platform supported by six actuators, was investigated during a rehabilitation exercise
Methods: Based on Gait analysis, the path motion of walking for 30 healthy subjects have been analysed and extracted
.Then, a Hexapod with universal joints at both ends was used in this experiment and three different colour markers were
attached on moving platform and skeleton model of leg. As it shows in figure1, Kinect camera was placed on sagittal
plane of Hexapod to detect the movements of end-effector and skeleton model during a gait cycle of skeleton model
based on obtained trajectory of right leg during a gait cycle. Based on control system of Hexapod, mentioned movement
performed and position error of Kinect camera was calculated. The principle of detection of pixel position and
distinguishing different color markers have been addressed clearly and Clustering algorithm method was utilized to
calculate the center position of target color. Primary colors; green, red and blue were detected by kinect camera at each
pixel and they were translated into binary numbers. To find the minimum diameter of markers which can be detected by
Kinect, different marker diameters have been tested ranging from 8mm-30mm .

Results: The minimum diameter of 12mm marker was detected by the camera and based on obtained results, the
minimum diameter of 12mm detected by Kinect and the position error of 1.65mm, 1.63mm and 1.16 mm were observed,

during movement of end-effector in X, Y and Z axis respectively.
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Figure:

Caption: Kinect camera in sagittal plane

Conclusion: Kinect measurement system detected the robot plate’s positions with an average error around 2mm for every
100ms. The advantages of this system are the low price, simple installation. In particularly, it can be used for detect under
6 freedoms machine’s position, the output data of this system, as a feedback value, can be used to check the condition of
this machine to reduce the position error. According to accuracy, cheap price and easy installation of Kinect, it can be
used for path tracking and position detection of robots in different applications.

References: [1] R. Henselmans, L.A. Cacace, G.F.Y. Kramer, P.C.J.N. Rosielle, M. Steinbuch, The NANOMEFOS non-

contact measurement machine for freeform optics. Precision Engineering. 1 (35), p607- 624,2011.
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Introduction and Objectives: Due to the growing number of patients with musculoskeletal and neurological disorders,
individualized physiotherapeutic rehabilitation becomes increasingly relevant. The challenges involved can only be solved,
if the patients will do their exercises autonomously. Different assistive systems have been developed during the last years
encouraging the patients to do self-motivated training. However, most of them permit compensation movements if the
patients have problems in executing the movement tasks. Consequently, patients’ movements have to be monitored
during the exercise to detect harmful compensation movements and to give individual feedback. Conventional movement
analysis systems are suitable but in general too complex to be used autonomously by the patient and available more
elementary systems, like e.g. the Microsoft Kinect, are frequently not applicable in pathological movements.

The aim of this paper is to introduce a method based on inertial sensors, which allows the detection as well as a patient-
tailored evaluation of the executed movements.

Methods: Since in some disorders additional masses put on the patients’ body influence the individual movement
performance, very small (2x2x0.5 mm) and lightweight (5 g) inertial measurement units (IMU) have been developed. Each
IMU consists of a 3D accelerometer, a 3D magnetomer and a 3D gyroscope (figure 1). One IMU is mounted on every
segment of the joint chain (e.g. scapula, upper arm, forearm and hand) to detect the movement of the patient.

Since noise is a general problem when using IMUs, the orientation of each body segment in the lab-coordinate system
has been estimated by an unscented Kalman filter and initially represented in quaternions. Afterwards the quaternions
have been transformed to Euler angles representing the orientation of each body segment. The variations of these Euler
angles with time are used for the following evaluation of the performed movement.

To evaluate the exercise performed autonomously by the patient a reference movement has been detected during a so
called teaching phase, which respects the needs and potentials of each individual patient. Therefore, the physiotherapist
guides the patient to perform the desired movement while the IMUs record the Euler angles as a function of time.

The time course of the Euler angles of the teaching phase and the time course of the Euler angles of each repetition of
the exercise are compared to each other by using a set of features describing the difference between nominal (teaching)
and actual (exercise) values. Fuzzy logic which represents the individual movement performance by a number between 0
(bad movement performance) and 10 (perfect movement performance) has been used to evaluate the performed exercise
on the basis of the features.

Results: To demonstrate the feasibility of the approach, five healthy subjects and one subject suffering from a hemiparesis
after stroke were asked to repetitively perform a “hand from knee to mouth” movement. Movement performance during
each repetition has been evaluated by the introduced method. Figure 1 shows exemplarily the movement behavior of the

patient. Decreasing movement performance can be found after 7 repetition associated with compensation movements.
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Figure:

Conclusion: Inertial sensors are suitable to evaluate the performance of an exercise executed autonomously by the
patient. Using an unscented Kalman filter the orientation of the body segments can be expressed in Euler angles. Based
on these Euler angles an evaluation of movement performance becomes possible when using fuzzy logic. This
information can be used to detect compensational movements and to give feedback to the patients during self-motivated

training.
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Introduction and Objectives: Falls represent a major community and public health problem, with large clinical and
economic consequences. The understanding of locomotors stability is a critical issue in clinical assessment procedures.
Clinicians use clinical rating scales for fall risk assessment; but this approach highly relies on the clinician’s subjective
judgment [1].

Several variability and stability measures were proposed in the literature for the subject specific assessment of fall risk.
Although promising, the assessment of fall risk without any indication of the subject specific factors leading to it, can not
provide indication for the design of any effective clinical intervention for its effective reduction. Recent work [2,3]
demonstrated that clustering appropriate selected indexes can provide indication regarding the specific subject alterations
increasing fall risk. The effective exploitation of this approach is meant in its implementation on a portable device for the
continuous monitoring of subjects at risk, either pathological (e.g. stroke subjects) or elderly subjects. The ideal device to
maximise the exploitation, and subject acceptance is a mobile phone. Although the IMUs mounted on standard smart
phones have nothing to envy to other commercially available devices, but sampling frequency at 100 or 200 Hz is not
compatible with the computational characteristics. The influence of reduced sampling frequency on the assessment of
variability and stability indexes used for the monitoring must be assessed, and this is the aim of the present work.

This is an essential step for bringing the method from the laboratory to real practice without loosing the performance.
Methods: Ten healthy young subjects, 7 males and 3 females (28+-3 years, 174+-11 cm, 67+-13 kg), participated to the
study. They performed a straight walking at self selected speed on 250 m long dead-end road wearing 2 tri-axial
accelerometers, one located at the level of the fifth lumbar vertebra and one on the right ankle.

Right heel strike instants were obtained from the angular velocity measured by the sensor on the ankle with wavelet
analysis based method [4] and stride time was calculated accordingly.

The first and last three strides were removed in order to exclude gait initiation-termination phase.

Acceleration and angular velocity in vertical (V), medio-lateral (ML) and antero-posterior (AP) were acquired with sample
frequency of 128 Hz. Eleven gait variability and stability measures (Standard Deviation (SD), Coefficient of Variation (CV),
Nonstationary index (NI), Inconsistency of Variance (IV), Poincaré Plots (PSD1/PSD2), Maximum Floquet Multipliers
(maxFM), short/long-term Lyapunov exponents (sLE/ILE), Harmonic Ratio (HR), Index of Harmonicity (IH), Multiscale
Entropy (MSE) and Recurrence Quantification Analysis (RQA)) were calculated on stride time and trunk acceleration data
during gait. The two latter measures produce 6 and 5 sub-measures respectively, based on the time scale in MSE or
based on the feature of the recurrence plot that was analysed in RQA (recurrence rate (rr), determinism (det), average
length of diagonal lines (avg), maximum length of diagonal lines (max), divergence (div)).

Each measure was calculated for the acquired signal (at 128 Hz) and for other two signals obtained from the original one

by under-sampling at 64 and 32 Hz and also for anterior-posterior (AP), medio-lateral (ML) and vertical (V) acceleration
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directions. The obtained measures were testing with gaussianity test (Kolmogorov-Smirnov test) in such way was possible

performed the right statistical analysis: ANOVA test with a p-value of 5%.

The statistical analysis compares the obtained measures by original signal (the reference) with the measures obtained by
under-sampling from the original one.

Results: CV, PSD2, HR, IH, ILE, maxFM, rr and MSE for the time shifting 5 and 6 didn’t show significantly differences
varying the sampling frequency.

SD, sLE, det, avg, max, divand MSE for time shifting varying between 1 and 4 shown significantly differences varying the
sampling frequency.

NI, IV and PSD1 shown significantly differences only for the sampling frequency at 32 Hz.

Conclusion: The results show that the measures calculated in the frequency domain (HR and IH) and those that describe
the system as a whole (maxFM and ILE) were not affected by the reduction of sampling frequency, supporting the
maintenance of the performance of the method when implemented on a portable device.

MSE can be affected by reduction of sampling frequency, depending on the amplitude of selected time shift: the higher
the time shift the least the measure is sensitive to frequency changes.

References: [1] Hamacher D et al., J R Soc Interface 8(65), 1682-1698, 2011.

[2] Riva et al., conference proceeding SIAMOC-ESMAC 36, 2014.

[3] Riva et al., conference proceeding SIAMOC-ESMAC 146, 2014.

[4] Aminian et al., J. Biomech 35:689-699, 2001.
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Introduction and Objectives: The fundamental issues for an efficient throw are: the precision, the effect and the velocity of
release of the ball (1,2). The latter can be improved, without modifying the precision, by both refining the technique of the
motor task and increasing the production of power (1). Throwing balls of different weight with respect to the standard one
is a typically used special training mode. Previous studies suggested that this type of training contributes to increase the
throwing velocity, but no indication has been provided about the optimal ball weight to be used (3) and about the influence
of this type of training on the kinematic variables of the throwing arm (2). The aim of the present study was to investigate
the effect of using of weighter and lighter balls on kinematic variables of the throwing arm, ball velocity release and
precision in 6 pitchers throwing 50z, 60z, 70z and 40z balls.

Methods: Athletes and task description. Six baseball right-handed pitchers (age 21.7 + 3.1 years, mass 78.2 £ 7.5 kg,
height 182.8 + 7.9 cm) were analyzed. At the time of acquisition the players were in the final phase of the regular season
(Italian Championship League A). After a general and sport specific warm-up, each pitcher performed at least 16 throws at
maximum intensity with balls of different weights with the following sequence: 5 oz, 6 0z, 7 0z, 4 oz. A strike zone (40 cm)
was placed at 18.44 m from the mound.

Kinematic analysis. The upper limb was modeled as an open kinematic chain constituted by 3 rigid segments: thorax,
shoulder girdle, upper-arm, and forearm, with 7 degrees of freedom (protraction-retraction and elevation-depression of the
shoulder girdle, flexion-extension, abduction-adduction, and internal-external rotation of the gleno-humeral, flexion-
extension and pronation-supination of the elbow joint) (4). The 3D biomechanical analysis was performed by means of
stereophotogrammetry (BTS Smart-DX 7000, 10 TVC, 250Hz, BTS Engineering Spa, Milano). 5 markers were placed on
the thorax, pelvis and hand anatomical landmarks, 5 on the humerus, and 4 on the forearm to form technical clusters.
Anatomical calibrations were then performed. The following phases, reflecting meaningful temporal or kinematic
characteristics of the throw, were identified: cocking, arm acceleration and arm deceleration. The statistical analysis was
performed using SPSS software (SPSS inc. Chicago, lllinois, USA).

Results: No differences in kinematic parameters were found between the standard and the other balls. Throwing
kinematics when using the 70z and the 40z ball is shown in the table. The higher velocity of the ball when using the 40z
ball is associated with a lower precision of the throw (25% and 74% for the 40z and 70z, respectively), and with higher
maximum shoulder internal rotation velocity, and maximum elbow extension velocity (table).

Conclusion: Throwing training with weighter and lighter balls in baseball may be a useful tool to improve the maximum ball

velocity (1,3). The sequence of the different weighted balls used in the present study led to an improvement of the ball
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velocity, but to a lower precision of the throw. These findings suggest to use balls with 10z weight difference to get a

positive effect on ball speed without altering the precision and overloading the arm throwing joints.

Table:
Pitching phases and variables 5o0zball 6ozball 7 ozball 4 oz ball

Arm Acceleration

Max Shoulder Internal Rotation Velocity (°/s) 5102 £ 4749 + 4786 * 5247 +
504 615 414> 548*

Maximum Elbow Extension Velocity (°/s) 2198 £ 2160 £ 2167 + 2260 £
395 421 453* 422*

Istant Ball Release

Ball Relase velocity (m/s) 31.9% 30.5 % 299 + 32.6 =
1.9 2.6 1.7* 2.3*

Arm Deceleration

Max Ball Velocity (m/s) 353 % 35.9 % 329+ 37.0 £
2.8 2.8 0.7* 1.9*

Caption: Kinematic variables (* p<0.05)

References: [1] Fleisig et al., Sports Biomechanics, 8:10-21, 2009.

[2] Fortenbaugh et al., Athletic training, 314-320,2009.
[3] Escamilla et al., Sports Med, 29:259-272, 2000.

[4] Garofalo et al., Med Biol Eng Comput, 47:475-486,2009.
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Introduction and Objectives: There has been comparatively little research carried out investigating the biomechanical
characteristics of high-performing endurance elite athletes. As this group are able to maintain relatively high running
speeds for long periods of time, it is likely that they have developed a running gait which is highly economical. However,
there is disagreement in the literature between studies which have investigated the link between biomechanical variables
and running economy. Specifically, some research has found that excessive changes in vertical momentum increase
metabolic cost [1] whereas others have shown that greater vertical oscillation of the centre of mass is linked to a decrease
in metabolic cost [2]. Interestingly Hiese et al [1] performed their experiments on recreational runners (10Km race times
between 38-45 minutes), whereas Targuga et al [2] investigated higher level runners (10Km race times between 30-36
minutes). The different findings of these studies suggest that elite runners employ a running style which is distinctly
different from that of recreational athletes. The aim of this study was therefore to compare the biomechanical
characteristics between elite and recreational runners at a range of different speeds.

Methods: Fourteen elite endurance runners (8 male, mean(SD) BMI 20.6(1.9)) were matched with fourteen recreations
runners (8 male, mean(SD) BMI 20.2(1.2)). To be included in the elite group, participants had to have achieved 10Km
race time of less than 32 minutes (males) or less than 36 minutes (females) over the preceding 12 months. Runners in the
recreational group were required to have a corresponding race time no better than 38 minutes (males) and 42 minutes
(females). Both force data and kinematic data from the pelvis, lower limbs and feet were collected at four different speeds
(3.2, 3.8, 4.8 and 5.5ms-1) as each participant ran along a 35m track. For each speed an ensemble average vertical force
profile, normalised by body weight, was created from at least 5 separate running trials for each runner. Similarly,
ensemble average kinematic profiles were calculated for the hip, knee and ankle and spatiotemporal parameters for each
participant derived at each of the four speeds. Two-way ANOVA testing was then used to investigate the effect of both
speed and also participant group (elite vs recreational) on a number of biomechanical parameters

Results: There were no differences in stride length between the two groups, however the elite athletes had consistently
shorter stance times (P<0.03) across the different speeds. Visual inspection of the vertical ground reaction force (GRF)
profile showed clear differences between the two groups which were evident at each of the four running speeds (Figure
1). The primary difference was the magnitude of the vertical GRF which lead to a net vertical impulse which was
consistently higher in the elite group (p<0.01), indicating a greater range of motion of the centre of mass. The pattern of
hip and ankle motion was very similar between the elite and recreational runners; however the pattern of movement at the
knee showed a distinct difference at initial contact (Figure 1b). Specifically, at all speeds the athletes contacted the ground

with a more flexed knee (p<0.02).
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Figure:
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Caption: Figure 1: (a) vertical ground reaction force and (b) knee flexion angle at 3.8 ms-1 (speed 2) for elite athletes
(solid line with SD) and recreational runners (dashed line)
Conclusion: Our data supports the idea that elite athletes employ a running style which differs from recreational runners.
This style is characterised by an increased net vertical impulse and therefore an increased vertical movement of the
centre of mass. During the float phase of running, the centre of mass follows a ballistic trajectory and therefore increased
vertical movement has the potential to increase stride length. However, stride length was not different between the two
groups and this may have been the result of a more flexed knee configuration at contact in the elite group. Previous
researchers have suggested that large changes in momentum during stance phase may lead to metabolically wasteful
movement patterns [3]. However, it is possible that elite athletes are able to store energy from vertical momentum
changes as elastic energy in the Achilles Tendon and to return this energy during later phases of the gait cycle. It is
possible that optimal storage and return of this energy may be facilitated with a flexed knee configuration at initial contact.
References: [1] Hiese et al., Eur. J. Appl. Physiol., 84:438-42, 2001. [2] Tartaruga et al., Res. Quart. Exerc. & Sport.,
83:367-75, 2012. [3] Williams et el., J. Appl Physiol., 63:1236-35, 1987.
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Introduction and Objectives: Isovelocity dynamometers are widely used to quantify strength properties of athletes,
because the device allows collection of torque data for a joint at different angles, contraction types and velocities in a
standardized manner [1]. The experimentally obtained joint torque data have been widely applied throughout literature,
especially combined with torque-driven models, to generate subject-specific torque profiles and predict performance of an
individual [2]. However, variation of the torque profiles amongst athletes that perform different types of lower extremity
sport activities has not been well investigated. The aim of this study is to compare subject-specific torque profiles from
runners and cyclists based on experimental torque data.

Methods: The experiment was conducted at two testing facilities on two different isovelocity dynamometers (Contrex
multi-joint, CMV AG, Swizerland and Biodex System 4 Pro, Biodex Medical Systems, United States of America). Ten male
athletes were included in this experiment. Four runners and six cyclists (body mass: 79.3kg + 13.3, height: 1.79m + 0.08).
Isometric (five evenly spaced angles) and isokinetic (four-eight evenly spaced velocities) measurements were performed
for the ankle, knee and hip flexors and extensors for the dominant leg. A similar dynamometer setup as proposed by
Lewis et al. 2011 was adopted. All subjects attended a familiarization session and a testing session. Alignment of joint and
dynamometer axes of rotation was performed carefully during submaximal loading. All dynamometer data was low pass
filtered at 12 Hz by a fourth-order zero-lag Butterworth filter. Maximal isometric torque and corresponding joint angle were
located. Isokinetic torques and angles were identified at isovelocity. Gravity correction was performed as recommended
by the manufacturer’s prior measuring. An optimization procedure (Simulated Annealing, [3]) was adopted to fit a nine
parameter mathematical torque-angle-velocity profile to the subject-specific dynamometer data [4]. Bounds for the nine
parameters were set based on literature. The objective function minimized the unbiased weighted root mean square
difference between the calculated and measured isometric and isokinetic torque data as proposed by Lewis et al. 2011.
The weighting encouraged the function to give a better fit with the larger torque measurements. As it was assumed more
likely that the subject performed submaximal rather than supramaximal during the measurements.

Results: Only the plantar flexors optimization results are presented in the abstract. No clear difference was observed for
maximal isometric torque and optimal joint angle between the two groups. However, differences in maximal contraction
velocity between the cyclists and runners were observed. Large inter and intra group variability was likewise observed for
the ankle plantar flexors as presented in figure 1 and table 1. Similar results were observed for the knee and hip flexors
and extensors. Whether the results are influenced by usage of two different dynamometers could be argued. However,

the same testing procedure was used as well as both dynamometers were calibrated as recommended by the
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manufacturer prior to measurements thereby minimizing the effect. All measurements were included in optimization of the

torque function approximation, including some submaximal measurements. It could be argued whether these
measurements should have been excluded from the optimization. However, an objective exclusion criterion would be
required to this end.

Figure:
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Caption: Optimized torque-velocity profiles of all subjects at their maximal isometric joint torque angles for the ankle
plantar flexor for (R) runners and (C) cyclists.

Conclusion: Differences between the optimal joint angle and maximal contraction velocity for runners and cyclists were
observed. However, due to the limited number of participants in this study further investigation is needed in order to

establish whether the difference is generic between athletes of different sports.

Table:
Optimization runners (mean + Optimization cyclists (mean
std) std)

Joint angle corresponding to Maximal isometric 32.4° £9.3° 33.6°+7.2°

torque

Maximal isometric torque 189.9Nm % 35.9Nm 172,0Nm % 25,4Nm

Maximal contraction velocity 530.1°/s + 40.6°/s 1280.4°/s + 372.0°/s

Caption: Comparing plantar flexor data from optimized joint-torque profiles between runners and cyclists. A positive joint
angle describing a more dorsi flexed ankle.

References: [1] Parkin S, et al. J. Sports Sci. 19:7,521-526,2001

[2] King MA, et al. J App/ Biomech. 22:264-274,2006.

[3] Goffe WL. J Stud Econ Econometrics. 1:169-176,1996

[4] Lewis MGC. Et al. J App/ Biomech. 28:520-529,2012
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Introduction and Objectives: Recently, compression apparel has shown it can improve maximal effort, short duration
performance [1,2]. While compression can improve short duration performance, it is unclear how compression influences
longer duration performance. Therefore, the purpose of this study was to determine whether compression apparel could
aid in maintaining jump height performance over a fatiguing protocol.

Methods: Twenty athletes participated in the study with Phase | determining each athlete’s optimal compression using a
previously established maximal effort jump test [2]. Phase Il divided the athletes randomly into two groups, with one group
performing in their optimal compression and the other in loose fitting shorts. During phase Il, both groups performed
maximal effort counter-movement squat jumps every twenty seconds until fatigue. An athlete was classified as fatigued if
they could no longer maintain 88% of their maximum vertical-jump height. Kinematic (240Hz) and kinetic data (2400Hz)
were collected during both phases with a motion capture system and a Vertec measuring jump height.

For phase |, the athletes jump height in their optimal compression was compared to the control using a paired t-test
(a=0.05). For phase Il, an independent t-test was used to compare the total number of jumps during the fatiguing protocol
between groups (a=0.05). For kinematic and kinetic data analysis, the duration of each athlete’s jumping protocol was
divided into 5 sections, with each section representing 20% of the fatiguing protocol (Figure 1a). The initial 20% was used
as the baseline and the difference in each variable relative to the baseline of the jumping protocol was compared for the
subsequent sections between groups using a paired t-test with a Holm-Bonferroni sequential correction. If no differences
were found between the two groups, additional analysis was performed by treating all athletes as a single sample.
Comparisons were made using a paired t-test with a Holm-Bonferroni correction, on adjacent 20% sections of the jump
decay curve.

Results: During phase |, optimal compression significantly increased the athletes maximum jump height (a mean 2cm
increase, p<0.001). No difference in performance was seen during phase Il between the 10 athletes who wore
compression and the 10 athletes who wore the control (Figure 1b). No significant differences were observed for any of the
variables for any joint when comparing the two groups.

Combining all athletes into a single group, a significant reduction in hip peak power and angular velocity at peak power
occurred during 61-80% of the fatigue protocol (p=0.0041 and p=0.0040). A significant increase in the knee moment at
peak power occurred during the 21-40% region (p<0.001) and a significant reduction of the ankle joint peak power

(p=0.0099) and angular velocity at peak power (p=0.003) occurred during the fatigued state (last three jumps).
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Figure:

Caption: a) Jump height decay curve of a representive athlete with the last points indicating fatigue b) the number of
jumps of the Control and Compression groups before they reached fatigue.

Conclusion: The study indicated that compression does not increase long term jumping performance compared to a
control. It should be noted that there were no negative effects of compression.

Both the hip and ankle joint limit athlete performance as fatigue progresses. When fatigued, athletes reduce their angular
velocity at both joints, thereby reducing their power production and joint energy generated. The hip joint was affected
earlier, and the athletes attempted to increase their knee joint moment and knee joint power to compensate. During the
late stages of fatigue, the hip joint angular velocity continues to decrease, while the ankle joint angular velocity and peak
power dramatically decrease, leading to the inability of the athlete to maintain performance.

In summary, compression increased initial maximum jump height and athletes maintained performance to a similar extent
to loose fitting shorts during a fatiguing protocol, suggesting that compression is beneficial for athletes. With respect to
fatigue, the hip joint angular velocity and power is affected first, while the ankle joint has a significant influence during the

later stages of fatigue.

Table:
Joint 0- 21- 41- 61- 81- Fatigue
20% 40% @ 60%  80% 100%

Hip | Angular Velocity at Peak Power [°/s] 378 391 387 362 343 341

Moment at Peak Power [Nm] 166 162 167 165 163 161

Peak Power [W] 112 | 1090 1092 | 1054 993 978

1

Kne  Angular Velocity at Peak Power [°/s] 583 577 579 575 571 563

e Moment at Peak Power [Nm] 93 99 98 100 102 103

Peak Power [W] 986 = 1023 @ 1027 | 1039 1037 1036

Ankl | Angular Velocity at Peak Power [°/s] 739 745 746 745 731 707
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Peak Power [W] 132 1330 1350 @ 1336 1302 1266
0

Caption: Hip, knee and ankle joint kinematic and kinetic mean data of all athletes when treated as a single group. Bold
values represent a significant differences from the preceding adjacent region.

References: [1] Worobets et al. Proc ISB Congress XXII, 2009.

[2] Wannop et al. Proc ISB Congress XXIV, 2013.
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CAN PATELLOFEMORAL JOINT (PFJ) ALIGNMENT BE ASSESSED CLINICALLY USING A CUSTOM MADE
CALLIPER?

Kevin D. Campbell-Karn "*"Thomas Korff2lan McDermott 2

TFaculty of Life Science and Computing, London Metropolitan University, London, 2College of Health and Life Sciences,

Brunel University, Uxbridge, United Kingdom

Introduction and Objectives: Knee problems are a common complaint among the general population with a high proportion
of physical injuries being knee-related. Up to one in six knee related conditions have been coded as a ‘patellofemoral
condition’ which includes anterior knee pain. However, anterior knee pain can have several causes. One common cause
is mal-alignment of the patellofemoral joint (PFJ) and is considered as an abnormal static position of the patella within the
trochlear groove during knee extension and flexion. This can cause undue stress to the joint and surrounding structures,
with resultant damage and potential pathology. Mal-alignment of the PFJ causes patellar kinematic abnormalities
predominantly in the last 20° of knee extension mainly due to the decreased congruency as the patella rises out of the
trochlear groove in this range. Clinicians currently assess the alignment of the patella via measurement of the Q-angle,
functional testing and the so-called McConnell technique. The latter was developed by McConnell and has been broadly
adopted by the physiotherapy community when assessing and treating alignment of the patellofemoral joint. The goal of
this method is to determine the centre of the patella in relation to the femoral epicondyles and is reliant on accurate
localisation of the medial and lateral borders and the femoral epicondyles. Whilst the McConnell technique may be useful
within a clinical context, this subjective measurement is reported to have limited reliabilitylt is clear therefore that there is a
need for the position of the patella in relation to the femur to be determined more objectively and reliably. Therefore the
purpose of this study was to assess the suitability and reliability of a custom-made ‘patellofemoral tracking calliper’ to
assess the patellar position with resepct to the femur.

Methods: A calliper, which measures the medial-lateral offset of the middle of the patella with respect to the mid-point of
the femoral epicondyles (Patellofemoral Tracking Calliper [PFTC]) was developed (Figure 1) and assessed for accuracy
and reliability. To assess accuracy, 39 right knees were measured with the calliper and compared to the equivalent
measures obtained from MRI images. For this purpose, the knee was placed in an MRI scanner with the tibiofemoral joint
positioned in 30° of flexion and the rotation of the leg orientated by using a spirit level along the medial side of the foot.
The knee was supported with wedges and strapped to the MRI table in this position to prevent any deviation from the
desired orientation. This position was replicated for measurements with the PFTC. During MRI analysis, the midpoint of
the femoral epicondyles was defined as the half distance between the widest epicondyle points and the mid-point of the
patella was defined as the half distance between the widest medial and lateral borders of the patella. This followed the
same measurement methods as the PFTC, however this device used these landmarks via physical contact from the

calliper arms.
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Thus, both the PFTC and the MRI equivalent provided information about the superficial position for the patella with
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respect to the femur. To assess agreement between both methods, the Pearson product moment correlation coefficient
was determined, and the Bland and Altman limits of agreement test was used to assess bias and limits of agreement.
Each calliper measure was taken three times, and the reliability of the PFTC was assessed using intra-class correlation
coefficients (ICC).

Results: The patellofemoral tracking calliper was highly reliable (ICC=0.990-0.991). The limits of agreement with regards
to the MRI equivalent method were £8 mm. The Bland and Altman plot highlighted a systematic bias of 2 mm. The calliper
measures correlated significantly with the MRI equivalent method (r = 0.675, p = 0.001).

Figure:

Caption: Figure 1. Application of the Patellofemoral Tracking Calliper

Conclusion: The patellofemoral tracking calliper is a useful tool, where the reliable assessment of patella position with
respect to the femur is needed. The superficial landmarks of the patella and femur require further investigation into their
accuracy in providing true alignment outcome measures of the patellofemoral joint. The McConnell method for assessing
alignment may have questionable methods when the anatomical shape and interaction of the joint surfaces is considered
alongside the data presented here.

Disclosure of Interest: None Declared
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FEASIBILITY AND RELIABILITY OF THREE-DIMENSIONAL ULTRASOUND FOR MEASURING HUMAN TIBIALIS
ANTERIOR MUSCLE DEFORMATION DURING ISOMETRIC CONTRACTIONS

Brent Raiteri '"Andrew Cresswell 'Glen Lichtwark !

1School of Human Movement and Nutrition Sciences, The University of Queensland, Brisbane, Australia

Introduction and Objectives: The deformation of muscle during contraction can potentially influence the length changes of
the contractile and connective tissues. In pennate muscle, biaxial strain of the aponeurosis has been suggested to be an
important parameter influencing muscle force production [1]. However, due to the difficulty in measuring deformation in
muscle during contractions, these effects have not been measured in human muscles. Freehand three-dimensional
ultrasound (3DUS) is a reliable and valid technique for the in vivo measurement of human gastrocnemius muscle belly
length and volume [2] and could potentially be used to examine biaxial aponeurosis strains in humans during contractions.
This study aims to determine the feasibility and reliability of 3DUS for examining /n vivo tibialis anterior (TA) muscle
deformation during voluntary isometric contractions (VIC) at varying intensities.

Methods: Subjects (n = 6) were seated in a reclined position with the plantar aspect of their left foot flush against a
custom-built rigid footplate. The left ankle was at 90° (foot sole relative to the shank) and the left knee fully extended. After
pre-conditioning contractions, subjects performed two ~40-s isometric dorsiflexion contractions at 5, 10, 25 and 50%
maximal VIC in a randomised order. 3DUS scans of TA were performed at each contraction intensity and also at rest. The
3DUS scan involved synchronous B-mode ultrasound imaging and motion capture of the position and orientation of the
transducer, while successive cross-sectional slices of the muscle were made whilst sweeping the transducer from the
proximal to distal end of the muscle. Freely available software (Stradwin, Cambridge University) was used to collect and
analyse all data. Muscle cross-sectional area was segmented from sequential transverse images of the scan at ~15 mm
intervals along the length of TA. Muscle volume was calculated using 3D rendering algorithms and muscle and central
aponeurosis lengths were calculated as the straight-line distance between the most proximal and distal locations in 3D
space. The principal muscle axes (x, y and z) were determined using a weighted principal component analysis. The
muscle cross-sectional area and perimeter in the transverse plane (x-axis) was calculated at 5% increments of the muscle
belly length from the muscle centroid. All measures were averaged across two scans from the same contraction condition
and the intra-class coefficient (ICC) and coefficient of multiple correlation (CMC) was used to assess intra-session
repeatability of the measurements.

Results: The intra-session ICCs for muscle volume and muscle and central aponeurosis lengths were greater than 0.99.
Muscle cross-sectional area and perimeter along the transverse plane was highly repeatable, with overall CMC values of
greater than 0.99.The TA remained iso-volumetric across the contraction conditions and the muscle was found to shorten
and the central aponeurosis shown to lengthen as contraction intensity increased. Muscle and central aponeurosis strain
peaked at -2.9 + 0.1% and 3.1 + 0.4% respectively (mean + standard error) in the 50% maximal VIC condition. The TA
cross-sectional area in the transverse plane progressively increased around the muscle belly centre with increased

contraction intensity, peaking at 99 + 22 mmz2 (9.8% increase), in the 50% maximal VIC condition. The transverse muscle
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perimeter also increased with contraction intensity, peaking at 5.2 + 1.2 mm (5.6% increase), although this peaked distal

SOCIETY OF
GLASGOW BIOMECHANICS

to the muscle belly centre (Figure 1).

Figure:

Caption: Figure 1: Mean tibialis anterior (TA) perimeter changes from rest along the transverse plane at 5, 10, 25 and
50% of maximal voluntary isometric contraction (VIC). Negative percentages are proximal to the muscle centroid.
Conclusion: This study is the first to implement 3DUS to characterize /n vivo muscle deformation in the human TA muscle.
The TA muscle bulged centrally, orthogonal to the line of action of the muscle as contraction intensity increased. This
occurred presumably because of the transverse strain present in the muscle fibres as they shortened and were
constrained to maintain a constant volume. These shape changes are likely to represent variable aponeurosis strains in
the transverse plane with regional differences in aponeurosis compliance.

3DUS of the TA is a feasible and reliable technique for measuring muscle volume, muscle and central aponeurosis
lengths and muscle cross-sectional area and perimeter along the transverse plane during contractions. We have
demonstrated that as fibres develop force, the central aponeurosis of the muscle acts like a serially arranged elastic
spring and the transverse muscle perimeter increases most in the distal muscle belly. How these deformations influence
storage and return of energy in the aponeurosis (which constrains the shape changes of muscles) requires further
investigation.

References: [1] Azizi et al., J. Physiol, 587: 4309-4318, 2009.

[2] Barber et al., J. Biomech, 42: 1313-1319, 2009.
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INFLUENCE OF STRIKE PATTERN ON BIOMECHANICS ASSOCIATED WITH TIBIAL STRESS FRACTURE IN
FEMALE RUNNERS

Clare E. Milner '"Richard A Brindle *
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Introduction and Objectives: Tibial stress fracture is a common overuse injury in female runners and requires an extended
recovery time for the bone to heal [1]. Previous work has identified biomechanics associated with tibial stress fracture in
female runners with a rearfoot strike pattern [2]. Large peaks in rearfoot eversion angle, hip adduction angle, and absolute
free moment were predictive of previous tibial stress fracture [2]. While a rearfoot striking is the most common pattern in
distance runners, recent interest has focused on non-rearfoot strike patterns. In particular, it has been suggested that non-
rearfoot strike patterns may reduce the risk of overuse injury in runners [3]. The effect of strike pattern on the
biomechanical variables associated with tibial stress fracture is unknown. Thus, the purpose of this study was to
determine whether the magnitude of these variables differ between healthy female runners who are habitual rearfoot and
non-rearfoot strikers. We hypothesized that peak rearfoot eversion angle, peak hip adduction angle, and absolute peak
free moment would be smaller in non-rearfoot strikiers compared to rearfoot strikers.

Methods: As part of an ongoing study, female runners between 18 and 45 years of age running at least 10 miles per week
for a year or more were recruited. All participants provided written informed consent prior to participation and all
procedures were approved by the institutional review board. Fourteen participants were recruited, 7 rearfoot strikers (26
5y;55.2£7.1kg; 1.64 £ 0.08 m; 24 + 11 miles per week) and 7 non-rearfoot strikers (28 £ 6 y; 59.7 + 15.4 kg; 1.67
0.07 m; 23 = 14 miles per week). Participants wore standard laboratory footwear and retroreflective markers were
attached to the pelvis and right lower limb. Three-dimensional gait analysis was conducted while participants ran over
ground in the laboratory at 3.7 m/s £ 5 %. Segment position and ground reaction force data were recorded synchronously
for five trials. Kinematic data were filtered at 8 Hz and processed using rigid body analysis and joint coordinate systems,
following standard procedures [4]. Ground reaction force data were filtered at 50Hz for the determination of free moment.
Foot strike pattern was determined from strike index, with values of < 0.33 indicating rearfoot strikers and larger values
indicating non-rearfoot strikers. Variables of interest were extracted from each trial and averaged per participant, then
within each strike pattern group. Independent t-tests were used to identify any differences between groups, with p < 0.05
considered significant.

Results: Both peak rearfoot eversion angle (P < 0.001) and peak hip adduction angle (p = 0.003) were significantly
smaller in the non-rearfoot strikers compared to the rearfoot strikers (Table 1). However, absolute peak free moment (p =
0.664) was not different between groups.

Conclusion: The two kinematic variables of interest, peak rearfoot eversion angle and peak hip adduction angle, were
both smaller in the non-rearfoot strikers. Our finding of smaller peak rearfoot eversion angle in non-rearfoot striking
runners compared to rearfoot strikers is in agreement with previous work [5]. Peak hip adduction angle and absolute peak

free moment differences between these groups have not been reported previously. These kinematic differences provide
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fracture. In particular, female rearfoot strikers with large rearfoot eversion and hip adduction angles may benefit from
switching to a non-rearfoot strike pattern. However, it should be noted this study was cross-sectional and identified group
differences in kinematics associated with tibial stress fracture in currently healthy runners. Future work should explore gait
retraining protocols to assist rearfoot striking runners with aberrant kinematics in transitioning to a non-rearfoot strike
pattern, and monitor injury incidence. In summary, non-rearfoot striking female runners have smaller peak rearfoot

eversion and peak hip adduction angles, but similar absolute peak free moment compared to rearfoot striking female

runners.
Table: Table 1: Mean (standard deviation) for variables of interest in each foot strike pattern group
Peak rearfoot eversion angle Peak hip adduction angle Absolute peak free moment
(degrees) (degrees) (x10-3)
Rearfoot strikers | 7.8 (1.7) 16.9 (2.7) 5.4 (2.9)
Non-rearfoot 3.0 (1.6) 11.2 (3.0) 6.1 (2.4)
strikers

References: [1] Arendt et al., Am. J. Sports Med., 31: 959-968, 2003.
[2] Pohl et al., J. Biomech., 41: 1160-1165, 2008.

[3] Daoud et al., Med. Sci. Sports Exerc., 44: 1325-1334, 2012.

[4] Cole et al., Trans. ASME, 115: 344-349, 1993.

[5] Stackhouse et al., Clin. Biomech., 19, 64-70, 2004.
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DIFERENCES IN GLOBAL GAIT ASYMMETRY BETWEEN KNEE OSTEOARTHRITIS PATIENTS AND HEALTHY
ADULTS
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Laboratério de Biomecanica e Morfologia Funcional, U Lisboa, Faculdade de Motricidade Humana, CIPER, P-1499-002
Lisboa, Portugal, 2HAS-Motion, Inc., Kingston, ON, Canada, 3Departamento de Fisioterapia, Escola Superior de Saude,

Instituto Politécnico de Setubal, Setubal, Portugal

Introduction and Objectives: Research suggests that the gait alterations associated with knee osteoarthritis (KOA)
possibly lead to between-limb asymmetries [1]. Consequently, the load is distributed unequally between the weight
bearing joints, which in turn may increase the risk of developing multi-articular lower limb osteoarthritis [1-2].

Between-limb asymmetries have been reported in KOA patients. However, the asymmetry is often measured using
discrete and local parameters. By using discrete parameters, the temporal information of the gait waveform is neglected,
which means that potentially important asymmetries that are due to time shifts or that occur outside the chosen time frame
could be missed [3-4]. Additionally, the extraction of discrete parameters is subjective and potentially difficult in atypical
waveforms such as those of KOA patients [3]. Using local parameters, several values are needed to capture the global
aspect of gait asymmetry and to assess the influence of specific interventions, which may lead to results that are difficult
to interpret [5]. Conversely, the strength of global symmetry measures composed of continuous variables is their ability to
reduce all the information from various local parameters throughout the gait waveform in one score.

The aim of this study was to determine if the global gait asymmetry score of a group of KOA patients was different from
that of a healthy control group. Our hypothesis was that patients with KOA are more asymmetric than the healthy
participants.

Methods: Subjects were divided in 2 groups: 14 were healthy controls (4 male, age 38.1 + 11 years, height 1.54 + 0.44 m,
body mass 64.6 £ 10.8 Kg), who were free from any musculoskeletal pathology, and 14 were diagnosed with clinical plus
radiographic KOA (3 male, age 58.2 + 6.1 years, height 1.57 £ 0.07 m, body mass 86.6 + 15.3 Kg).

Participants walked along an 8 m walkway at their self-selected comfortable speed. Passive markers were placed on the
participants’ skin, according to the calibrated anatomical system technique [6]. The 3D coordinates of these markers were
collected at 200 Hz using a system with 8 high speed infrared cameras (Oqus 300, Qualisys AB, Gothenburg, Sweden),
were low-pass filtered using a 4t order Butterworth filter with a cut off frequency of 10Hz and were used to create a model
with 7 segments (feet, shanks, thighs and pelvis), each with 6 degrees of freedom. Joint angles were computed into the
joint coordinate system [7]. The 3D joint angles of the hip, knee and ankle and the 3D absolute pelvis angle were
normalized in time to the gait cycle. The global gait asymmetry (GGA) score was calculated for each cycle, by integrating
the squared differences between the right and left time normalized signals, taking the square root, and adding them
across all 12 variables. Thus, higher scores represent greater asymmetry levels. All data processing and model building
were done in Visual3D (Version 5.01.18, C-Motion, Inc, Rockville, USA).
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The GGA scores (average of 3 cycles) of the control and KOA groups were compared using an independent T-test (IBM
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SPSS Statistics 21, Inc. Chicago, lllinois, USA) with an alpha of 0.05. This analysis was complemented with an effect size
and power analysis (G*Power 3.1.7 [8]). Data were checked for normality and presence of outliers prior to analysis.
Results: The statistical analysis shows that the KOA group had significantly higher GGA scores than the control group
[mean (£ SD): KOA 604 (£101°), Control 511 (65 °)].

Figure:

Caption: Global Gait Asymmetry (GGA) score of Control and Knee OA (KOA) groups

Conclusion: As hypothesized, the overall level of asymmetry of a group of KOA patients was significantly higher than that
of a group of healthy controls. Due to the different nature of the groups, further studies are needed to analyze if the
asymmetry score is influenced by group characteristics other than the presence of KOA. Moreover, the variables that
compose the GGA score could be selected and normalized according to their relevant contribution to the final score, so
that it is better tuned to analyze gait asymmetry in KOA.
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STATIC ANKLE RANGE OF MOTION IS ASSOCIATED WITH DYNAMIC ANKLE MOTION DURING A SURF-LIKE
SIMULATED AERIAL TASK
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Introduction and Objectives: During surfing competitions, a judging panel scores surfers according to how they perform
manoeuvres on a wave. Points are awarded for speed, power and flow, as well as innovation and risk-taking.
Consequently, surfers who include dynamic, innovative and risky manoeuvres such as aerials, where surfers project
themselves into the air before landing on the water, receive higher scores, on average, than those who only perform turns
[1]. Aerial manoeuvres, however, have been associated with increased lower limb injury [2]. In land-based sports, utilising
a greater ankle range of motion (ROM) over which to distribute the impact forces generated during landing is thought to
reduce the risk of lower limb injury at foot-ground contact [3]. However, whether surfers use a large ankle ROM when
landing aerials is unknown. Therefore, the purpose of this study was to: (i) identify the dynamic ankle motion used during
landing a simulated aerial task, and (ii) evaluate the association between static ankle ROM and dynamic ankle motion.
Methods: A twin-axis electronic goniometer (Model SG110; Biometrics Ltd, UK) was used to measure dynamic sagittal
and frontal plane ankle motion during repeated trials of a simulated aerial task for the trail limb of 21 consenting skilled
surfers (age = 19.7 £ 4.4 years, height = 179.0 £ 7.6 cm, mass = 70.3 = 10.2 kg, surfing experience = 12.4 + 4.6 years).
The simulated aerial task required each participant to run at a self-selected pace parallel to a thick padded landing mat
(305 x 1740 x 3650 mm), jump onto a mini trampoline, and project themselves up into the air. Once airborne the
participants rotated 90 degrees while positioning a soft-top surfboard (with the fins removed) under their feet, before
landing on the board (and the padded landing mat), and then held a stabilised landing position for 3 seconds. Static
flexed-knee ankle joint ROM was characterised using the knee-to-wall test [4]. Pearson product moment correlations were
used to determine the strength of the associations between the participant’s static ankle joint ROM and a dynamic ankle
motion quantified during landing the simulated aerial task (p < 0.05).

Results: At initial board-mat contact, participants displayed slight plantar flexion (2.6 £ 9.7°) combined with an inverted
foot position (4.0 = 4.2°). By the Stabilisation phase of landing, the participants displayed a dorsiflexed ankle (22.1 £ 7.1°)
with a neutral foot posture in the frontal plane (0.7 + 5.8°). The greatest ankle joint range of motion was displayed during
the Absorption phase (29.3 £ 7.0°; a phase during which the participants were flexing their lower limb joints to absorb the
forces generated following initial board-mat contact), relative to both Pre-Landing and Stabilisation. The greatest peak
dorsiflexion angle, however, was displayed during the Stabilisation phase of landing (20.6 + 6.4°). Static flexed-knee ankle
ROM was significantly correlated with peak dorsiflexion during Stabilisation (r=0.70, p < 0.001; see Figure 1) and total

sagittal ankle displacement during Absorption (r= 0.60, p= 0.004).
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Caption: Figure 1. Correlation between static flexed-knee ankle ROM test score (cm) of the trail limb and the ankle
position at Stabilisation (°) during the simulated aerial task

Conclusion: Compared to previous data published on fixed-ground landing tasks [5], the participants’ ankle plantar flexion
was somewhat restricted by the surfboard prior to initial board-mat contact. Furthermore, those participants who had a
limited static ankle ROM displayed a stiffer landing style. It is postulated that this stiffer landing technique is likely to
increase ankle and knee joint loading when landing a simulated aerial task. It is therefore important that surfing athletes
incorporate lower limb flexibility training, particularly soleus muscle extensibility activities to increase their static ankle
ROM and, in turn, improve their dynamic ankle ROM when landing.

References: [1] Lundgren L et al., /nt J Sport Sci Coach, 9: 663-670, 2014

[2] Furness J et al., Australian Physiotherapy Conference, 58-59, 2013

[3] Whitting J et al., Aviat Space Environ Med, 78: 1135-1142, 2007

[4] Techovanich W et al., Aust J Physiother, 44: 175-80, 1998.

[5] Kernozek TW et al., Med Sci Sports Exerc, 37: 1003-1012, 2005
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Introduction and Objectives: Maximal strength testing is a commonly used method in both biomechanics research and
clinical assessments of muscle and joint function [4]. The reliability and validity of different types of dynamometers have
been shown to be acceptable in previous studies [1,2,5]. However, when testing human participants there are other
factors that may cause variability in strength measurements, such as sincerity of effort and familiarization with both the
equipment and environment. It is common for researchers to bring participants in for a familiarization session prior to
beginning true data collection for their study [3]. The purpose of this study was to determine the effect of repeat testing on
peak torque, mean torque and variability between trials. We hypothesized that peak torque and mean torque would be
higher and less variable the second and third test days than on the first test day.

Methods: Twenty-five healthy, young (age 21.3+3) participants (13 males, 12 females) reported to the biomechanics lab
for maximal isometric strength testing three times. Each participant completed all three visits within 7 days of beginning
the protocol. Prior to each testing session, participants completed a 5-minute warm-up on a cycle ergometer. Participants
then completed 3 maximal isometric voluntary contractions (MVICs) of the right knee extensors with the knee in 90° of
flexion using a HUMAC isokinetic dynamometer (HUMAC NORM Testing & Rehabilitation System, CSMI Medical
Solutions, Stoughton, MA). Participants were given two trial repetitions prior to the test each day for familiarization
purposes. Consistent verbal encouragement by the researcher was provided during each testing session. The data
collected were analyzed for peak torque produced by each subject on each day as well as the mean torque produced over
the three maximal trials. The standard deviation was also calculated to determine variance between trials. Paired two
tailed t-tests were used to evaluate the statistical differences in the data. A p-value of 0.05 was set as the cut off for
significance. All procedures were approved by the Institutional Review Board and written informed consent was obtained
from each participant prior to the start of testing.

Results: The values for the average peak torque, average mean torque, and average standard deviation were compared
between the different days of testing using a 2-tailed paired t-test. It was found that there was a statistically significant
decrease in the average mean torque between day 1 and day 3 (p<0.05) and the difference in the average peak torque
(p=0.078) and average standard deviation (p=0.060) trended in the same direction. The differences in the values from day
1 to day 2 were not statistically significant. The statistical values for average mean torque, average peak torque and
average standard deviation were p=0.430, p=0.524 and p=0.501, respectively. The differences in the values from day 2 to
day 3 were also not statistically significant. The statistical values for average mean torque, average peak torque and

average standard deviation were p=0.354, p=0.180 and p=0.163, respectively.
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Conclusion: Based on the data collected, healthy, young adults are able to produce peak knee extensor torques on the
first day of MVIC testing that is not different from those produced on the second day of testing and are greater than those
produced on day 3. These results are the opposite of the hypothesized results. It is possible that the decreased MVIC
torque output from day 1 to day 3 could be a result of lingering fatigue from the previous sessions, however this seems
unlikely due to the small number of repetitions performed. The increase in variability observed on day 3 may indicate that
maximal effort was not being expended. It is possible that some participants were too comfortable with the protocol by the
third day and this may have decreased their desire to perform at their true maximum effort. These results indicate that
when young, healthy participants are involved in a study it may not be necessary to have a familiarization day prior to
beginning testing or if the researcher does bring participants in prior to beginning the study it may be beneficial to have
the participant engage in sub-maximal training trials. These results highlight the need to develop a method to control for

participation motivation and sincerity of effort. One such method could involve superimposition of electrical stimulation

during MVIC.
Table:
Average Peak Torque (Nm) Average Mean Torque (Nm) Average Standard Deviation (Nm)
Da 216.32 207.59 8.79
y 1
Da 212.40 203.04 9.63
y2
Da 206.56 194.92 11.47
y3

References: [1] Drouin et al., Eur J Appl Physiol, 91:22-29, 2004.
[2] Madsen. Eur J Appl Physiol Occup Physiol, 74:206-210, 1996.
[3] Mayhew et al., J Appl Physiol, 107:1655-1662, 2009.

[4] Rantanen et al., J Am Geriatr Soc, 45:1439-1445, 1997.

[5] Shechtman et al., J Hand Ther, 18:339-347, 2005.
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THE EFFECT OF PROPHYLACTIC KNEE BRACING ON LOWER-LIMB MUSCLE FORCES DURING DOUBLE-LEG
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Introduction and Objectives: Anterior cruciate ligament (ACL) injuries, which account for the majority of sports-related
injuries, are painful, costly, and debilitating to the injured athlete. Non-contact ACL injuries often occur during landing,
which is frequently performed in sporting activities. Some athletes wear prophylactic knee braces to help prevent knee
injury, but the evidence support or discouraging knee bracing is conflicting [1]. Previous studies have found differences in
kinematics [2] and electromyography (EMG) muscle activity [3] between braced and non-braced athletes, suggesting that
bracing alters neuromuscular control. Computer-based musculoskeletal models provide a means to quantify muscle
contributions to complex movements in more detail compared to EMG alone. During impact loading, muscle forces could
explain the resulting tension on the ACL that can lead to rupture [4], thus providing critical information for improved injury
prevention methods. To further quantify changes in muscle function due to knee bracing, the purpose of this study is to
calculate and compare lower-limb muscle forces in braced and unbraced recreational athletes during a double-leg drop
landing task.

Methods: Four participants who regularly participate in a landing sport have undergone testing in the Gait Analysis
Laboratory at Victoria University (Melbourne, Australia). A motion analysis system consisting of ten optical infra-red
cameras (500 Hz; VICON Mx, Oxford Metrics, UK) collected the three-dimensional kinematic data from 54 retro-reflective
markers, while two synchronized force plates (1000 Hz, AMTI, USA) simultaneously recorded ground reaction forces.
Each participant was instructed to step off a 60 cm platform with his or her dominant leg and land barefoot onto the force
plate using both legs. The landing phase was defined as the duration from foot strike to maximum knee flexion angle.
Subject-specific musculoskeletal models (31 degrees-of-freedom, 92 musculoskeletal tendon units) were developed in
OpenSim, an open-source 3D musculoskeletal modeling software [5]. Inverse kinematics calculated the joint angles that
best matched the experimental marker trajectories. A unique solution of individual muscle forces was solved via static
optimization by minimizing the sum of the squares of muscle activations. It was assumed that the effect of bracing was
expressed in the experimental data and thus knee brace forces and elements were not included in the simulations. The
average of three trials for each condition was used for analysis. Forces were normalized to body weight (B.W.).

Results: Prophylactic knee bracing did not alter the peak vertical ground reaction force (GRF) (2.16+0.40 B.W. with brace
vs. 2.15+0.32 B.W. without brace). The time of peak GRF during the landing phase was slightly increased with bracing
(18.89+5.06% with brace vs. 16.16+£3.51% without brace). There was also a small change in the maximum knee flexion
angle (97.60+11.86 degrees with brace vs. 99.32+13.12 degrees without brace). Table 1 presents the peak force of the
major muscle groups with and without bracing. Generally, slight increases in peak forces of the quadriceps,

gastrocenemii, and soleus muscles were observed with bracing. The medial hamstrings were the only muscle group that
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demonstrated a decrease in peak force with bracing. These results suggest that knee bracing may have a negative

consequence on the knee joint during landing since the quadriceps, which produce much greater force than the

hamstrings, can increase stresses in the ACL, while the hamstrings provide a protective effect. However, the large forces

produced by the soleus muscle could help to protect the ACL by generating a posterior tibial force [6].

Conclusion: The usefulness of prophylactic knee braces during sporting activities remains under debate. This study

provides a more quantitative assessment of the effectiveness and mechanism of knee bracing by examining changes in

muscle forces during landing. To further investigate the significance of bracing on muscle function, a total of twenty

participants will be tested, followed by rigid body modeling and statistical analyses.

Table:
Medial Lateral Rectus Vastus Vastus Vastus Medial Lateral Soleus
Hamstring |« Hamstrings = Femoris = Medialis | Intermedius = Lateralis Gastroc = Gastroc
s
No 0.89 £+0.34 | 1.59+0.19 1.54+0.0 1.62+0.3  1.63%0.23 3.11+£0.52 | 1.15+0.0 | 0.25+0.0 | 4.66+0.7
Brace 8 0 8 2 6
Brace 0.8310.21 | 1.70+0.14 1.66+£0.6 1.78+0.3 @ 1.76+0.25 3.41+£0.55 | 1.2740.1 | 0.28+0.0 | 4.71+1.1
6 0 6 4 0

Caption: Table 1. Mean * standard deviation of peak muscle forces (normalized to B.W.) with and without a prophylactic
knee brace.

References: [1] Rishiraj N et al. Sports Med, 11:937-960, 2009.

[2] Yu BO et al. Am J Sport Med, 32:1136-43, 2004.

[3] Osternig L et al. Am J Sport Med, 21:733-737, 1993.

[4] Pflum MA et al. Med Sci Sport Exer, 36: 1949-58, 2004.

[5] Delp SL et al. /EEE T Biomed Eng, 54:1940-50, 2007.

[6] Mokhtarzadeh H et al. J Biomech, 46, 1913-20, 2013.
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1The Hugh Williamson Gait Analysis Laboratory, The Royal Children's Hospital, 2Mechanical Engineering, The University
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Introduction and Objectives: Inaccurate identification of the knee joint axis leads to cross-talk and influences the hip
rotation profile. The influence on hip rotation is particularly important when utilised to assess patients for de-rotation
osteotomies. No gold standard exists for defining the knee axis making it difficult to evaluate previous methods. Initially
the knee axis was assumed to be coincident with the trans-epicondylar axis. However, 3D imaging techniques suggest the
axis is aligned with the posterior aspect of the condyles [1]. Conventional methods rely upon manual palpation or visual
alignment. Another approach is functional methods which rely upon joint range of motion movements to determine the
axis. Ultrasound imaging of musculoskeletal structures coupled with motion capture [2] has previously been used for
identification of the hip joint centre [3]. In this study 3D ultrasound has been used to locate the most posterior aspect of
the femoral condyles as the anatomical knee axis. The aim was to quantify the accuracy of conventional and functional
methods to locate the knee axis.

Methods: Ten healthy adults (53, 5Q) with no history of gait pathology gave written informed consent to participate in this
study. Approval was granted by the ethics committee of the local institute. Reflective markers were attached to the subject
according to the Plug-in-Gait marker set ([4], Vicon Motion Systems). Subjects walked up and down a walkway at a self-
selected speed. A 10-camera motion-capture system (Vicon Motion Systems) and 5 force platforms (ATMI, Advanced
Mechanical Technology, Inc) were used to measure the subjects’ kinematics and kinetics.

The knee axis was determined using a conventional, marker based method through manual palpation of the epicondyles
and three functional methods; the axis transformation technique (ATT or SARA) [5], the geometrical method [6] and a
method closely related to the dynamic KAD (DynaKAD) [7,8]. For the ATT and geometric methods only frames where
knee flexion was between 20°-90° were used to determine the axis. The functional methods were applied to various
activities; three open chain active knee flexion-extensions, three bilateral squats and three walking strides.

The reference method was the condylar axis obtained from 3D ultrasound imaging. The accuracy of the other methods
was expressed as the angular difference of the various knee axes in the transverse plane.

Results: The conventional axis was predominantly external compared to the ultrasound condylar axis, 7.5° on average.
The ATT and Geometrical functional methods resulted in an axis mostly external with the flexion activity presenting the
least amount of variability (SD: ATT 7.4°, Geometrical 8.4°). The DynaKAD method most closely aligned with the condylar

axis for all activities, with the most accurate results obtained for walking (mean: 3.1°, SD: 6.1°).
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Caption: Left: subject with marker set undergoing 3D-ultrasound imaging of the posterior aspect of the femoral condyles.
Right: top, ultrasound image of femoral condyles. Bottom, boxplot of angular difference of knee axes from the 3D-
ultrasound condylar axis in the transverse plane (* represents outlying data points). 1 Outlying data point actual location
beyond graph range.

Conclusion: We described a method to locate the knee axis in-vivo using 3D ultrasound imaging. The DynaKAD method
applied to the walking activity provided the axis closest aligned to our condylar 3D ultrasound reference. This study only
assessed healthy adults and our results need to be confirmed on those with pathology.
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TESTING MODEL-BASED CONCLUSIONS ON THE OPTIMAL CONTROL OF HUMAN MOVEMENT USING FORMAL
STATISTICAL ANALYSES
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Introduction and Objectives: Optimal control theory (OCT) has made many elegant and reasonably accurate predictions of
human motor behavior. However, the traditional implementation of OCT in biomechanics [1] is extremely computationally
demanding for large-scale musculoskeletal models. Consequently, most model-based OCT studies on locomotion have
used a single generic model. With data from only one “subject”’ that does not reflect the biological variance present in
even the healthy human population, the generalizability of such results is unclear.

Recent simulation methods can rapidly generate many OCT simulations in practical amounts of time [2], opening the
possibility of performing “virtual” experiments with multi-subject datasets that can undergo formal statistical analysis as is
standard for laboratory-based experiments, adding an important new element of validity to simulation of human
movement. Our objective was to test the hypothesis that conclusions on locomotor control from OCT are robust to healthy
variation in anthropometric and muscular properties.

Methods: We used implicit direct collocation [2] to generate predictive simulations of human walking with models
representing 10 subjects drawn from standard normal parameter distributions (Table 1). The basic structure of the model
was the same for all 10 subjects: 12 degrees of freedom, 24 Hill-based muscles, and a model of muscle energy
expenditure [3].

For each subject, walking was simulated on a temporal grid of 101 nodes/step. We first performed a data-tracking
simulation that optimized the musculoskeletal states, muscle excitations, and step duration to track mean human
experimental data [4] with minimum metabolic cost. The data-tracking result was used as the initial guess for predictive
simulations with two different cost functions:

“Minimum Fatigue”: minimize the largest muscle activation.

“Minimum Effort”: minimize sum of muscle activations, each weighted by muscle mass.

Equality constraints enforced dynamic consistency, periodicity and bilateral symmetry, and Froude number 0.14. The
average deviation of the knee angle from mean human experimental data in the first half of stance [4] was expressed in
multiples of the experimental standard deviation (SD). Metabolic cost and average knee angle deviation was compared
between cost functions using matched-pair Student’s t-tests (critical p = 0.05).

Results: A single simulation required ~ 20 minutes in MATLAB on an iMac. The models tracked the mean human gait
data to an average deviation of 0.60+0.03 SD with a metabolic cost of 3.41+0.16 J/m/kg.

The gross metabolic cost was lower for the Minimum Effort simulation (2.10+£0.11 J/m/kg vs. 3.00£0.19 J/m/kg, p <
0.00001). The range in differences was 0.77-1.12 J/m/kg (Fig. 1).
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0.00084). The range in differences was 0.07-1.14 SD. Minimum Effort tended to predict a straight knee in stance, while
Minimum Fatigue predicted stance phase knee flexion (Fig. 1).

Figure:

Caption: Metabolic cost (left) and knee angle accuracy (right) when using the “Minimum Fatigue” and “Minimum Effort”
cost functions. Dashed lines are simulations with the different models, solid lines are means over all 10 models. The
inset figures in the left panel show the average knee angle waveforms predicted by each cost function, compared to the
experimental data.

Conclusion:

The qualitative consistency of predicted gaits between subjects suggests it may have been safe to draw conclusions from
one subject. However, the difference in the average knee angle deviation was over 1.0 SD for three subjects and under
0.2 SD for three others. These data may suggest different conclusions if considered in isolation. Simulations with
multiple model parameter sets were needed to discover the average behavior and the consistency between subjects.
Simulation studies have often made modeling decisions for computational speed rather than physiological fidelity, or
excluded particular analyses due to computational time rather than relevance. With rapid advances in computing power
and simulation methods, the validity of these limitations is diminishing. We suggest that simulation studies whenever

possible should be held to the same standards of statistical rigor applied to laboratory-based studies.

Table:
Mod | Height (m) Mass Muscle (kg) Speed
el (kg) (m/s)
1.66 61.0 20.9 1.10
1
1.64 57.9 19.4 1.09
2
1.72 54.6 194 1.12
3
1.55 55.1 17.9 1.03
4
1.70 69.7 23.6 1.12
5
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1.63 53.5 17.9 1.12

6
1.68 59.5 21.0 1.12

7
1.65 63.0 225 1.11

8
1.66 53.8 17.7 1.12

9
1 1167 64.0 23.0 1.09

0
Mea 1.66 59.2 20.3 1.10

n
SD 0.05 53 2.2 0.03

Caption: Height, body mass, muscle mass, and walking speed of the 10 musculoskeletal models.

References: [1] Pandy et al., J. Biomech. Engr., 114: 450-460, 1992.
[2] Van den Bogert et al., Proc. [IUTAM, 2: 297-316, 2011.

[3] Minetti & Alexander, J. Theor. Biol., 186: 467-476, 1997.

[4] Miller et al., Med. Sci. Sports Exerc., 46: 572-579, 2014.
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NON-NEUROPATHIC DIABETIC INDIVIDUALS SHOW REDUCED ESTIMATED MUSCLE FORCES AT THE GAIT
PUSH-OFF PHASE
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Introduction and Objectives: Investigation of lower limb muscles force still suffers experimental limitations

and computational simulations add relevant information to the knowledge already acquired by direct EMG measurements
(Sawacha et al., 2012), providing, for instance, estimations of muscle forces, important to a deeper understanding of the
human gait. The aim of this study is to investigate the coordination of proximal (/iopsoas- PS and biceps femoris- BF) and
distal muscles (gasfrocnemius medialis — GM, lateralis — GL, soleus- SO and tibialis anterior- TA) of diabetic individuals
during gait using an OpenSim model and static optimization tool to estimate muscle forces.

Methods: Data from ground reaction force (GRF) and hip, knee and ankle kinematics of 7 diabetic (DG — 56.0+9.4 yrs old,
70.0+ 13.6 kg, 1.7+£0.1 m, 4.5 yrs of diabetes, median of 4.5 MNSI-questionnaire score) and 18 healthy individuals (CG -
53.3 £ 8.5 yrs old, 69.0+6.8 kg, 1.7+0.04 m) were used as input variables for the computational gait model gait2392 in the
OpenSim software. 3D kinematic data was recorded by an 8-camera Optifrack® (Natural Point, EUA) at a rate of 100 Hz.
An AMTI OR61000 (Watertown, EUA) platform was used to acquire GRF at 1000 Hz. The force time series of proximal
and distal muscles were calculated using the static optimization tool in OpenSim. The maximum muscle force and its time
occurrence were calculated during some sub phases of the gait cycle and were compared between groups by t-tests
(p<0.05).

Results: DG individuals showed lower maximum force of IL and GM at the push-off phase, compared to CG (table 1/ fig.
1). These muscles are important for this phase, and their insufficient strength may compromise the propulsion during
walking. This fact could be responsible for some alterations in spatial-temporal patterns of diabetic walking (lower
velocity, step length and stride length). Mueller et al. (1994) discussed that hip flexor muscles can drive the limb forward
at the offset of stance phase to compensate the impaired function of gastrocnemius (hip gait strategy) in diabetic
neuropathic individuals. However, ours results revealed lower distal and proximal forces of DG during push-off, and the
iliopsoas didn’t compensate the impaired function of distal muscles. At the initial stance, DG exhibited higher muscle force
of GM, GL and SO, DG also presented lower TA maximum force in the push-off phase compared to CG (table 1/ fig. 1).
Furthermore, DG showed a late time occurrence of GL and SO maximum force at the initial stance, and an anticipated
time occurrence of TA maximum force at the initial and terminal stance, compared to CG. These important muscle force
deviations already present in diabetic subjects may not be solely attributed to nerve impairment but also to skeletal

muscle dysfunction and degeneration prior to neuropathic complications (Andreassen et al., 2009; Krause et al., 2011).
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Figure:

Caption: Figure 1. Time series of iliopsoas, tibialis anterior and soleus muscles force of Control Group (CG - n=18) and

Diabetic Group (DG — n=7) during the gait cycle.

Conclusion: DG and CG showed distinct muscle force patterns of the distal muscles. DG individuals showed a higher

maximum force and late time occurrence of maximum force of GL and SO at the initial stance. The lower maximum force

of IL and GM in the transition of stance to swing phase in DG could compromise the propulsion during gait.

Table:
Muscles Maximum Force (N) *p-value Occurrence of *p-value
Maximum Force (%
gait cycle)
CG (n=18) DG (n=7) CG DG (n=7)
(n=18)
Biceps Femoris (0 — 15%) 229.3£65.7 274.1+£60.7 0.139 3706 3611 0.867
liopsoas (30 — 70%) 923.1 ¢ 515.7+81.0 <0.001 | 46.6+45  442+64 | 0.310
268.5
Gastroc. Medialis (0 — 10%) 437.7 = 707.7 £ 0.006 39+12 | 45+15 0.306
212.7 170.8
Gastroc. Medialis (30— 50%) 898.3 £ 578.2 £ 0.011 36.9+64 37176 0.945
274.9 224.5
Gastroc. Lateralis (0 — 10%) 55.0+50.5 126.2 +65.7 0.007 35+£07 | 46+15 0.016
Gastroc. Lateralis (30 — 50%) 1726 £ 64.8 | 117.8 £ 421 0.051 389+58 37176 0.530
Soleus (0 —20%) 148.7 + 4409 0.002 9.7+85 172128 | 0.034

¥ @ISB_Glasgow

163



ISB * XXV
176.7 233.1
Soleus (30 — 60%) 864.9 + 716.9 £ 0.408 504 +3.5 449 + 0.053
452.7 126.6 10.1
Tibialis Anterior (0 — 20%) 213.7+948 281.7+759 0.076 52+16 36+0.3 0.024
Tibialis Anterior (40 — 70%) 80.6 +17.2 67.1+13.5 0.047 586+7.6 50992 0.046

*Independent t-test/ Bold: p<0.05

Caption: Table 1. Mean (x 1 standard deviation) of maximum force and time ocurrence of maximum force of proximal
(psoas and biceps femoris) and distal muscles (gastrocnemius medialis and lateralis, soleus and tibialis anterior) of
Control Group (GC) and Diabetic Group (DG).

References: [1] Sawacha et al., Gait Posture, 35(1):101-5, 2012.

[2] Mueller et al., Physical Therapy, 74:229-308, 1994.

[3] Andreassen et al., Diabetologia, 52:1182-91, 2009.

[4] Krause MP, Riddell MC, Hawke TJ. Pediatr Diabetes, 12:345-64, 2011.
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Introduction and Objectives: Co-contractions are often regarded as a sign of poor coordination and muscle control. There
is the concept that an agonist activation should switch off the antagonist in a physiological situation and that the reason for
a co-contraction is considered a failure of reciprocal inhibition [1]. A Simultaneous agonist and antagonist activity is
considered abnormal, especially in patients with spastic neurological disorders such as cerebral palsy. Another putative
reason for co-contractions lies in gaining stability by locking the joints spanned by the antagonistic muscles [2].

The hypotheses of this paper are first, that a co-contraction of an antagonist can be produced in an inverse dynamic
model solely by changing the mechanical behavior of the agonist. This can be achieved in the absence of any
neurological disorders. Second, we hypothesize that co-contractions not necessarily improve joint stability.

Methods: An instrumented gait analysis was performed in a healthy, normally developed 29 year old woman (53.6 kg,
1.62 m). The representative trial from 12 trials was determined using the SMaRT method [3]. Muscle modeling was done
with the AnyBody Lower Extremity Model (AnyBody Version 6.0.3). The PluginGait marker setup was supplemented by
one marker below the lateral malleolus and one marker on the 1st and 5th metatarsal head to improve modeling of the
subtalar joint. Kinematics were optimized using an algorithm introduced by Andersen [4]. For scaling a length mass fat
scaling method [5] was applied. In a first step (norm model) an inverse dynamic analysis using force dependent
kinematics [6] was performed. The model calculates the translation between talus and tibia in anterior-posterior and distal-
proximal direction in the local coordinate system of the ankle joint. In the second step (stiff model) co-contractions were
evoked by changing muscle stiffness only. This was achieved using the AnyMuscleActivityBound class of the AnyScript
language by setting the upper bound of the muscle activity proportional to the muscle’s shortening velocity, which we
derived as a result from the first step (normal model). Thereby, the gastrocnemii muscles depend more on their stretch
velocity which increases stiffness with faster muscle contraction.

Results: During the whole stance phase there is a slight co-contraction of the tibialis anterior muscle even though the
examined subject was healthy and showed no spasticity (Fig 1, blue).

Increasing stiffness enlarged the force of the gastrocnemii muscles in early stance and in late swing phase. This change
resulted in a contemporary increase of the tibialis anterior muscle force (Fig 1, red).

The second parameter of interest was the shift at the ankle joint. In the normal situation there is a translation in posterior
direction with a peak of 1.6 mm at 20% of the gait cycle. Increased muscle stiffness leads to an unstable situation at 10%
gait cycle shown by oscillation of the translational movement. In contrast to the “norm model”, the “stiff model” showed a
massive translation of the talus in posterior direction at the moment of co-contraction of the tibialis anterior muscle
(between

40 - 60% and between 70 - 90% of the gait cycle).
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Caption: Figure 1

Conclusion: We conclude that increased activity of a biarticular muscle due to a stiffer material behavior may lead to a co-
contraction of its antagonists without the presence of any neurological disease. Consequently, it is not conclusive that co-
contractions are a sign of a neurological disease as many clinicians still assume. Moreover these co-contractions result in
an increased translational shift which indicates a potential joint instability.
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IS KINETIC ASYMMETRY IN BELOW-KNEE AMPUTEE GAIT INEVITABLE? -- A PREDICTIVE SIMULATION STUDY
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Introduction and Objectives: An important goal for amputee walking is to regain a symmetric walking pattern. Below-knee
amputees are often able to regain close to normal joint kinematics in the hip and knee when using a prosthetic foot [1], but
the joint moments are asymmetric and different from joint moments in able bodied gait [1], which may contribute to a
higher occurrence rate of osteoarthritis in amputees [2].

We hypothesize that amputees choose to have asymmetry in joint moments to minimize the effort of walking. To test this
hypothesis, we used a musculoskeletal model to predict amputee gait with and without a symmetry constraint on the hip
and knee moment. The results were compared in terms of effort of walking.

Methods: Predictive simulations of gait were performed with a sagittal plane model having nine degrees of freedom and

16 muscles. An open loop optimal control problem was formulated to find a gait cycle that minimizes deviation from
normal gait kinematics and a weighted sum of muscular effort, which was defined as the mean of the cubed muscle
activations. The model and solution method were identical to [3], but a full gait cycle was simulated.

The optimal control problem was solved for an able-bodied system and a below-knee amputee system. For the latter
case, three muscles in the lower leg were removed and replaced by a passive rotational spring in the ankle that applies a
moment to the ankle given the angle and angular velocity. The stiffness and damping of the spring were chosen to be
equal to 600 [Nm/rad] and 15 [Nms/rad].

The optimal control problem for the below-knee amputee system was first solved without symmetry constraint (baseline),
then with a symmetry constraint on the hip moment, with a symmetry constraint on the knee moment and with a symmetry
constraint on the hip and knee moment. The symmetry constraint was defined such that the joint moment in the left and
right leg should be the same with a phase shift of 50% of the gait cycle.

Results: Table 1 gives an overview of the results that were found for the predictive simulations. The mean muscle
activation decreased by 1.4% with a symmetry constraint applied to the hip moment. An increase of 0.76% and 4.3% was
seen when a symmetry constraint was placed on the knee moment and the knee and hip moment, respectively. The
symmetry constraint on the knee moment also improved the symmetry in the hip moment. However, the opposite was true
when a constraint is placed on the hip moment.

Figure 1 shows joint angles and joint moments when a symmetry constraint was applied to the knee and hip moment
(black line), compared to the baseline (red line). One can see that the symmetry constraint yields a decrease in peak
extension knee moment of the intact leg (dashed line), but an increase in peak extension hip moment in the residual leg

(solid line).
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Conclusion: The amputee model was able to walk with perfectly symmetric joint moments, but the hypothesized increase
in effort did not occur. The effort even decreased when a symmetric hip moment was imposed on the model. The
kinematic tracking error increased slightly in all cases where joint moment symmetry was required. This indicates that
there is a trade-off in below-knee amputee gait between walking with symmetric joint moments and walking with normal
kinematics. When the amputee model walked with symmetric joint moments, the knee and hip moments, while
symmetrical, were very different from a normal able-bodied joint moments. Especially, the peak hip extension moment in
the both legs became excessively high, suggesting that it is not advantageous for below-knee amputees to walk with
symmetric joint moments, since this might yield an increased chance of developing osteoarthritis in both legs. Therefore,

our results show that it is desirable to have a kinetic asymmetry in below-knee amputee gait.

Table:
System Mean Muscle Activation RMS tracking Peak Knee Peak Hip
error [deg] Extension Moment | Extension Moment
x1e-2 Hi  Kn | Ankl Residual Intact @ Residual | Intact
p ee e

Able-Bodied 7.88 3. 15 17 41.6 41.6 43.5 43.5

7
BKA, no constraint 8.56 5. 23 25 26.9 47.5 40.6 93.8

3
BKA, hip constraint 8.44 5.1 32 54 15.2 58.6 66.7 66.7

168 www.isbglasgow.com



BKA, knee constraint

8.63

3.0

5.2

26.2

26.2

53.7

87.7

BKA, both constraints

8.93

4.3

5.8

15.3

15.3

91.0

91.0

Caption: Table 1 - Overview of the results of the predictive simulations

References: [1] Ventura, J. D., G. K. Klute, and R. R. Neptune. "The effects of prosthetic ankle dorsiflexion and energy

return on below-knee amputee leg loading." Clinical Biomechanics 26.3 (2011): 298-303.

[2] Lemaire, E. D., and Fisher F. R. “Osteoarthritis and elderly gait.” Arch Phys Med Rehabi/ 75 (1994): 1094-1099.

[3] Van den Bogert, A. J., et al. "Predictive musculoskeletal simulation using optimal control: effects of added limb mass

on energy cost and kinematics of walking and running." Proc Inst Mech Eng, P: J of Sports Eng Techno/ (2012).

Disclosure of Interest: None Declared

¥ @ISB_Glasgow

169



ISB

2015

GLASGOW

Musculoskeletal

AS-0079

DOES ACHILLES TENDON CONTRIBUTE TO THE FORCE POTENTIATION INDUCED BY STRETCH-SHORTENING
CYCLE?
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Introduction and Objectives: Tendon elongation is considered to be the primary reason for the force potentiation by
stretch-shortening cycle (SSC effect) because tendons can store elastic energy during the eccentric phase and release it
during the subsequent concentric phase [1]. In addition, tendon elongation can optimize muscle length changes [2].
However, direct examination of the influence of tendon elongation on the SSC effect has not been conducted. Therefore,
the purpose of this study was to examine directly whether tendon elongation contributes to the SSC effect by comparing
the amount of SSC effect obtained for the following two conditions; (1) SSC with the tendon fully intact, and (2) SSC with
the free tendon removed.

Methods: The soleus muscle of rats was dissected free of surrounding connective tissue with the blood supply left intact.
In the “intact tendon” condition, the calcaneus was held rigidly by attaching it to a load cell. For the “removed tendon”
condition, the muscle-tendon junction was identified and held rigidly using a specifically designed tendon clamp, thereby
eliminating the free tendon from contributing to the mechanics of the soleus under these conditions. In both conditions,
three types of contraction were evoked to calculate the amount of the SSC effect. First, a concentric contraction without
prior activation (Pure CON) was performed. Second, a concentric contraction following an isometric contraction was
performed (Pre 1ISO).Finally, a concentric contraction immediately following an eccentric contraction was performed (Pre
ECC). Muscle lengthening and shortening was 3 mm, and the lengthening and shortening velocities were 6 mm/s and 20
mm/s, respectively. Work done during the concentric phase was quantified as the determinant for the SSC effect. The
SSC effect was expressed as the relative value of work obtained in Pre ISO and Pre ECC with respect to Pure CON.
Results: For the intact and removed tendon conditions, work done during the concentric phase was largest for the Pre
ECC (intact: 3.34 £ 0.20 J-10-3; removed: 3.22 + 0.03 J-10-3), followed by the Pre ISO (intact: 2.46 + 0.11 J-10-3; removed:
2.38 £ 0.26 J-10-3), and finally the Pure CON (intact: 1.45 + 0.06 J-10-3; removed: 1.44 + 0.16 J-10-3). The SSC effect was
significantly greater for the Pre ECC (intact: 230.8 + 22.7%, removed: 226.0 + 27.6%) than the Pre ISO (intact: 169.3
0.7%, removed: 165.5 £ 0.5%) independent of the tendon condition. For all corresponding concentric contractions, the
work done was similar for the intact and removed tendon conditions. However, peak forces at the onset of the concentric

phase were higher in intact than in removed tendon condition.
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Figure:

Caption: Force-length loop obtained during SSC with the tendon intact (left) and the tendon removed (right). Orange, gray,
and blue lines show force-length data obtained for the Pure CON, Pre ISO, and the Pre ECC conditions, respectively.
Work done during the concentric phase was calculated as the area under the force-length curve obtained during
concentric contraction.

Conclusion: Although many studies have suggested that tendon elongation is the primary factor for the SSC effect, no
difference in the SSC effect was found between the intact and removed tendon conditions. This result may be attributable
to a negligible tendon elongation. The fact that we observed a substantial SSC effect even with the tendon removed
indicates that tendon elongation is not the primary factor for SSC effect. Other factors contributing to the SSC effect could
be the stretch reflex response, pre-activation, and residual force enhancement. Because a fully-tetanic electrical
stimulation was used in this study, the influence of any stretch reflex response can be discarded. We confirmed that the
SSC effect was found in Pre ISO, where no active lengthening was present, thus pre-activation likely contributes
substantially to the SSC effect. Considering that the SSC effect was larger in the Pre ECC than the Pre ISO, active
lengthening-induced force potentiation (residual force enhancement) likely also contribute to the SSC effect. Peak force at
the onset of the concentric contraction was different, although work done was similar between the intact and removed
tendon conditions. Since work performed was similar, we exclude the possibility of muscle fatigue or damage as the
cause for the reduced peak forces in the tendon removed conditions. This surprising result will need to be considered in
detail in the future. In conclusion, tendon elongation does not contribute to the SSC effect in the rat Achilles tendon, and
large SSC effects are possible without a free tendon. This result may be applied to the human Achilles tendon which is
thought to be relatively stiff as well. More compliant and/or longer tendons, such as in kangaroo hind limbs, which are
known to store and release elastic energy, may behave differently than observed here in the rat soleus.

References: [1] Alexander, Nature, 265: 114-117, 1977.

[2] Fukunaga et al., Proc. Biol. Sci., 268: 229-233, 2001.
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A BETTER UNDERSTANDING OF CEREBRAL PALSY PATHOLOGY USING 3D SUBJECT-SPECIFIC
MUSCULOSKELETAL MODELING
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Introduction and Objectives: Spasticity in children with cerebral palsy (CP) affects muscle function and geometry and is
related to the development of skeletal malalignments during growth, which can both cause gait alterations [1,2].
Assessment of the pathology is usually based on the evaluation of muscle function, the medical imaging of skeletal lower
limbs and gait analysis. Generic models are widely used in the literature in order to understand CP pathology. The aim of
this study is to use 3D subject-specific data obtained from musculoskeletal modeling along with gait analysis in order to
better understand motor dysfunctions in CP and to compare these to normal locomotion in typically developing (TD)
children.

Methods: Twenty-two spastic CP children (mean age: 11+3; diplegia N=16, hemiplegia N=6; GMFCS | N= 14, GMFCS I
N=6, GMFCS Il N=2), with neither medical nor surgical histories, had undergone 3D gait analysis. Joint kinematics of the
lower limbs were calculated in the frontal, sagittal and horizontal planes. An EOS® biplanar X-ray exam was performed in
order to calculate the 3D skeletal parameters of the pelvises and the lower limbs: femoral anteversion, tibial torsion, neck
shaft angle, acetabular parameters and pelvic parameters [3]. This was performed on 44 lower limbs of CP children. Axial
MRI acquisitions were performed on 28 lower limbs of the CP group, in order to obtain 3D subject-specific reconstructions
of 18 muscles in each limb [4] (Figure 1). Based on these reconstructions, each muscle’s length and volume were
calculated and then normalized to lower limb length and body mass respectively. All kinematic and musculoskeletal
parameters were age-matched to 22 lower limbs of TD children. Statistical differences were investigated between the CP
and TD populations for all parameters (T-test and Wilcoxon). Correlations between the parameters were evaluated using
the Pearson and Spearman tests.

Results: Femoral anteversion, pelvic incidence and sacral slope were significantly increased in CP when compared to TD
children (p<0.001). Anova test showed a significant difference for the femoral anteversion between TD children and CP
children with GMFCS level Il. The normalized lengths of the gracilis, vastus intermedius, soleus, adductor brevis and
longus were significantly smaller in CP children with GMFCS level Il compared to TD children (p<0.001). The normalized
muscle volumes of the CP children were smaller for the femoral biceps longus, rectus femoris, gastrocnemius medius,
vastus intermedius, adductor brevis and longus in CP children with GMFCS Il when compared to TD children (p<0.001).
Fifteen lower limbs of children with CP presented excessive internal hip rotation during gait when compared to normative
values. For these 15 lower limbs, femoral anteversion was significantly increased in children with CP (p<0.001), when
compared to TD children, and was correlated to mean hip rotation during stance phase (R=0.54). 3D acetabular
anteversion and abduction were correlated to hip rotation at initial contact (R=0.64) and peak hip rotation during stance

phase (R=-0.5) respectively.
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Figure:

Caption: Figure 1- Example of subject-specific 3D reconstruction of musculoskeletal lower limbs in children with cerebral
palsy

Conclusion: For the first time, musculoskeletal 3D subject-specific parameters in CP could be compared to those of TD
children. In these preliminary results, femoral anteversion, pelvic parameters and hip adductors, among other muscles,
were only shown to be significantly altered when GMFCS was higher than |. These results showed that 3D femoral
anteversion might contribute to internal hip rotation during gait, which is not in concordance with previous studies based
on generic models [5,6]. Moreover, 3D acetabular parameters, studied for the first time in CP, were shown to be related to
internal hip rotation during gait. Larger groups of subjects will allow us to better understand the evolution of the
musculoskeletal deformities that occur during the growth of spastic CP children, when compared to the growth of TD
children.

References: [1] Shortland A., Dev Med Child Neuro, 2002. [2] Mohagheghi AA., Clinical Biomechanics, 2007. [3] Assi A,
Eur J Radiology, 2013. [4] Jolivet E, CMBBE, 2008. [5] Aktas S., JPO, 2000. [6] Carriero A., JPO, 2009.
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WALKING VS. NORDIC WALKING EXERCISE: DIFFERENCES IN TRUNK MUSCLE ACTIVITY AND IMPACT
ACCELERATION
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Introduction and Objectives: According to the International Nordic Walking Association, Nordic Walking (NW) is “... a form
of physical activity, where reqular, natural walking is enhanced by the addition of the active use of a pair of specially-
designed Nordic Walking poles’. When compared to walking (W), previous research has shown that NW can enhance
several physiological parameters, including the energy expenditure [1]. Notably, NW has been successfully used with the
elderly, in obesity management, in chronic low-back pain, etc [2].

Despite the increasing popularity of the NW as an exercise intervention there is a paucity of biomechanical research to
explain the effectiveness of this type of exercise and its benefits over W.

The role of the trunk muscles during walking, for example, is of great interest because altering their function can lead to
pathologies such as chronic low-back pain [3]. Likewise, information on the strain experienced by the lumbar spine, as
measured by accelerometry, may be relevant [4]. Accordingly, this study aimed to concurrently measure the activity of 5
trunk muscles and the impact accelerations at the sacrum whilst performing W and NW at different velocities and slopes.
Methods: Twenty-one healthy participants (10 males and 11 females) aged 31.2 £ 8.3 years old have been recruited for
this study, which required two visits to the lab on separate days. The first visit was used to familiarise the participants with
the procedures and to determine the Preferred Transition Speed (PTS, the greatest speed at which the participant can
comfortably walk before starting running). During the second visit EMG electrodes were placed on the following muscles:
upper (RAp) and lower (RAd) portion of the Rectus Abdominis, medial portion of the External Oblique (EO), Erector
Spinae (ES) and Multifidus (MF) on the arm-dominant side. Further, two 3D accelerometers were placed over the tibia
and sacrum. Following 5 minutes of warm-up, walking (either W or NW) was performed at different slopes (0% or 7%) and
different speeds (60%, 80% and 100% of the PTS). Each trial was performed for 1 minute, separated by at least 1 minute
rest, in random order.

All signals were sampled at 1500Hz at 16bit-resolution. Appropriate filtering and processing were carried out to obtain a
linear envelope for EMG and a smoothed acceleration signal. They were then time-normalised to 101 points and the 30
central valid steps for each tested condition were averaged point by point. For each muscle the mean EMG amplitude was
calculated and then normalized to the W-0% slope-100% PTS condition. Vertical and resultant sacrum acceleration peaks
were determined whereas vertical peaks of the tibia were only used as a reference to calculate steps length and
frequency.

Generalized Estimating Equations were used to determine whether statistical differences in the dependent variables

occurred across type of walking, slope and speed conditions.
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Results: The key results presented here focus on the effects of type of walking and slope on the nine dependent variables
and on the interaction of type of walking, slope and speed on the MF muscle. Step length, step frequency and EO mean
amplitude show a significant difference between W and NW. Specifically NW induced an increase in step length
(1.63£0.21 vs. 1.54+0.21 m, p<0.001) and a reduction in step frequency (0.93+0.12 vs. 0.98+0.11 Hz, p<0.001) whilst the
activity of the EO muscle is increased in NW when compared to W (1.15£0.83 vs. 0.72+0.34, p<0.05). Slope reduced step
frequency (0.93+0.12 vs. 0.98+0.11 Hz, p<0.001) and increased the activity of the EO muscle (0.98+0.66 vs. 0.89+0.68,
p<0.01). The activity of the MF muscle is significantly augmented when walking uphill (figure 1). Interestingly, at lower
speed the MF exhibited greater amplitude during NW whereas at higher speed the trend is reversed (figure 1).

Figure:

Normalized Units
=

0.5

Nordic Walking ~ Walking ~ Nordic Walking ~ Walking
0% Slope 0% Slope 7% Slope 7% Slope
60% PTS 60%PTS 100% PTS 100%PTS

Caption: The effect of type of walking, slope and speed on the Multifidus muscle. The thick line represents the mean
values. Min, Max, first and third quartile are also reported.

Conclusion: The results suggest that the poles used during NW altered the lower limb walking kinematics producing
effects similar to those related to uphill walking and this makes it generally suitable for healthy individuals. NW yielded a
greater activity of the EO muscle arguably because of the higher trunk torsion due to longer steps. Further, whilst it did not
influence the impacts at the sacrum level, it did alter the recruitment pattern of the lower back muscles (MF) suggesting
the effectiveness of NW at specific conditions. Based on the latter result, this particular muscle would be stressed to a
lesser extent in patients suffering from low-back pain if they undertook NW uphill and W on a flat surface.

References: 1. H. Figard-Fabre, et al., Eur J Appl Physiol, 108 (6): 1141-1151, 2010.

2. B. Fritz, et al., Gait posture, 34 (2): 234-238, 2011.

3. S. P. Silfies, et al., Clin Biomech, 20 (5): 465-473, 2005.

4. J. J. Kavanagh, et al., Gait posture, 28 (1): 1-15, 2008.
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LOWER AGONIST ACTIVATION MAY EXPLAIN WHY LENGTHENING THE RECTUS FEMORIS MUSCLE DOES NOT
INCREASE KNEE EXTENSION TORQUE
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Introduction and Objectives: Knee extensor muscle torque has been shown to change with different hip joint angles. The
change in position can affect the biarticular rectus femoris muscle, which contributes approximately 17% to quadriceps
torque output. Consequently, the position change will affect the overall torque generated by the knee extensors. Indeed,
musculoskeletal modelling studies predict higher quadriceps torque with the rectus femoris muscle in a lengthened
position (e.g. supine) compared to a shortened one (e.g. seated). However, this has not been confirmed by results from
experimental studies. As experimental studies typically utilise voluntary contractions of the quadriceps, the reasons for
this contradiction could be due to differences in agonistic muscle activation capacity or differences in antagonistic muscle
co-activation, in one position compared to the other. The aim of the present study was to establish whether this
discrepancy is attributed to differences in muscle activation capacity and / or differences in antagonistic muscle co-
activation.

Methods: Following Institutional Ethics approval, nine healthy, active males (age 30.2 £ 7.7 years, stature 1.78 £ 0.09 m,
body mass 81.7 £ 11.2 kg), free from any musculoskeletal injuries, were tested in seated (hip joint angle = 90°), and
supine (hip joint angle 160°) (full hip joint extension = 180°) positions, with the knee and ankle joint angles at 90° for both
conditions. Subjects were fixed in a custom-made dynamometer, specifically developed for assessing isometric
contractions and had very limited compliance of the lever arm and the bed. In addition, firm fixation was ensured with
straps over the pelvis and tested thigh. The lower leg was securely strapped to the force transducer. For the supine
position, additional constraints were placed on the shoulders preventing extraneous movement. Subjects performed
seated and supine maximum voluntary isometric contractions (MVC) and torque from the quadriceps was recorded.
Antagonistic torque was estimated from bicep femoris EMG during isometric maximal and submaximal knee flexion
contractions. Corrected MVC torque for both positions was also calculated, as the sum of the recorded torque during the
respective MVC and the antagonistic torque elicited by co-contraction. Finally, supramaximal electrical stimulation
intensity was examined in both positions to confirm that the same level of stimulation intensity can activate the muscles to
similar levels with the rectus femoris lengthened and shortened. Subsequently, quadriceps submaximal tetanic stimulation
(with the same stimulation intensity) was also performed in both positions and torque was recorded (STIM). Differences
between the two positions for all variables were examined using a dependent Student’s t-test and effect size (ES) was
calculated for significantly different comparisons.

Results: MVC was not significantly different between supine (245 + 71.8 Nm) and seated (241 + 69.8 Nm) positions.
Similarly, corrected MVC was not significantly different in supine (257 + 77.7 Nm) compared to seated (267 + 87.0 Nm)
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positions. Supramaximal stimulation intensity did not differ between positions, however STIM was significantly higher
(p=0.001, ES = 1.0) in supine (111 £ 31.9 Nm) than seated (99 * 27.5 Nm) positions.

Conclusion:; The higher STIM torque in the supine compared to the seated position agrees with predictions from
musculoskeletal model studies. However, when the contractions were voluntary (and, thus, neural input involved), neither
MVC nor corrected MVC were different. The combination of these results suggest that the discrepancy in quadriceps
torque between musculoskeletal modelling and experimental studies is not because of antagonistic co-activation but due
to reduced rectus femoris activation capacity in the lengthened (supine) position. This reduced activation is likely
attributed to a) inadequate fixation of the pelvis during the supine assessment position, and b) reduced vestibular
feedback in the supine position, resulting in reduced muscle activity. These findings should allow closer monitoring of the
true torque and standardisation of muscle function assessment procedures. Additionally, they should assist the
development of more realistic muscle models which will account for the change in activation capacity in different muscle

lengths.
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Introduction and Objectives: Biological reconstruction of the femur using massive bone allograft (MBA) is a worldwide
solution for limb-salvage surgery after bone sarcoma. Because of the risk of MBA mechanical failure and size limitations
of vascularised fibula autografts (VFA), a combination of VFA placed inside a MBA represents an original solution [1].
However, the remodelling and long-term survival of the reconstruction are not consistent [2], and there is limited
knowledge about functional outcomes after surgery based on quantitative data.

Our aim is to study the long-term biomechanical adaptation in a paediatric oncology case of biologically reconstructed
femur, by analyzing: (i) musculoskeletal forces and muscle compensation strategies in different motor tasks through
image-based musculoskeletal modeling; (ii) mechanical stress in the reconstruction during the motor tasks through finite
element analysis, also including potential revision surgery scenarios.

Methods: The patient (male, 8 years old) underwent a biological reconstruction of the proximal right femur, and was then
continuously disease free. CT scans of the lower limbs were acquired post-operatively and during follow-ups at every 6
months for routine controls. The evolution of bone morphology and density was quantitatively evaluated. After 7 years, the
patient underwent gait analysis (walking, chair rise/sit, stair ascent/descent, squat) and CT scanning after being
instrumented with the same reflective marker setup [3]. A 9-body segment, 12 degree-of-freedom articulated 3D linkage
actuated by 85 musculotendon actuators was created from these images (Figure) using a previously developed
framework [4], and a typical inverse dynamics and static optimization approach was then applied to calculate muscle and
joint contact forces during each motor task. Subject-specific finite element models of both femurs were built using a
validated procedure [5]. The subject-specific muscle and joint contact forces were applied as loading conditions onto the
corresponding nodes, and physiologically-oriented constraints were used [6]. Plate and screws safety was tested in terms
of von Mises stresses against fatigue limit. Bone principal strains and strain energy density were computed to assess risk
of fracture [5] and remodeling stimulus [7], respectively. In the operated femur, the finite element analyses were repeated
simulating different screw-removal configurations to reduce the expected stress-shielding.

Results: Overall, joint contact forces were larger in the contralateral limb during all motor tasks, except for walking. Knee
and ankle loads were markedly higher (up to 3 body-weight difference), particularly in double-support tasks (chair rise/sit
and squat). Muscle compensation strategies showed large forces of the vasti and gastrocnemius muscles of the
contralateral limb, while gluteii and biarticular hip muscle forces of the operated leg were marked.

Plate and screws stresses were below critical values for titanium alloy fatigue in all motor tasks. While maximum strains

were not critical in both femurs (safety factor of 3 or above) in the non-demanding motor tasks, the average strains in the
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operated femur were lower than in the intact contralateral. A marked regional variation in strains and strain energy density
was observed within the allograft: normal levels in medial compartment, extremely low values in anterior and posterior
compartments. Despite the allograft thinning already observed during follow-up, the mechanical condition in the anterior
and posterior compartments appears compatible with a further bone resorption. When simulating different patterns of
proximal screws removal, we found that their complete removal would be needed to restore a more physiological bone
strain configuration.

Figure:

Caption: Workflow of subject-specific musculoskeletal modeling and simulations of the motor tasks and finite element
analysis of the femurs

Conclusion: This study presents a successful integration of subject-specific musculoskeletal modeling and finite element
organ level analysis of a long-term biomechanical reconstruction after Ewing sarcoma. The predicted musculoskeletal
forces and muscle compensation strategies can provide advice for rehabilitation therapy in specific clinical scenarios. The
results from finite element analysis allow interpretation of the complex bone remodeling mechanism, and seems not to
imply a high risk for the remaining screws and plate, nor for bone in the medial compartment, but suggests caution in the
post-operative phase due to reduced bone thickness and density in the lateral compartment.

References: [1] Manfrini et al., AJR A. J. Roengenol, 182: 963-70, 2004.

[2] Ogilvie et al., Clin Orthop Relat Res, 467: 2685-90, 2009.
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Introduction and Objectives: Muscle moment arms are widely used in biomechanics. Applications include measuring
muscle length changes with joint angle and determining muscle force from joint torque and subject-specific
musculoskeletal models. Some applications require subject-specific muscle moment arms to be measured non-invasively
in living human subjects. Many researchers capture joint and tendon images in a single anatomical plane (2D) but this
may overestimate the 3D muscle moment arm [1]. Other methods capture tendon and joint images at one or a few static
joint positions, but it may be interesting to know how the moment arm changes throughout the joint’s range, and moment
arms may differ under static and dynamic conditions [2]. A 3D dynamic MRI method has been developed [3] but it uses
cyclic rotation of the joint and MRI-gating. We aimed to develop and validate a simple method for non-invasively and
dynamically measuring 3D muscle moment arms in vivo from a single joint rotation cycle in humans.

Methods: The Achilles tendon moment arm was measured in 5 men and 5 women aged 22-48 years. Participants lay
supine in a 3T scanner (Philips Achieva) and the relaxed ankle was slowly rotated through range. Two sets of scans were
obtained: a high resolution 3D MRI scan of the stationary joint (3D T1-weighted FSE, 4.7 minutes, flip angle 90°, matrix
320x320, FOV 160x160mm, TR/TE = 355.76/16.68ms, slice thickness 1mm; approx. 4 minutes) and a series of ultra-fast
MRI scans of the slowly moving joint (ultrafast (turbo) gradient echo, flip angle 10°, matrix 320x320, FOV 320%320mm,
TR/TE =2.731/1.34ms, slice thickness 4mm, slice gap 0.4-3.0mm depending on joint size, 40 dynamics (phases), 8
slices, 104 seconds, ). Bone and tendon geometries were manually segmented [4] from the high-resolution images to
create 3D models. The high-resolution bone models were registered with the dynamic scans to reconstruct the bone
motion, using custom Matlab code [4]. Tibio-talar helical axes were calculated for consecutive joint angles and the mid-
line of the tendon was calculated for each joint angle. The muscle moment arm was determined at each joint angle as the
length of the mutual perpendicular between the joint axis and the tendon line-of-action. A validation was conducted by
rotating a dissected sheep tibia about a fixed gelatin-filled axis of rotation, using a gelatine-filled latex tube as a tendon
surrogate. These components had known trajectories and physical measurements. The moment arm (from the tendon
surrogate to the gelatine-filled axis of rotation) was measured using the MRI method (at 14 angles) and directly from the
apparatus at the same rotation angles. The image processing was repeated 3 times. The mean RMS error between the
MRI measurements and the corresponding physical measurements was calculated to assess the accuracy of the MRI
method.

Results: The mean Achilles tendon moment arms across the ankle range of motion for the 10 subjects in this study were

similar in scale to other studies (see Figure 1), despite differences in the methods, subjects, loading (relaxed versus active
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muscle contraction) and definitions (centre of rotation, ankle angle and tendon line-of-action). Three trials of MRI
validation data from 14 apparatus positions yielded a mean RMS error of 3.2 mm. The 95% confidence interval for the
mean absolute error between MRI and physical measurement was 2.3-3.5 mm. The mean Achilles tendon moment arms
for individual subjects in the current study ranged from 39.6 mm to 64.1 mm, therefore the upper 95% confidence limit of

the error equates to an error of 5-9%.
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Caption: Figure 1. Comparison with data from literature
Conclusion: We have developed a simple method for measuring moment arms of human muscles under dynamic
conditions. The method was validated against physical measurements from a surrogate apparatus. Potentially the method
could be applied under active muscle conditions and to different joints. The method is capable of measurements from a
single cycle of joint rotation, which could be particularly advantageous for clinical populations or under conditions of high
muscular effort.
References: [1] Hashizume et al., J Biomech, 45: 409-13, 2012.
[2] d’Entremont et al., Mag Res Med, 69: 1634-44, 2012.
[3] Sheehan, J Biomech, 45: 225-30, 2012.
[4] We share code at: http://code.google.com/p/mkrtk
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CONTROL OF MUSCULOSKELETAL ARM MODEL USING MUSCLE SYNERGY
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Introduction and Objectives: Muscle synergy has been considered as a possible mechanism employed by the human
nervous system to control movements [1]. This theory suggests that the nervous system may contain sets of muscle
activity patterns, i.e. certain muscles are activated together via fixed patterns. Many researchers have studied the
synergies by looking at the measured muscle activity signals, but few have used synergies to generate a desired action
using the muscle synergy framework. In this project, we have used muscle synergies to control the motion of a
musculoskeletal arm model.

Methods: A planar 2 degree of freedom musculoskeletal arm model is studied in this project. The arm muscles (Hill-type
muscle model) are lumped into six muscle groups, including mono- and bi-articular flexors and extensors (see Fig.

A). We have used muscle synergies to produce arbitrary hand acceleration, efficiently and in real-time. This two-stage
process is described below.

1. Identifying the synergies

The measurable muscle activities during an action is the summation of multiple synergies. Non-negative matrix
factorization (NNMF) is widely used to extract the underlying synergies from the measurable muscle activities [2], and has
been used here to obtain the synergies.

First, we used a standard optimization routine to find the muscle activation levels that would result in a certain hand
acceleration. This optimization problem was solved for a variety of joint angle configurations, and different directions of
hand acceleration. Next, this large data set is used to obtain the muscle synergies. In each joint angle configuration,
matrix Aex24 containing the six muscle activities for 24 acceleration directions is formed. With NNMF, matrix A can be
approximated as Aex24 = Sexm Cmx24, Where mis the number of synergies, and S and C are the synergy and coefficient
matrices, respectively.

For this project, it is assumed that the synergies are posture-dependent [3]; i.e. the synergy matrix S is a function of the
two joint angles. Although the synergies are calculated at a limited number of joint angle configurations, it is possible to
obtain the synergies at an intermediate posture by interpolating the synergy matrix data.

2. Using the synergies to produce arbitrary hand accelerations

The activation of each synergy results in hand acceleration in a certain direction. The acceleration vectors resulting from
all msynergies can be considered as a basis set for the two-dimensional vector space. In other words, any arbitrary hand
acceleration vector can be written as a linear combination of the synergy-produced acceleration vectors. Since the
synergies can only be activated in one direction (muscles can only pull), the linear combination is meaningful only if the
coefficients are positive, which leads to a positive decomposition problem.

Mathematically, in an n-dimensional space, n+1 basis vectors are necessary for positive decomposition of any arbitrary

vector. With three synergies, our 2D decomposition problem will have a unique solution. The uniqueness of the answer is
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one fundamental aspect that is missing in many muscle synergy studies. In general, if the muscle synergies are obtained
so that the generalized forces generated by the synergies span the operational space, there will be a unique solution to
the synergy-sharing problem, and consequently a unique solution for the muscle force-sharing problem.

Additionally, since the relation between the muscle activations and the resulting acceleration is linear in this approach, the
same coefficients of the vector decomposition can be used to make linear combinations of the synergies, which will result
in the desired hand acceleration.

Results: Fig. B shows the activity of the six muscles versus the direction of the hand acceleration. The synergy-based
control is compared against the optimal solutions. As can be seen, the activity patterns are similar, but not identical. The
small difference is unavoidable with the dimension reduction of muscle synergies. The time to calculate the solution,
however, is substantially lower in the proposed synergy method (20 times faster than the optimization).

Figure:

Caption: A. The 2D arm model. B. Comparison of the muscle activities: muscle synergy versus optimization.

Conclusion: We showed that muscle synergies can be used to control a musculoskeletal arm in real-time. Using this
muscle synergy approach, the indeterminate force-sharing problem reduces such that the solution is unique. Our results
showed that the dimension reduction allows for the fast solution of the force-sharing problem in musculoskeletal systems,
while resulting in close to optimal muscle activities. Our method can be enhanced by introducing closed-loop control logic
that may include predictive and learning properties of the human motor control system.

References: [1] Bizzi et al., Brain Res Rev, 57 (1), p. 125-133, 2008.

[2] Moghadam et al., Comput Method Biomec, 16 (3), p. 291-301, 2013.

[3] de Rugy et al., Front Comput Neurosc, 7 (Mar), p. 1-13, 2013.
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DEDUCING MUSCLE SYNERGIES FROM EXPERIMENTAL JOINT MOMENTS
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Introduction and Objectives: Prior experimental research has supported the existence of muscle groupings or ‘synergies’
which can be co-activated by a common control signal to actuate a family of limb movements in vertebrates. Muscle
synergies could simplify the control of redundant musculature (more muscles in comparison to degrees of freedom
(DOFs)), by reducing the dimensionality of the control problem. Each synergy’s ‘structure’ can be quantified by a set of
scalar muscle weightings (representing the extent of membership of each muscle to a synergy) and a synergy control
signal which excites each muscle in proportion its weighting value. Excitations reaching each muscle would be an
algebraic sum of the contributions from each synergy. This study adopted the hypothesis [1] that an invariant set of
muscle weightings along with movement-specific synergy controls is capable of actuating a family of movements.
Traditionally, the statistical factorization of experimental EMG during a family of functionally similar movement tasks has
been used to deduce muscle synergy structure. This approach is limited by the inability to record EMG from all muscles
and the expertise needed to avoid issues such as cross-talk. In this study, we present an alternative computational
technique — synergy constrained torque decomposition (SCTD) [2] — for deducing muscle synergy structure from
experimental joint moments. We applied this technique to deduce muscle synergies for a family of healthy walking
movements and compared the results to EMG-derived synergies (termed ‘experimental synergies’) from a study by Clark
et al. [3]

Methods: A single healthy subject walked on an instrumented treadmill at speeds of 0.7 and 1.7 m/s while marker-based
motion capture and force plates respectively recorded the kinematics and kinetics (ground reaction forces) of gait. Three
consecutive gait cycles at each speed were taken to collectively represent a family of walking. An OpenSim [4]
musculoskeletal model of the right leg (5 DOFs, 24 muscles) was then scaled to match the subject’s anthropometry
followed by inverse kinematics which computed the joint angle trajectories from marker data. OpenSim’s inverse
dynamics tool was used to compute joint moments for the family of walking movements using joint angle trajectories and
kinetics.

SCTD was formulated as an optimal control problem (OCP) whose unknowns were the muscle weightings and speed-
specific synergy control signals. When excitations formed by the synergies were input to models of muscle dynamics, they
resulted in ‘simulated’, muscle-generated moments at the 5 DOFs of the musculoskeletal model. The OCP’s cost function
sought to minimize the differences between simulated and experimental joint moments. The OCP was solved using the
method of direct collocation, to solve for muscle weightings and synergy controls at each speed. The experimental
synergies from Clark et al. (2010) were compared to their simulated counterparts by computing similarity indices — dot

product of the normalized muscle weighting vectors from two synergies; an index of 1 would indicate exactly similar

184



muscle groupings — and correlation coefficients — between control signals from two synergies — between correspondent
synergies from each dataset.

Results: Four muscle synergies were deemed sufficient for simulating the joint moments for the walking tasks, which was
equal to the number of synergies determined by Clark et al. (2010). The mean similarity index computed between
correspondent synergies from the experimental and simulated datasets (see Figure A) was 0.76 +- 0.14 (averaged over
four synergies), which was taken to indicate similar muscle groupings in the two datasets. The mean correlation
coefficients between synergy controls from the two datasets (Figure B) was 0.53 (p < 0.01) which was taken to indicate
moderate similarities between experimental and simulated synergy controls.

Figure:

Conclusion: SCTD succeeded in identifying muscle synergies from a family of walking joint moments which bore several
resemblances to their EMG-derived counterparts. This suggests that the examination of variations in EMG as well as joint
moments across a family of movements, points toward the presence of similar, underlying synergy based control
structures for walking. SCTD could assign muscle groupings to all the muscles in the model, which overcomes a limitation
of EMG-derived synergies. However, SCTD results were still susceptible to errors arising from factors such as noisy
motion capture data and generalized musculoskeletal model parameters. The ability of SCTD to account for dynamic
muscle behaviour permits models of muscle spindles and Golgi tendon organs to be included in future studies, to see how
afferent feedback would affect synergy structure.

References: [1] Ting and J. Macpherson, J Neurophysiol, 93:609-13, 2005.

[2] Gopalakrishnan et al., Front in Comp Neuroscience, vol 8, 2014.

[3] Clark et al. J Neurophysiol, 103: 844-57, 2010.

[4] Delp et al., IEEE Trans Biomed Engg, 54:940-1950, 2007.
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DECLINE OF CONDUCTION TIME MAY LEAD TO CENTRAL NERVOUS SYSTEM ADAPTIONS THAT ARE
IMPORTANT FOR POSTURAL CONTROL AND GAIT

Shugi Zhang '"Li Li "
"Health & Kinesiology, Georgia Southern University, Statesboro, United States

Introduction and Objectives: Slowed time course of the efferent / afferent pathway and slow processing time at the central
level have been considered as the main causation of decreased postural control in aging population. However, there is no
report of the correlation between the time course of pathway and measures of postural control. Therefore, this study is
aimed at examining the correlation between different time courses of neuro-pathway (lower extremity sensory / motor
nerve conduction velocity, and conduction time of H-reflex) and signal processing (characterizes of H-reflex) as well as
the measures of postural control in aging population.

Methods: Six participants (one male, five female) were recruited. The proximal sural nerve conduction nerve conduction
velocity (SCV) test, tibia nerve conduction velocity (MCV) test, plantar pressure sensitivity (PPS) tests, and H-reflex test at
soleus muscles, were conducted. Based on the results of the H-reflex tests, we have also calculated the peak magnitude
of H-wave (H), the peak magnitude of M-wave (M), H / M ration (H/M) and H-index. H-index was calculated using the
equation of H.index = the square of (the height of the participants in cm / H-M latency in ms) X 2. For physical performance,
the participants performed quite standing trials with their eyes open and closed, as well as a 6-minute walking (6MW) test
and a timed-up and go test (TUG). Pearson correlations were used to examine the correlations among the measures of
nerve function test as well as the correlations between the measures of nerve function tests and the outcomes of the
physical tests.

Results: Age (70.5 + 7.4 years old), body mass (82.4 + 25.3kg), and height (162.7 + 7.5 cm) of participants were
recorded. The nerve function tests were conducted while the skin temperature was above 31°C. PPS (4.5 £ 0.84) among
the participants were close to 5 points and indicates minimal loss of foot sole sensation. Therefore the following results
were not under the influence of foot sole numbness as often the case for many elderly. The observed MCV (29.3 £ 2.2,
range from 26.2 to 31.5 m/s) and SCV (22.7 * 3.5, range from 17.2 to 25.7 m/s) are lower than the 40 m/s, the recognized
healthy lower threshold for healthy elderly reported in the literature. The observed average conduction velocities were
lower for sensory than that of the motor nerves. The observed range for sensory (~37%) was wider than that of the motor
(~18%) conduction velocities. The observed H.index (75.6 * 16.8, ranging from 53.0 to 97.3) has the largest variation
(58.6%) among the three conduction time related measures. The other H-reflex related values were: H (1.00 = 0.74 mv),
M (4.57 £ 1.99mv), and H/M (0.25 * 0.23). For the physical performance tests, participants exhibited greater 95% sway
areas (Aogs%) during eyes closed conditions (205 + 246 mm*mm) comparing to the eyes opened conditions (1771 115
mm*mm). But average sway velocities (Vavs) were comparable for eyes closed (317 £ 72 mm/s) and eyes opened (O:
321 £ 76 mm/s) conditions. On average, participants walked (523 £ 116 m) in 6 minutes, and spend (7.07 £ 1.44ms)
during TUG tests. Those values indicate normal locomotion capacities among participants. The correlation results are

very revealing. SCV was positively correlated with H.index (r =0.811, P< .05), where correlation between MVC and H-index
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were not significant (P> .05), suggesting H-index value were mainly influence by sensory nerve among this population.
Further, SCV was negatively correlated with H/M (r = -0.972, £<.001) and H (r = -0.951, A< .001), but positively

correlated with M (r =0.805, P< .05). These observations, slower sensory conduction velocity accompanied by greater H-
wave, could mean that sensory nerve impairments lead to increase spinal facilitation of H-reflex, as a compensatory
mechanism. Along the same line, H.index Wwas negatively correlated with H/M (r = -0.749, P< .05), but positively correlated
with M (r = 0.823, P<.05). Although we have failed to observe significant correlation between H.index and any physical
performance, but H/M was positively correlated with Vave (eyes open: r = 0.808, P< .05; eyes closed: r = 0.786, A< .05).
The observations indirectly links the greater sway velocity with slower H.index Since them both (Vave and H-ingex) correlated
with greater H/M value.

Conclusion: Slowed sensory nerve conduction velocity with increased conduction time of H-reflex were accompanied by
increase the magnitudes of H and H/M, may indicates central nervous system adaptation to peripheral impairments during
aging. These changes in the tested nervous system were not directly related to postural control and locomotion tests
without observable foot sole numbness. The lack of correlation here may suggest H-reflex related pathway is not the

primary reflexive mechanism for postural control and locomotion when cutaneous sensation is intact.
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THE EFFECT OF SLOPE ON THE ACTIVITY AND VARIABILITY OF SEVEN PROXIMAL LOWER LIMB MUSCLES
DURING WALKING
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Introduction and Objectives: Slope walking is associated with increased instability and greater risk of falling [1].The
purpose of this study was to investigate lower limb muscle activity patterns during walking on level and sloped surfaces
with an incline of 4.8°, the angle the American with Disabilities Act specifies for handicapped access ramps.Most previous
studies have investigated walking on slopes with inclines of 8.5° and greater [2,3].We anticipated altered motor activity
patterns for slope walking compared to level walking due to different mechanical demands.Specifically, we hypothesized
that the adductor magnus (AM) and tensor fasciae latae (TFL) would exhibit increased activity during slope walking to
improve mediolateral stability. Additionally, we expected the inter-stride variability for all muscles to be greater for slope
walking compared to level walking.

Methods: Four healthy females participated in the study. Electromyographic (EMG) signals were recorded from vastus
medialis (VM), vastus lateralis (VL), rectus femoris (RF), AM, semimembranosus (SM), biceps femoris (BF) and TFL of
the right lower limb at a sampling rate of 1000 Hz.Bipolar surface electrodes were attached over the muscle bellies and
an accelerometer was attached to the posterior calcaneus (Biometrics Ltd; Gwent, United Kingdom).The participants
walked on a straight level surface at their comfortable self-selected speed for 200 m and then 10 times up and down a 4.2
m ramp with an incline of 4.8°.All data processing was performed in the MATLAB environment (v R2013a, The
Mathworks, Natick, MA, USA). The EMG data were band pass filtered, rectified and smoothed at 10 Hz and divided into
stride cycles, using heel contact times determined from filtered accelerometer data. EMG stride data were then time
normalized and amplitude normalized to the maximum recorded during upslope walking.Repeatability was assessed
through calculation of the coefficient of multiple correlation (CMC), a value of 1 indicating maximum repeatability and 0
minimum repeatability [4]. The effect of slope on EMG amplitude was determined for each muscle with the significance set
at p<0.05.

Results: In total, 81 steps were analyzed for downslope (mean stride duration 1041ms £23), 513 steps for level (mean
stride duration 1030ms +22) and 69 steps for upslope (mean stride duration 1127ms +39).All muscles changed
significantly from level to slope walking. VM, VL and RF increased during early stance for upslope and throughout stance
for downslope walking.AM increased during late swing and early stance for downslope and upslope. SM and BF
increased during late swing and throughout stance.BF for downslope walking displayed an additional burst of activity
during late stance.TFL increased during early stance for slope walking and there was a further increased bout of activity
for upslope during midstance. Averaged across participants, the CMC for AM was below 0.90 for all 3 conditions and the

average CMC across all muscles was lowest at 0.89 for downslope.
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Figure:

Caption: Mean stride cycle EMG amplitude for 7 proximal lower limb muscles and mean heel acceleration averaged
across 4 participants for downslope, level and upslope walking.

Conclusion: Results for VM, RF, SM and BF were similar to previously reported findings recorded from steeper slopes.VL
showed a similar increase to VM during slope walking with a greater increase for downslope walking due possibly to the
increased step width during downslope walking with altered patellofemoral mechanics [1]. The adductor AM and abductor
TFL displayed increased activity during early stance, increasing mediolateral stability. The lower repeatability of AM
suggests that neural control of this muscle may be a major factor in mediolateral instability for all walking conditions. The
lower repeatability for downslope walking across all muscles suggests that motor control is less stable for this walking
condition. In conclusion, even at gentle inclines, different motor control strategies are employed by all muscles. Clinically,
an understanding of neural control strategies in healthy subjects will help understand problems in clinical populations

during slope walking, for example, in individuals with transfemoral amputation [5].

Table:
DOWNSLOPE | LEVEL < UPSLOPE

Heel Acceleration 0.993 0.994 0.991
Vastus Medialis 0.919 0.841 0.942
Vastus Lateralis 0.847 0.964 0.949
Rectus Femoris 0.919 0.930 0.930
Adductor Magnus 0.845 0.892 0.872
Semimembranosus 0.894 0.952 0.934
Biceps Femoris 0.863 0.941 0.884
Tensor Fasciae Latae 0.943 0.879 0.922
Mean EMG CMC 0.890 0.914 0.919
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slope walking.

References: [1] Sheehan et al., Appl. Erg., 43:473-478,2012.
[2] Lay et al., J.Biomech., 40:1276-1285,2007.

[3] Gottschall et al., Phil.Trans.R.Soc., 366:1565:1579,2011.
[4] Kadaba et al.,J.Orthop.Res., 7:849-860,1989.

[5] Pantall et al. JRRD., 50(4):499-514,2013.
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GAIT CHARACTERISTICS OF OBSTACLE CROSSING IN OLDER ADULT FALLERS WITH AND WITHOUT
PARKINSON'’S DISEASE: INFLUENCE OF OBSTACLE TYPE AND DUAL TASK
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Introduction and Objectives: The prevalence of falls is high in older adults and people with Parkinson’s disease (PD) [1,2]
with up to 50% falls resulting from a trip on an obstacle [3]. Safe obstacle negotiation requires accurate modulation of gait
during the approach and crossing phases. Gait must also be adaptive to overcome environmental hazards of varying
dimensions, including those that are small (i.e. clearing a carpet edge), long (i.e. avoiding a broken tile) or high (i.e.
negotiating a pavement increment). In addition, successful obstacle negotiation can be compromised when performing a
concurrent cognitive task [4]. Although previous studies have identified obstacle crossing impairments in people with PD
and older adults [5], little is known about how the interaction of increased cognitive and motor demands may compromise
safety during obstacle negotiation. The aim of this study was to understand the temporal-spatial characteristics of obstacle
negotiation as a function of obstacle type and explore this relationship with respect to dual task in older adult fallers with
and without PD.

Methods: Gait was measured in 9 people with PD (Mean age[SD]68.9[7.1]y, Hoehn & Yahr II-1ll) and 10 older adults
(76.6[7.9]y) with a history of recurrent falls whilst negotiating three different sized obstacles (H/W/D): small (2/60/2cm),
long (2/60/15cm) and high (15/60/2cm). Spatiotemporal gait characteristics (walking speed, step length, duration and
width) were measured using an instrumented walkway (GAITRite). All obstacle conditions were completed under single
and dual task (maximal digit span recall). A general linear model was used to evaluate the effects of obstacle type (small,
long, high) and obstacle step (penultimate (A2) and final (A1) approach steps, and the lead (Ld) and trail (Tr) crossing
steps) on gait characteristics under both single and dual task in PD and older adult fallers.

Results: There was a main effect of step for all gait outcomes (p<.029) and of obstacle type for speed, width and duration
(p<.001) such that the crossing steps were completed more slowly with a wider step for the high obstacle. As expected,
there was a main effect of cognition whereby all conditions were completed at a slower speed during dual task (p=.039).
Interaction effects were observed for speed (ObstacleType*step p<.001 and ObstacleType*step*group p=.037), length
(ObstacleType*step p=.029 and Cognition*step p=.003), width (ObstacleType*step p=.008) and duration
(ObstacleType*step p<.001 and Cognition*step*group p=.041). Interaction effects revealed that lead and trail crossing
steps were slower than approach steps for both groups; PD fallers slowed down earlier in the approach phase compared
with older adult fallers (A1; Figure 1a). In addition, dual task had a significant effect on step duration such that the
approach steps were of longer duration and the trail limb step was shorter in length for PD fallers compared to that
observed during single task (Figure 1b). Although not significant, it is of interest to note that there was a tendency for
people with PD to widen their step considerably when crossing the small (26% increase) and high (28% increase)

obstacles but not the long obstacle (1% increase) when performing the dual task.
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Caption: Figure 1 — Interaction effects of dual task on speed (A) and step duration (B) for PD and elderly fallers
Conclusion: Our findings suggest a complex interaction between the mechanical and cognitive demands of obstacle
negotiation in PD and older adult fallers. Both groups modulated their gait in response to obstacles of varying sizes, with
the greatest changes observed when crossing the high obstacle which presented greatest mechanical challenge.
Performing a dual task resulted in slower obstacle negotiation, with the greatest effect seen during the trail crossing step.
PD fallers were slower during their approach and this prolonged the motor planning phase, suggesting greater cognitive
interference during the approach. PD fallers also took longer to complete both crossing steps irrespective of obstacle type
or cognitive load resulting in a longer time spent in single limb support, when maintaining postural control is most difficult.
Increasing step width when crossing small and high obstacles may be a compensation to help widen their base of support
and maintain postural control. A lack of step width adaptation when negotiating long obstacles may be a result of needing
to lengthen their step and thus hinder the ability to widen steps, putting people at a greater risk of falling sideways. These
results highlight the need for further work to understand the physical and cognitive demands of obstacle negotiation.
References: [1] Perell et al., J Gerontology: Series A Bio Sci and Med Sci, M761-M766, 2001.

[2] Allen et al., Parkinson’s disease, 2013-2016, 2013.

[3] Lord et al., Age & Ageing, ii55-ii59, 2006.

[4] Harley et al., Gait & Posture, 428-432, 2009.

[5] Galna ef al., Hum Mov Sci, 843-852, 2010.
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EFFECT OF WRIST POSTURE AND RATE OF FORCE DEVELOPMENT ON FINGER INDEPENDENCE
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Introduction and Objectives: When asked to move or apply a force with an individual finger, movements and/or forces tend
to occur in the other fingers to varying degrees [1]. This involuntary “enslaving effect” (EE) is attributed to both mechanical
and neural factors. While posture affects muscle length and thus muscle force, the effect of wrist posture on EE has yet to
be examined. Wrist posture alters muscle length, which modulates both active and passive muscle force and likely alters
the stress in interconnections between tendons. Rate of motion has been shown to affect enslaving [2], as has changing
force levels in isometric contractions [3]. The purpose of this investigation was to evaluate the effect of wrist posture on
enslaving effect during isometric finger exertions with constant force, as well as increasing, and decreasing forces at
different rates.

Methods: Twelve male participants performed submaximal isometric finger flexion and extension exertions of the index
and ring fingers with all fingers secured to force transducers via adjustable rings (MLP50, Transducer Techniques,
Temecula, CA, USA). Trials were performed at 3 wrist angles: (i) 30° flexion, (ii) 0° (straight), and (iii) 30° extension
(Figure 1). Each trial consisted of the task finger (index or ring) performing a 5 second isotonic contraction at 25%
maximum voluntary contraction (MVC) and two ramp contractions. Ramp contractions increased to 50% MVC and
returned to zero with a 0.5 s hold at 50%. They were performed at 25% MVC/s and 10% MVC/s. Each condition was
repeated 3 times for a total of 108 trials. Surface EMG (Biometrics Ltd., Gwent, UK) was recorded from each compartment
of extensor digitorum (ED 2-5) and flexor digitorum superficialis (FDS 2-5). Force in the non-task (slave) fingers were
normalized to MVC to yield enslaved force (EE). Enslaved forces and EMG were analyzed at 25% MVC for the isotonic,
ascending and descending contractions. Multiple rANOVAs were followed up with Tukey’s HSD where necessary (IBM
Statistics 20.0, SPSS Inc. Chicago, IL, USA).

Results: There was a significant posture x direction x slave finger interaction seen by greater EE of the fingers adjacent to
the task finger in extension exertions with the wrist extended (all F4,44 >2.6, p<0.05). Thus, for extension exertions,
enslaving was higher at shorter muscle lengths (Table 1). There was a significant posture x compartment interaction in
muscle activity for extension exertions (both F14, 154>15.512, p<0.0001), and ring finger flexion exertions (F14, 154=3.918,
p<0.0001) where muscle activity of non-task fingers was significantly greater at shorter muscle lengths (extended or
flexed wrist, respectively). In ramp exertions, rate and phase significantly affected EE for both index and ring finger
exertions (all p<0.001). In fingers adjacent to the task finger, EE was higher with the slower force rate in the descending
phase. Despite the EE being higher with a slower force rate and in the descending phase, muscle activity was not

significantly increased in these exertions (p<0.05).
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Caption: Figure 1. Top view of the apparatus securing the hand into: (A) 30° wrist flexion, (B) 0°, and (C) 30° wrist

extension. Force transducers (circled) were attached to padded rings . “1” = adjustable dorsal hand support, and “2” =

adjustable wrist support.

Conclusion: We found that wrist posture significantly affected enslaving, most notably in fingers adjacent to the task finger

in extension exertions at a shorter muscle length. When the extensors were active and shortened there was an increase

in muscle activity across all compartments, suggesting the extensors may be controlled to some extent by a common

drive. Additionally, the rate of force production and type of contraction (isotonic, increasing or decreasing force) both had

a significant effect on enslaving, without increasing muscle activity.

Table:
Index
Flexion Force Extension Force
Flexed Neutral Extended Flexed @ Neutral = Extended
Index 25 25 25 25 25 25
Middle  3.8+08 32+08 4.1+13 3.6+ 37+ 6.4+1.0
1.0 0.8
Ring -3.1 ¢t 48+ -1.81+1.2 19+ 23+ 1909
1.4 1.0 0.5 1.0
Little -1.4 ¢ 1.2+ -19+1.2 1.0+ 04+ 15109
1.0 1.0 0.7 1.0
Ring
Flexion Force Extension Force
Flexed Neutral Extended | Flexed | Neutral | Extended
Index 21+ 3.2+ -19+1.2 22+ 26+ 54+1.3"
1.0 1.0 0.7 0.6
Middle 7.1+12 6.7+13 6.1+1.0 8.8+ 88+ 114121
1.6 1.3
Ring 25 25 25 25 25 25
Little  1.2+1.3 04+ -14+22 6.6 £ 8.1+ 139+
1.9 1.8 2.0 2.1*
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Caption: Table 1. Force for each finger for index (top) and ring (bottom) exertions at wrist angles of 30° flexion, 0°, and

30° extension. Task finger (index or ring) is shown as a nominal 25% force, while the enslaved forces are shown for the
“slave” fingers in %MVC = SEM. Negative values indicate forces opposing the task finger direction. *Significantly greater
than flexed wrist posture.

References: [1] Zatsiorsky et al., Exp Brain Res, 131(2): 187-95, 2000.

[2] Kim et al., Hum Movement Sci, 27: 408-422, 2008

[3] Sanei & Keir, Hum Movement Sci, 32(3): 457-471, 2013.
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EFFECT OF FATIGUE ON HIGH SCHOOL UNDERHAND FEMALE PITCHERS
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Leon Root Motion Analysis Laboratory, Hospital for Special Surgery, New York, United States

Introduction and Objectives: The repetitive stress that occurs with pitching alters both structural as well as functional
mechanics of the shoulder complex. [1] In addition to structural adaptations, functional factors, such as abnormal scapular
motion, has been noted in previous pitching studies [2] and may contribute to the development of shoulder pain. Most of
our current knowledge related to the mechanics of pitching is derived from simplified kinematic measurements of the
humerus relative to the trunk. No data exists outlining the three-dimensional motions of the humerus relative to the
scapula during an underhand softball pitch, although these motions have been identified in clinical studies as key
contributors to the development of shoulder pain

The purpose of this investigational team is to develop a protocol to objectively determine normative pitching kinematics
(scapula and humeral thoracic) for the high school female underhand pitcher and identify potential kinematics adaption
due to fatigue

Methods: Eight female high school athletes between the ages of 15 and 18 years were recruited for this study. Only
softball pitchers in their sophmore or junior years were included that had no history of previous shoulder injury. The
kinematic recordings were performed in a motion analysis laboratory using a 12 camera 3D motion capture system
recording at 200Hz. A set of reflective markers were used to define technical and anatomical frames for the hand,
forearm, humerus, scapula and trunk (Figure). The marker placement and the anatomical calibration of bony landmarks
followed the recommendations of ISB [3]. For the dynamic tracking of the scapula, a special device was designed based
on the recommendations of Karduna et al [4]. In order to mimic a game-like situation, a pitching mound was set up at
regulation distance (43’) from home plate where a pitching target with a designated strike zone was located. All athletes
completed 105 pitches in sets of 15 with a rest of 5 minutes between intervals. Speed and accuracy were measured for all
throws; accuracy was defined as a ball or strike from a single observer and speed throw was recorded with a radar gun
placed close to the home plate. Voluntary maximal isometric strength of the internal and external rotators was evaluated
before and after pitching using a Biodex dynamometer (Biodex Medical Systems, Shirley, New York) in three positions
(45° IR, 0° neutral, and 45° ER) with the arm abducted in 45 deg. A paired t-test (2-tail) was used to compare pre- and
post-pitching strength.

Results: Results showed a large glenohumeral (GH) motion during pitching, but with a very consistent pattern for all 3
DoF (Table). Statistically significant differences were noticed on glenohumeral flexion and rotation ROM as well as
scapula protraction ROM, but all differences were small. Measures of ball speed also showed consistency within subjects
with the ball velocity values being constant between first and last pitch. Pre and post-pitching strength measurements also
showed no significant changes, indicating no fatigue among the players. Accuracy data (ball or strikes) were variable with

no specific pattern across the 105 pitches.
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Figure:

Caption: (a) Indoor pitching set-up. Athletes pitched from a mount to a a designated strike zone at regulation distance. (b)
Ball speed data showed that athletes were able to maintain pitch velocity during all 7 sets (105 pitches)

Conclusion: The study has demonstrated a protocol for the study of underhand softball pitching. To our knowledge, this is
one of the first studies to analyze humeral thoracic as well as scapula thoracic kinematics during softball pitching. The
results do not indicate any GH kinematics changes during the throwing protocol which may suggest that the subjects are
not fatiguing during the 105 throws. This is also supported by the constant strength and speed ball values that did not
drop during the 105 pitches.

Table:

Shoulder Joint Parameters
Set 1 Set 7
GH Flexion ROM (°) 125.8 £ 129.4 ¢
13.1 13.2*
GH Abduction (°) 130.7 £ 1414+ 121
12.3
GH Rotation (°) 133.0 1359
+14.0 22.1*
ST Tilt (°) 26.2+3.0 28.5 + 3.1
ST Protraction (°) 414+6.0 434 +8.1*
ST Sup/Inf Rot (°) 49.7+55 52.5+5.8
Scapulohumeral Coupling 0.30 0.31

Caption: Comparison of shoulder joint ROM (mean + SD) between the first and last set of pitching (* indicates significant
difference between first and last set; a = 0.05)

References: [1] Bigliani LU et al., (1997), Am J Sports Med., v25, pp.609-613.

[2] Burkhart SS et al., (2003) , Arthroscopy, v19, pp. 641-661

[3] Wu, G. et al., (2005), J.Biomech. v 38, pp 981-992

[4] Karduna, A. R. et al., (2001). J.Biomech.Eng, v 123, pp 184-190
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INTEGRATED ANATOMICAL DATABASE FOR THE CREATION OF A COMPLETE MUSCULOSKELETAL MODEL OF
THE HUMAN HAND

Faes Kerkhof '"Evie Vereecke

Development and Regeneration @ Kulak, Leuven University, Kortrijk, Belgium

Introduction and Objectives: By combining arthrokinematics with soft-tissue anatomy and known external forces, a
musculoskeletal model (MSM) can be created. These models make calculations of muscle and joint forces possible and
are a valuable tool to explore the functioning of healthy and pathological joints.

Gathering the data needed to create a MSM can be challenging. 3D osteological data can easily be acquired through CT
and MR imaging. Physiological data (muscle length, cross-sectional area, pennation angle, etc.) from arm and hand
muscles exist as well. However, precise information of muscle pathways and moment arms are hard to obtain. Previous
studies often used specimens with altered tissue properties due to embalming, or described muscle pathways without
using a bone reference frame making it impossible to determine precise pathways and moment arms. To date, there is no
integrated data set in which osteological and soft-tissue data have been collected together, which might also explain why
a complete MSM of the hand has not yet been developed. Therefore, the goal of the present study is to create an
integrated and open anatomical database of the human hand that can be used for musculoskeletal modelling.

Methods: A fresh-frozen cadaveric arm was mounted in a frame with a polycarbonate rod for stabilization. Four
polycarbonate bone pins where used to create a fixed anatomical reference frame of the forearm. The Philips screw
indent of the bone pins were used to assure repeatable, precise tip placement of the 3D digitizer stylus (Polhemus
Fastrak). To obtain the bone geometry and the precise localisation of the bone pins in relation to the bone, a CT scan of
the entire rig-mounted specimen was made. The cartilage and soft tissue geometry was visualised with a 3T MRI scanner
using contrast fluid. For each muscle-tendon unit (MTU), origin, insertion and via points were digitized using a 3D
digitization system with sub-millimeter accuracy (+/- 0.5 mm). Muscle attachment points >5 mm were digitized as a single
point. All other attachment points where digitized along the edges of the muscle ‘footprint’. In total, 19 intrinsic and 20
extrinsic muscles were digitized. In addition, origin and insertion of the major ligaments were also digitized using the same
protocol. After digitization, the MTU was prelevated from the specimen and muscle mass, MTU length, muscle belly
length, fascicle length, pennation angle, muscle volume, external and internal tendon length were measured.
Subsequently, the physiological cross-sectional area was calculated for each muscle. Distances were measured with a
digital caliper and muscle mass was determined using a digital scale (+/-0.01 g). The pennation angle was measured at
three places within the muscle belly. Muscle volume was determined by the volume of water displaced in a measuring
glass by submersion of the muscle belly. For the smallest intrinsic muscles (< 1 ml), volume was calculated by multiplying
the mass with the average muscle density of the larger hand muscles.

Results: The results of this study provide important information which can be used to build more complete and more
accurate musculoskeletal models of the human hand. Importantly, this study combines osteological and soft-tissue data

from the same specimen, data which is fully digitized and quantified.
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The decision to collect data from only one specimen was a conscious decision. Previous investigations have shown that

there is a high variation in anatomical properties between individuals as well as a wide variety of motor control strategies
to perform a single task. Hence, creation of an “average” forearm would contribute little to our understanding of joint
functioning. Ideally, a subject-specific model of the hand should be created based on morphological parameters from the
patient (using MRI, EMG and ultrasound), but this will be a topic for future investigation. First, we want to create an
accurate and validated MSM of the hand.

Conclusion: By creating an open access and digitized anatomical database of the human forearm and hand, information is
available to create a more accurate and more complex MSM. Furthermore, by the open nature of this study, everyone
who wants to make a model of the hand, can create one and/or the data can be complemented with additional functional
data (e.g. force data, other kinematics, EMG). In addition, the fact that it considers an integrated dataset makes that

combining different datasets is no longer necessary.

Disclosure of Interest: None Declared
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USE OF SCAPULOHUMERAL RHYTHM, SYMMETRY AND KINEMATICS TO IDENTIFY ABNORMAL MOVEMENTS
OF THE SHOULDER

Aliah F. Shaheen ""Alexander van Heesewijk 'Alexander van Heesewijk 1

Mechanical Engineering Sciences, University of Surrey, Guildford, United Kingdom

Introduction and Objectives: Abnormal shoulder movement and biomechanics have been associated with a number of
shoulder pathologies [1]. However, previous studies investigating the nature of abnormal movement present in different
pathological populations have reached different conclusions regarding both the direction and degree of movement
deviation. Instrumented movement analysis techniques have been used for decades to analyse gait; these methods are
commonly used to quantify deviations from normal movement in pathological populations. However, the use of these
techniques has not been extended to benefit clinical applications in upper-limb pathology. This is because of a number of
technical issues in measuring and quantifying upper-limb movement, such as the presence of sot-tissue artefact and its
large range of movement. In addition, the large variability in upper-limb movement has been reported to hinder the use of
traditional techniques in detecting the presence of abnormal movement. Although some studies have reported statistical
differences between pathological and healthy populations [1], the parameters describing a normal shoulder movement are
not fully defined meaning that it is difficult to identify the type of abnormal movement present in a single symptomatic
subject. Understanding the abnormal movement present in the symptomatic shoulder could provide important insight into
the mechanisms responsible for developing pathology or injury and it could be used to direct rehabilitation.
Scapulohumeral rhythm refers to the ratio of scapulothoracic and glenohumeral movement during elevation in the
scapular plane, it is one of the most basic measures of coordination and it has been suggested as an indicator for the
presence of abnormal deviation. Shoulder symmetry and scapular resting position and movement have similarly been
suggested as possible indicators for pathological deviation.

The aim of this study was to investigate the use of scapulohumeral rhythm, symmetry and shoulder kinematics to identify
the presence of abnormal shoulder movement in symptomatic shoulders compared to normative values obtained from
healthy individuals.

Methods: Measurements from 8 healthy shoulders and 3 symptomatic shoulders were collected, participants were asked
to fill-out DASH forms [2] to assess their physical function. Asymptomatic participants did not have history of upper-limb
pathology or pain, symptomatic participants had a mean DASH score of 86 +10, but they were not classified according to
their underlying pathological condition. A motion analysis system with 11-cameras (Qualysis) running at 200 Hz was used
to capture the data of reflective markers attached to the participants’ upper-limb and pelvis. Measurements were obtained
of both dominant and non-dominant side to assess symmetry. Participants performed flexion and scaption as well as three
tasks simulating activities of daily living (ADLs); combing the hear, washing the back and putting on a seatbelt.

Data obtained from the healthy shoulders were used to compute mean rotations and normative bands (+ 1 standard

deviation). Rotations obtained from the pathological subjects were then overlaid and examined for obvious deviations.
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Coordinate frames were defined for the thorax, scapula, humerus and pelvis and Euler angle rotations were used to
compute the scapulothoracic, glenohumeral and thoracic rotations according to the ISB recommendations.

Results: The variability of the joint angular rotations were high in healthy shoulders, this meant that none of the
pathological subjects consistently fell out of the normal range. In addition, the joint ranges of motion of the pathological
subjects were comparable to those of the healthy subjects. However, the scapular internal rotation seemed to show the
greatest difference between the pathological subjects and the healthy population in some of the performed tasks; for
example hair combing is illustrated in the figure.

Interestingly, shoulder symmetry was not a good indicator of the presence of abnormal movement with healthy and
pathological shoulders showing similar degrees of asymmetry between their dominant and non-dominant side. Only one
of the pathological subjects had a scapulohumeral rhythm which was significantly higher than the normative range.

Figure:

Combing Task
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Caption: Mean and standard deviations of scapular internal rotation in healthy shoulders (grey) and the rotations of the
three pathological subjects (black)

Conclusion: The high variability present in the normal shoulder means that it is difficult to identify the presence of
abnormal movement in pathological populations. Joint kinematics remain to be better at identifying pathological deviations
than other measures such as scapulohumeral rhythm and symmetry. However, a combination of these measures may be
a superior alternative in detecting abnormal movements in symptomatic shoulders.

References: [1] Ludewig, P.M. and J.F. Reynolds. J Orthop Sports Phys Ther, 2009. 39(2): p. 90-104.

[2] Hudak, PL. et al (1996). Am J /nd Med. 29 (6) pp. 602 - 8.

Disclosure of Interest: None Declared

¥ @ISB_Glasgow 201



ISB

2015

GLASGOW

Upper Limb

AS-0096

INTRAMUSCULAR EMG AND KINEMATIC ANALYSIS OF HAND POSTURES THAT CORRESPOND WITH GRASPING
AND POINTING TASKS

Marije De Bruin '2*Sarah Wohlman 13Wendy Murray 1234

1Sensory Motor Performance Program, Rehabilitation Institute of Chicago, 2Physical Medicine and Rehabilitation,

Northwestern University, Chicago, 3Department of Biomedical Engineering, Northwestern University, Evanston, 4Edward
Hines Jr. VA Hospital, Hines IL, United States

Introduction and Objectives: In our daily life, we constantly and almost unconsciously use our hands during what seem to
be uncomplicated tasks: making a sandwich, tying our shoelaces, or shaking someone’s hand. However, the hand is
astoundingly complex, both from a mechanics and control point of view: over 20 degrees of freedom are controlled
through nearly 40 muscles.

The muscles that control the hand can be divided into intrinsic and extrinsic muscles. The intrinsic muscles originate and
insert within the hand, whereas extrinsic muscles originate in the forearm and cross the wrist before inserting on the
fingers and thumb. Persons that lose their hand through amputation also lose the intrinsic muscles. As a result, any
prosthetic hand controller that relies on EMG activity of muscles as input signals (e.g. i-Limb, Bionic arm) only has access
to the extrinsic muscles of the hand.

Creating a controller for a multi degree-of-freedom prosthetic hand that allows the artificial hand to behave like the intact
hand requires a broader understanding of how hand muscles produce complex hand motions. Previously, studies
involving complex movements have focused on EMG only (e.g. [1]) or used surface EMG sleeves that are not able to
attribute activity to a specific muscle (e.g. [2]). Our objective was to characterize how people perform movements that
resemble pointing and grasping. To reach this objective, we simultaneously collected both hand kinematics and muscle
activations of thumb and index finger during American Sign Language (ASL) gestures. The gestures were selected so that
they resemble pointing or grasping.

Methods: Fourteen subjects were included after having given informed consent, the human subjects protocol was
approved by the IRB of Northwestern University. Intramuscular EMG data were recorded using bipolar, fine-wire
electrodes. The electrodes were inserted into each muscle, using a 27-gauge hypodermic needle. EMG signals were
collected at 2000 Hz using a Delsys Bagnoli-16 system (Delsys Inc., Boston MA) and filtered 4t order Butterworth band-
pass 10-500 Hz, notch 59.5-60.5 Hz, and low-pass 8 Hz). The highest peak activity per muscle was selected after
applying a Gaussian smoothing algorithm with a 100ms window.

Subjects were instrumented with a Cyberglove Il (Cyberglove Systems LLC, San Jose CA) to measure kinematics of the
thumb. A custom calibration protocol was used to convert voltages of the Cyberglove sensors to joint angles [3]. Joint
angles were collected at 100 Hz and interpolated to 2000 Hz to enable comparison with EMG.

Subjects were instructed to closely follow a video of a hand gesturing an “L”, “D” or “O” in ASL (Fig. 1A). The video
included the same initial position for each trial (Fig. 1A, screen 1&5). Subjects then moved to the posture intended to

signal starting and ending of the ASL movement (extended fingers, Fig. 1A, screen 2&4). Joint angles of the middle finger
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were then used in a customized algorithm [4] to automatically and objectively determine start- and endpoints of the trials
and normalize them to time.

Results: We have developed an experimental protocol that enables subjects to perform complex hand gestures in a
standardized and repeatable manner. This approach, combined with a data processing algorithm implemented to
objectively define the start and endpoints of the complex gesture, result in a well-defined, time-normalized gesture (Fig.
1A-C). This methodology enables us to directly compare the motion and EMG data across trials and subjects, similar to
comparison of several gait cycles in gait analysis. In an example subject, the standard deviation of MCP flexion-extension
of the thumb is less than 10 degrees across three trials when the hand is in the target posture (cf., 40-65% of trial, Fig.
1D). However, the muscle activation strategies this subject used to achieve the posture sometimes varied considerably
across trials (cf., standard deviations of muscle activation during L, Fig. 1D).

Figure:

Conclusion: We have collected a substantial dataset, describing how subjects both move their hand and activate the
muscles of thumb and index finger during the performance of different ASL letters. Our long-term goal is to use the EMG-
data from this study to drive feed-forward simulation of a musculoskeletal system of the upper extremity and compare the
kinematic outcomes of the simulations to the experimentally measured joint angles. The chosen letters approximate
functional movements, like pointing, grasping, or pinching, without actually exerting external forces on the system, which
simplifies modeling these movements. Using this model will not only advance our knowledge about the control of the

intact hand, but will also enable us to study situations in which sets of muscles are lost to injury or disease.
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ANALYSIS OF MUSCLE ACTIVITIES OF THE BOWLING ARM IN CRICKET DURING DELIVERY PHASE
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1University of Dundee, Dundee, United Kingdom

Introduction and Objectives: Cricket is a popular sport world-widely, especially in commonwealth countries. Upper limb
injuries remain to be of concern in cricket fast bowlers. Shoulder injuries are more common in these bowlers. Efficient
muscle action combined with a co-ordinated movement of the bowling arm will help sportsmen to generate higher ball
speed and reduce injuries. So far, the muscle activities of the bowling arm during delivery phase have not been fully
investigated. The aim of this study was to study the electromyography (EMG) in the upper limbs during delivery phase in
cricket.

Methods: Twenty right handed male fast to medium bowlers were recruited for this study. The data collection was carried
out in an indoor pitch with artificial grass simulating field bowling action. The EMGs and joint movements of the bowling
arm were collected using Delsys® and Vicon® systems, respectively. A nine reflective marker of model was used to
calculate the joint ranges of motion (RoM) in the shoulder and elbow. EMG was collected by surface electrodes connected
through a wireless recording system for the Biceps, Anterior deltoid, Lateral deltoid, Pectoralis major, Trapezius,
Latissimus dorsi and Triceps. The EMG from 80 individual bowling deliveries was processed in terms of maximum
voluntary contraction (MVC). Root mean square (RMS) of muscle activity, onset and termination positions, maximum
muscle activity, and position of maximum activity in the delivery phase were calculated. The bowlers were compared in 2
groups, professional (N=36 deliveries) and amateur (N=44 deliveries) for selected variables.

Results: The Pectoralis major was found to be the most active and important muscle (RMS= 63% of MVC). Maximum
muscle activity surpassed its MVC value for Pectoralis major were 195% of MVC, for the Anterior deltoid 151% of MVC
and for Latissimus dorsi 102% of MVC. The peak muscle activities for all muscles were found to occur within 40-60% of
the delivery phase. Muscle activation sequence was also analysed. The comparison between the two groups for RMS and
maximum muscle activity revealed significantly different results for Anterior deltoid (p<0.01) and Latissimus dorsi (p<0.01).
Joint ROMs were also found to be statistically different between the two groups. The elbow angles were found to be
varying above the legal limit in amateur bowlers.

Conclusion: The Pectoralis major and Latissimus dorsi are important contributors to speed in cricket bowling. Professional
bowlers use these two muscles along with co-ordinated movement of the trunk and the bowling arm to produce higher ball
speeds. Amateur bowlers tend to use Anterior deltoid instead of Latissimus dorsi which may predispose them to overuse

injuries. This study provides a helpful guide for coaching and rehabilitation purpose for cricket bowling.
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THE TIME-COURSE CHANGE OF PITCHING BIOMECHANICS IN A SIMULATED BASEBALL NINE INNINGS
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Introduction and Objectives: In Japanese amateur baseball scenes, we often see one player pitch in two or three
successive games over 100 pitches per game under the hot summer sun. Decreasing ball speed and / or control in the
latter stage is a major determinant of victory or defeat. The purpose of this study was to reveal the mechanism and effect
of pitching fatigue in the latter stage.

Calabrese (2013)[1] divided pitching motion into six stages: Wind-up, Stride (Early Cocking), Late Cocking, Acceleration,
Deceleration, and Follow Through. They studied the behavior of kinetic chain to seek the factor of fatigue. Their study
analyzed one pitching motion when the pitcher had already been fatigued. We examined the time-course change of
kinetic chain when pitchers do pitching over 100 pitches in this current study.

Escamilla et al. (2007)[2] studied pitching motion through approximately 100 pitches with an optical motion capture
system. The study focused on joint angle and torque. We performed detailed analysis using the kinetic data from force
plate. Using force plate, we can obtain information about the change of postural perturbation at the time of standing, and
postural shifting at the time of landing.

Methods: College baseball players were recruited as subjects (age 211£0.5). (1) The subjects threw 15 pitches per inning
for 9 innings. Pitching interval was 5 seconds. This protocol simulated a baseball game in the laboratory. Inning intervals
were 5 minutes. (2) We measured back muscle strength, grip strength, CMJ (counter movement jump height), and
heartbeat in inning intervals. (3) The subjects threw only fastball at full speed. The measure of control was divided into 3
categories: (a) strike zone (b) a ball zone away from the strike zone by two balls (c) others. We obtained kinematic and
kinetic data of pitching motions with an optical motion capture system (MAC3D) and force plate (TF-4060-B). The data
were further analyzed using a musculoskeletal model (nMotion musculous, nac).

Results: (1) Maximum height of the elbow at the time of a throw decreased in the 9t inning compared to in the 1stinning.
The value decreased approximately 3cm~5cm. For subject A the change was from 128.3cm to 125.0cm. For subject B the
change was from 141.6cm to 137.8cm. For subject C the change was from 112.7cm to 107.0cm (height above the
ground).

(2) In subject C, the maximum height of left heel at the time of standing gradually decreased (max=67.4cm in 9t inning,
min=30.3cm in 3 inning). Subject A and B did not exhibit this decrease (subject A, 69.3cm+3cm. subject B,
69.0cm+2cm).

(3) Ball speed did not change significantly. The ball speed of subject A changed from 108 km/h to 109 km/h. The ball
speed of subject B changed from 98 km/h to 105. The ball speed of Subject C changed from 117km/h to 112 km/h
(average of 1stinning and 9t inning).

(4) There were no change in the values of: back muscle strength, grip strength, CMJ and heartbeat.
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(5) Wrist speed did not decrease. The wrist speed of subject B and C hardly changed from 1st to 9t inning. The wrist

speed of subject A decreased until 6t inning, but the value improved after 7t inning.

(6) The time from the instant when the front leg contacts the ground to the instant when the elbow height gets maximum
decreased in subject A and B. Subject C did not exhibit this tendency. Whether the subject bent the knee or not is thought
to be a reason.

Figure:

Caption: Snapshot of pitching kinematics for subject A, B and C
Conclusion: All subjects decreased the height of the elbow at the time of throwing.
There were no significant change of values in back muscle strength, grip strength, CMJ, and heartbeat.

The change pattern of pitching form was subject specific.

References: [1] Calabrese. The International Journal of Sports Physical Therapy, 8: 652, 2013.
[2] Escamilla et al., The American Journal of Sports Medicine, 35: 23-33, 2007
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THE MECHANICAL POWER OUTPUT - VELOCITY CURVES FOR VELOTRON ERGOMETER CYCLING AND TRACK
CYCLING, AND THE RELEVANCE FOR CYCLING PERFORMANCE AND PACING RESEARCH.
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Introduction and Objectives: Interaction with a realistic environment is an important aspect determining pacing behaviour
in athletes[1]. To understand cycling performance, it is important to evaluate this performance in a well-controlled
laboratory setting, while simulating competition. Besides reliability of the testing equipment, ecological validity is an
important aspect. The computer-controlled, electronically-braked Velotron Racermate cycle ergometer has been
introduced to closely resemble competitive situations. On screen opponents can be offered, it allows gearing and wind
and hilly conditions can be imposed. Another important aspect is that in contrast to most other ergometers, the Velotron
claims to incorporate the non-linear relation between mechanical power output and velocity. Due to the effects of air-
frictional forces, which are non-linearly related to velocity, it will cost an athlete more energy to accelerate above his/her
mean power output than it will save him/her effort to equally decelerate below mean power output in a competitive race.
Any variations in velocity over the race thus lead to larger energy costs throughout the race. This biomechanical aspect is
essential in determining successful pacing behaviour in competition[2,3] and is of influence on the decisions that athletes
make during the race regarding their energy expenditure. Therefore, the modelling of this non-linear relation between
mechanical power output and velocity in a well-controlled valid laboratory setting is essential in studying pacing behaviour.
The aim of the present study is therefore to determine the relation between mechanical power output and velocity in
Velotron cycling compared to track cycling.

Methods: The relation between mechanical power output and velocity in incremental cycling for a cyclist of 75kg on the
Velotron Racermate Dynafit (6Hz sampling rate) was determined with a recommended Velotron drag factor setting of
100%, which should be comparable to neutral (no wind) conditions. The Velotron was propelled using a dynamic
calibration rig to simulate a continuous pedalling cadence of 90 RPM. The rig was attached to the crank of the Velotron
via a counterbalanced double universal joint. The axle was centred at the bottom bracket of the Velotron cycle and
attached to the crank at the position of the left pedal. By upshifting gears (18 different gears with 18-33 for the lowest
velocity and 56-12 for the highest) while keeping the cadence on 90 rpm, a range of velocities and accompanying power
outputs could be evaluated. The calibration rig was powered by a 3 Ph — AC electro motor with a maximum power output
of 2.2 kW. Power output and speed were collected over 30s of steady state cycling per stage, resulting in the power-
velocity curve. The relation between mechanical power output and velocity was also determined on a cycling track. Data
of an elite track cyclist (bodymass + bike: 89.9 kg) were obtained while riding in a standard position with hands on the
handlebars on a 250m indoor velodrome in Apeldoorn, The Netherlands. The track bike was equipped with a SRM 7 track
system (Schoberer Rad Meftechnik, Jilich, Germany). Sample rate was set at 2 Hz and actual measured values for

wheel circumference were set. 2 Laps at six different speeds were cycled, starting at 30 km/h, with an increase of 5 km/h
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to 55 km/h. For Velotron cycling as well as track cycling, trendlines were added based on least-squares fits, and
coefficients of determination were obtained.

Results: Best fits were obtained using power fit trendlines, evidencing the non-linear character of the power-velocity
curves (Velotron: r2= 0,9971; Track: r2= 0,9962). In Velotron cycling as well as in track cycling, a linear model resulted in
a lower coefficient of determination (Velotron: r2= 0,9252; Track: r2=0,9835). The required power output to obtain a certain
velocity was ~18 % higher in Velotron cycling compared to equal velocities in track cycling. See figure 1.

Figure:

Caption: Mechanical power output-velocity curves of Velotron ergometer cycling and track cycling, with best fit power (1a)
and linear (1b) trendlines added.

Conclusion: It seems that the Velotron provides a realistic and valid setting to study pacing behaviour with respect to the
non-linear power-velocity relation that has been shown to be relevant for choosing effective pacing strategies[2,3]. The
large range of velocities tested on the Velotron clearly showed a non-linear curvature, comparable to track cycling
evaluated over a smaller range of velocities (within the domain of human capabilities). However, Velotron cycling seemed
to underestimate track cycling performance: Lower velocities were reached at similar power outputs in Velotron cycling
compared to track cycling. Future research should aim to study if a draft setting of <100% could more closely mimic track
cycling performance.

References: [1]Smits et al.,Sports Med.,44(6):763-775,2014

[2]de Koning et al.,J. Sci. Med. Sport,2(3):266-277,1999

[3]Hettinga et al.,Br.J.Sports Med.,46(1):30-35,2012
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MOVEMENT SCREENS: MEASURING MOVEMENT DYSFUNCTION OR MOVEMENT SKILL?
James Becker 'Anthony Vidal '."Mimi Nakajima '"Will Wu *

Kinesiology, California State University, Long Beach, Long Beach, United States

Introduction and Objectives: Movement screens are becoming an increasingly popular form of assessing athletic
readiness. Currently popular screens are designed to place individuals in extreme positions where weakness and
imbalances become noticeable if appropriate stability and mobility is not utilized by the athlete. It has been suggested
that tests assessing multiple domains of function (e.g., balance, strength, and range of motion) can possibly help with
early identification of athletes at risk for injury[1]. Using fundamental movement patterns, coaches and practitioners are
able to evaluate athletes’ dynamic and functional capabilities to quickly identify deficits in mobility and stability.

To date, designers of movement screens fail to understand the difference between skill and mobility. Therefore, one might
ask whether “movement dysfunctions”, commonly observed on these screens, are more reflective of a lack of skill that can
be easily fixed with properly designed test instructions. An abundance of studies within the motor control and learning
literature demonstrate the importance of providing proper verbal instructions and demonstration/ observational learning to
performers [2]. The purpose of this study was to evaluate performance on the overhead squat (OHS), a common test
used in movement screens, when performed with three different sets of instructions.

Methods: Twenty participants performed the OHS under three instructional conditions. For the baseline condition (B)
each participant was first instructed to perform three consecutive repetitions of the OHS with no further

instructions. Participants then performed the OHS under one of two sets of instructions: instruction demonstration and
practice (IDP), or the instructions used by the Functional Movement Screen (FMS)[3]. For the IDP condition each
participant was given verbal instructions on how to perform the OHS consistent with motor control and learning principles
of instruction. After the verbal instructions where given each participant viewed a demonstrator performed the correct
OHS. Next, they performed three non-consecutive practice OHS to allow for any corrections needed in the squat form.
Upon completion of the demonstration and practice, the participant performed three consecutive OHS which were
recorded for analysis. For the FMS condition each participant performed three OHS squats after receiving the exact
instructions from the FMS testing protocol3. To account for the three practice squats in the IDP condition, participants
were instructed to perform three ‘washout’ squats prior to the FMS instructions keeping the total number of squats
consistent between compared conditions. The order in which participants performed the IDP or FMS conditions was
randomized.

A 12-camera motion capture system (Qualisys, Gothenburg, Sweden) was used to record three-dimensional marker
trajectories. A thirty one reflective marker set was used to create a thirteen segment model to calculate the center or
mass (COM). Custom LabVIEW (National Instruments, Austin TX) programing was used to calculate the following
dependent variables. Peak ankle dorsiflexion of each repetition, body COM vertical displacement; horizontal distance
from body’s COM to the dowel’'s COM and, forward trunk lean were calculated at the point of the body’s COM lowest

vertical point (representing the bottom of the squat position) for each OHS. Averages of the three repetitions were
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calculated and used in analysis. One-way ANOVAs were used to examine differences in variables between B, FMS, and

IDP conditions.
Results: COM displacement was greater in IDP (0.45£0.10 m.) than FMS condition (0.32+0.20m.; p = 0.003), but not
different than baseline (0.39£0.12m.; p= 0.047). Forward trunk lean was also greater in IDP (0.33+0.65m.) than FMS
condition (0.29+.096m.; p =0.013) but not different than baseline (0.30£0.07m., p = 0.048). Ankle dorsiflexion was greater
in IDP (21.33°+5.22) than FMS condition (17.62°+6.26; p = 0.01) but not different than baseline (20.94°+4.7; p =
0.035). Bar to body distance was not different between any conditions.
Conclusion: The results of this study show that OHS performance can be immediately altered by the use of properly
designed instructions, demonstrations, and practice. Considerations of these results are critical when conducting
movement screen assessments and evaluating mobility, as practioners must be able to dissociate skill and function. If
conducted properly, movement screens can provide valuable information that provides detail on restrictions of mobility
and range of motion. However, if conducted poorly, any conclusions regarding functional limitations may simply reflect a
lack of movement skill.
References: 1. Minick, K. et al. J. Strength & Condit. Res. 24, 479-486, 2010.

2. Magill, D. Motor Learning and Confrol: Concepts and Applications. McGraw-Hill, 2013.

3. Gook, G. Movement: Functional Movement Systems. On Target Publications, 2011.
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RELATIONSHIP BETWEEN PELVIS-TORSO COORDINATION AND STRIDE CHARACTERISTIC VARIABILITY
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Introduction and Objectives: In a given year, approximately half of all runners will sustain an overuse related
musculoskeletal injury [1]. Previous studies have shown higher levels of bilateral asymmetry in runners who have
sustained stress fracture injuries [2], however, kinematic factors responsible for the observed kinetic asymmetry have not
been clarified. For example, asymmetry in the distance the foot contacts the body in front of the center of mass (foot
contact distance, FCD) would result in asymmetric braking forces and loading rates. A separate series of studies have
reported low levels of coordination variability are associated with chronic overuse injuries in runners [3]. In regards to
FCD in particular, the coordinated movement between the transverse plane rotation of the pelvis and torso may be
important since altered coupling of pelvis-torso movement affects pelvis rotation, which in turn affects FCD. However, to
date, links between torso motion and stride characteristics such as FCD have been minimally examined. Therefore, the
purpose of this study is to examine the relationship between variability in transverse plane pelvis-torso coordination and
variability in FCD and secondly, to determine if asymmetric pelvis-torso coordination is associated with asymmetric FCD’s.
Methods: Whole body kinematics were recorded on 20 runners (sex: 10 male, 10 female; age: 25.7 = 7.8 years; weekly
mileage: 48.5 = 16.9 miles) using a 12 camera motion capture system (Qualisys, Gothenburg, Sweden) while participants
ran on a treadmill, at self selected speeds approximating their easy training pace. Marker trajectories were exported to
Visual 3D (C-Motion, Inc., Rockville MD) where pelvis and torso segment angles were determined relative to the
laboratory system. A vector coding technique was used to quantify coordination of movement between the pelvis and
torso segments in the transverse plane. Coordination variability was determined by calculating the standard deviation of
coupling angles across the gait cycle. FCD was defined as the distance between the foot center of mass and the whole
body center of mass at the moment of foot contact. Timing of foot contact and toe off were determined using the methods
suggested Fellin et al [4]. The coefficient of variation was used to quantify variability in FCD. A symmetry index was
calculated from mean coupling angles during the left and right strides, and FCD on left and right strides, respectively. The
symmetry index was then used to evaluate asymmetries in pelvis-torso coordination and FCD, with a higher value
indicating a higher level of asymmetry. The relationships between coordination variability and FCD variability and
coordination asymmetry and FCD asymmetry were evaluated using simple linear regression.

Results: There was a significant relationship between variability in pelvis-torso coordination and variability in foot contact
distance for both the left strides (~R2 = 0.214, p = 0.039) and right strides (R2 = 0.214, p = 0.039). There was no significant
relationship between asymmetries in pelvis-torso coordination and FCD asymmetries (/2 = 0.009, p = 0.679).
Conclusion: The results of this study suggest there is a relationship between the coordinated movements of the torso and
pelvis, which may affect stride parameters such as FCD. Previous studies have suggested there is a link between
reduced variability and repetitive joint loading. Although the functional consequences of these relationships need to be

examined further, increased FCD variability may be a mechanism whereby runners avoid loading the lower extremity in
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exactly the same location and manner on each stride. Both coordination variability and movement asymmetry have been

suggested as possible factors in overuse injuries. However, the lack of any relationship between asymmetry in pelvis-
torso coordination and asymmetry in FCD suggests that movement variability and movement asymmetry may be involved
injury etiology through different mechanisms, however this requires further clarification. Additional research examining
how the movement and coordination of the upper body affects lower extremity movements, especially as it relates to
running injuries is required.

References: 1. Ferber, et al. Sports Health 1, 242-245, 2009.

2. Zifchock, et al. J of Biomechanics 39, 2792-2797, 2006.

3. Heidersheit, Hamill, et al. Human Kinetics 18, 110-121, 2002.

4. Fellin, et al. J. of Science and Medicine in Sport 13, 646-650, 2010.
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THE RELATIONSHIP OF SEPARATION FACTORS ON THROW DISTANCE OF FEMALE HAMMER THROWERS
Suzanne Konz 1"

Kinesiology, Marshall University, Huntington, WV, United States

Introduction and Objectives: Athletes utilizing their entire kinetic chain to throw need to separate the hips and shoulders,
typically, to provide a rigid block over which they accelerate the implement being thrown. The hammer is unique in that it
provides 3 different separation factors that allow the athlete the opportunity to accelerate the hammer. The separation
factors occur between the feet and hips, the hips and shoulders, and the shoulders and the ball. No literature statistically
has investigated the relationship of these separation factors and throwing technique of female hammer throwers. The aim
of this study was to determine relationship of the separation factors on the final throw distance for female hammer
throwers.

Methods: The best performances of the top 10 female throwers at the 2014 USA Track and Field Nationals and 2014
USATF CV OTC meet were examined. Video was captured using two 60 Hz cameras. The best throw of each athlete
was digitized and analyzed using the Contemplas Motus 10.0.1 motion analysis system.

Results: : Correlation analysis of separation factors within a throw revealed the separation between the feet and hips at
take-off of Turn 1 (p=.000 r=.824), the separation between the feet and hips at take-off of Turn 4 (p=.03 r=. 866), the
separation between the shoulders and hammer at take-off of Turn 4 (p=.01 r=-.919), the separation between the
shoulders and hammer at touch-down of Turn 4 (p=.01 r=-.934) correlate with throw distance. A stepwise linear
regression of separation factors indicated that the separation of feet and hip at release (B= .050), the separation of hips
and shoulders at touch-down at Turn 1(B= -.058), and the separation of hips and shoulders at touch-down at Turn 2
impact throw distance (= .007). A stepwise linear regression of all hammer throw factors (p<.000 r=.1.00) indicates that
the separation of the feet and hips at release and the vertical position of the hammer at the take-off during Turn 4 are
predictors of throw distance.

Conclusion: The interesting item with the analysis is that there still is no clear path to understanding which components
impact throw distance. The fact there is no agreement between the correlation and stepwise linear regression is
interesting. A second interesting component is the negative impact that too great of a separation can negatively impact at
throw as in the correlation results of Turn 4 take-off and Turn 4 touch-down. It is at this point the ball should be moving at
its highest velocities prior to release. By opening the separation factors at these points, the athlete may actually lose
control of the system. Athletes use different separation factors during their throw to maintain cable tension, momentum,

and speed. No clear cut method to predict hammer throw distance can be developed due to athlete variability within this

group.
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A COMPARISON OF OVERGROUND AND TREADMILL GROUND REACTION FORCES DURING LOAD CARRIAGE
Angela Boynton '

"Human Research and Engineering Directorate, US Army Research Laboratory, Aberdeen Proving Ground, MD, United

States

Introduction and Objectives: Force-sensing treadmills (TMs) provide a convenient means to study the effects of military
load carriage on gait dynamics, particularly over long durations. During overground (OG) walking, stance time and peak
ground reaction forces (GRFs) increase with carried load [1, 2]. While generally considered equivalent, minor
biomechanical differences have been reported between OG and TM walking. In particular, reductions in stance time and
peak GRFs are associated with unloaded walking on a TM compared to OG [3, 4]. Differences between OG and TM gait
dynamics can limit our ability to generalize the results of TM-based studies to outcomes in a real-world environment, but
the impact of load carriage on the magnitude of those differences is currently unknown. Therefore, the objective of this
study was to quantify differences in GRFs between walking OG and on a TM with a militarily relevant load.

Methods: An instrumented TM (AMTI Corp.) embedded in the laboratory floor was used to collect GRF data (1200 Hz) for
12 subjects (8M/2F, 1.80+£0.07 m, 86.6+12.6 kg) with recent military load carriage experience. Subjects walked at a self-
selected pace OG across the surface of the TM and then at a matched pace on the TM, unloaded (NL) and while carrying
a 33kg rucksack (LR). A minimum of 5 strides per combination of walking mode and load condition were analyzed for
each subject. For each load condition, mean differences in stance time and peak GRFs (Vmax1, Vmin, Vmax2, APmin,
APmax, MLmin, MLmax in Figure 1) were calculated between walking modes, and their statistical significance was
determined using paired t-tests (a=0.05). Differences between walking modes were additionally compared to the mean
inter-stride variability during OG walking (OGvar) for each variable and any difference found to be greater than the
calculated OGvar was considered meaningful.

Results: Mean differences in stance time were negligible (<0.01 s) during both unloaded and loaded walking. Mean
stance phase GRF curves for each walking mode and load condition combination are shown in Figure 1, and calculated
differences between peak values are summarized in Table 1. A statistically significant but non-meaningful increase in the
loading peak GRF (Vmax1) occured with TM walking during the NL condition. Statistically significant differences in peak
GRFs were also found in the anterio-posterior direction. Peak braking (APmin) and propulsive (APmax) forces were
significantly less during TM than OG walking for both load conditions, however, only the LR condition differences
exceeded the OGvar values. These reductions in peak braking and propulsive forces may be related to fluctuations in the
TM belt speed following heel contact and just prior to toe-off. The subsequent deceleration and acceleration of the TM belt
at those time points could serve to dampen the reaction force, and this effect might be magnified as the applied forces

increase with carried load.
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Caption: Figure 1. Stance phase GRFs during OG and TM walking with and without a loaded rucksack.

Conclusion: While peak vertical and medio-lateral GRFs appear to be comparable between OG and TM walking, peak
anterio-posterior forces are significantly reduced during TM walking, and these differences exceed OG inter-stride
variability when a heavy military load is carried. Changes in joint moments and muscle activity related to this difference
between OG and TM walking kinetics could limit the utility of instrumented treadmills for assessing the effects of load
carriage in studies where fatigue is of interest or one desires to generalize the results to OG walking. Further study is

needed to determine the impact of the observed GRF differences on those variables.

Table:
GRF peak NL LR

(%BW) differen = t-test OG | differen @ t-test | OG
ce var ce var
Vmax1 25 0.02 3.5 0.2 0.73 7.6
Vmin 1.5 0.1 4.7 2.2 0.32 4.6
Vmax2 0.5 0.58 3.8 -2.2 0.35 4.1
APmin -2.8 0.00 40 -5.6 0.00 | 2.9
APmax -2.3 0.00 29 -3.1 0.00 1.8
MLmin 0.7 0.05 1.7 0.4 0.22 1.7
MLmax -0.1 0.12 4.2 -0.5 0.38 3.0

Caption: Table 1. Peak GRF differences between OG and TM walking with and without a loaded rucksack. Negative

differences indicate TM value less than OG value.
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EFFECT OF SUBJECT-SPECIFIC MUSCULOSKELETAL GEOMETRY ON MODEL PREDICTIONS
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Introduction and Objectives: When exploring complex biomechanical problems, such as in orthopedic surgery to simulate
the effects of joint replacements and tendon transfers, or in sport to optimize athletes’ performances and prevent injuries,
subject-specific musculoskeletal models are essential to achieve reliable predictions. Therefore, it is crucial to develop
efficient methods that allow collecting personalized information in a fast and accurate way, without intensive manual
intervention.

In this study, we reconstructed the subject-specific musculoskeletal geometry of the lower extremity of ten healthy
subjects from MRI scans, using the TLEMsafe modeling workflow [1], and we assessed the effect of personalization on
the model predictions.

Methods: Ten healthy subjects (5 males, age 40.1£15.7 years, height 174.9+11.1 cm, weight 74.8+11.9 kg) were
analyzed. For each subject, MRI scan of the lower extremity was obtained (3T, T1-weighted, voxel size of 1.0*1.0*3.0 mm
for pelvis, knee and ankle region, and 1.0*1.0*8.0 mm for the remaining upper and lower leg). Then, several gait trials at
comfortable, slow and fast speed were measured using 3D motion capture and force-plate data.

Using Mimics® 17.0 and 3-matic® 10.0 (Materialise N.V., Leuven, Belgium), bone surfaces of pelvis, femur, tibia and
fibula were segmented from MRI scans, then joint geometry was estimated: hip joint center based on the best fitting
sphere to the acetabulum and femur head, knee joint center and direction based on the best fitting cylinder to the femoral
condyles. Ankle and subtalar joint were linearly scaled, based on the position of the medial and lateral malleoli. Finally,
automatic morphing was applied to the segmented bone surfaces, under the assumption that muscles attachments sites
follow the non-linear morphing transformation [2].

Ten subject-specific models were created combining the MRI-based personalized information with the recent Twente
Lower Extremity Model 2.0 [3] implemented in the AnyBody Modeling System™ ver. 6.0.3 (AnyBody Technology A/S,
Aalborg, Denmark). Inverse kinematics and inverse dynamics were used to calculate joint kinematics and joint net
moment when reproducing the measured gait trials, then subject-specific model predictions were compared with linearly
scaled models.

Results: Subject specific models allowed a sensible improvement of the accuracy of the musculoskeletal geometry
information. Linear model presented errors larger than 10 mm in the estimated segment size, larger than 20 mm in the
estimated position of hip and knee joint center, and larger than 10° in the estimated knee joint direction. Moreover, linear
models presented errors larger than 10 mm in the estimated position of muscle attachment sites, in particular errors larger

than 20mm for some of the most sensitive muscle, such as glutei, piriformis and biceps femoris [4].
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Although reproducing the same gait trials, linear and subject-specific and models presented significant differences in the

predicted joint kinematics (Fig. 1A), in particular for knee flexion and subtalar eversion (larger than 20°) and for hip flexion
and hip external rotation (larger than 10°). Finally, subject-specific models predicted a reduction of joint net moment
compared to linear models (Fig. 1B), in particular for subtalar eversion (larger than 10%), and for hip flexion and ankle
plantarflexion (larger than 5%).

Figure:

Caption: Predicted joint kinematics (A) and joint net moment (B) during walking at fast speed, using linear and subject-
specific model - Example showing one of the ten healthy subjects measured.

Conclusion: Subject-specific models, based on individual bone surfaces extracted from MRI, showed a sensible
improvement of the accuracy of musculoskeletal geometry information (bone segment size, joints center and direction,

position of muscle attachment sites) when compared to linearly scaled models. These improvements led to large
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indicating that subject-specific models are more efficient than linearly scaled models when reproducing the same task.
The subject-specific models analyzed in this study were obtained semi-automatically using the TLEMsafe modelling
workflow [1]. Application on a large scale of this workflow would permit to reduce errors in musculoskeletal geometry
information and model predictions, achieving the validity and reliability necessary in specific applications such as clinical
decision making.

Acknowledgements: TLEMsare project (http://www.tlemsafe.eu/) is financially supported under the Seventh Framework
Programme (FP7) of the European Commission.

References: [1] Carbone et al., Proceedings of WCB 2014, Boston, USA.

[2] Pellikaan et al., J. Biomech., 47, 5: 1144-1150, 2014

[3] Carbone and Fluit et al., accepted by J. Biomech.

[4] Carbone et al., J. Biomech, 45, 14:2476-2480, 2012.
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FRONTAL PLANE ACHILLES TENDON MOMENT ARM CHANGES WITH FRONTAL PLANE MOVEMENT OF THE
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Introduction and Objectives: Achilles tendon (AT) moment arms are frequently determined in order to estimate tendon
forces in musculoskeletal models. Previously, AT moment arms have been determined in the sagittal plane using the
centre-of-rotation method (COR) to estimate tendon forces during plantarflexion. However, the triceps surae muscle group
and the associated Achilles tendon have also been found to contribute to both inversion and eversion movements. To
date, little is known about the magnitude of Achilles tendon moment arms in the frontal plane and differences in AT
moment arms in different frontal plane foot positions. The purpose of this study was to investigate the use of the COR
method to determine AT moment arm in the frontal plane and to determine differences in AT moment arm in different
frontal plane foot positions.

Methods: MR images of the left ankle were obtained from ten, supine, participants (five female, five male, age 26.3 + 4.71
years), using a 0.2 T MRI scanner (TE/TR/flip angle of 16 ms/580 ms/75°). The field of view was 83.5 mm and contained
15 slices with a slice thickness of 5 mm and a gap between slices of 0.5 mm. A total of five scans were conducted with the
foot positioned at 20° eversion, 10° eversion, 0°, 10° inversion or 20° inversion using a styrofoam wedge. In the obtained
images, representative reference points were chosen on the lateral and medial side of the calcaneus at its posterior
articulation with the talus. The COR method was then applied to find the centre of rotation, where the talus was assumed
to be stationary and where the calcaneus rotates around the subtalar joint axis. The frontal plane AT moment arm was
defined as the perpendicular distance from the bisection of the AT to the identified centre of rotation. Moment arms were
obtained for the foot in 10° eversion, 0° neutral and 10° inversion. The angle of the AT bisection and the vertical was also
measured to account for changes in moment arm. Differences in AT moment arm and the AT angle between the three
foot positions were tested with a One-Way ANOVA. The level of significance was set to 0.05.

Results: The AT showed an eversion moment in all three positions. The moment arm in the neutral position was 3.5 + 4.3
mm which was significantly smaller than the moment arm in eversion (10.6 £ 3.9 mm, p = 0.005) and inversion (12.3 +
5.4 mm, p = 0.001) The difference in moment arms between eversion and inversion was not significantly different (Figure
1). AT angle was 85.3° £ 2.5°,85.7° £ 2.1° and 86.0° £ 2.1° in eversion, neutral and inversion, respectively. Differences in

AT angle were not significant.
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Caption: Figure 1. Box-and-whisker plots for the entire data set with each box plot representing the data distribution for
one foot position (eversion, neutral, inversion). The line graphs show moment arm values for each individual subject in
each of the three conditions with one line corresponding to one subject. *Significant difference between neutral and
eversion, neutral and inversion.

Conclusion: This study showed that the COR method can be applied to determine frontal plane AT moment arms. One
previous study reported frontal plane AT moment arms determined using the tendon excursion method [1]. Moment arm
values obtained in the present study were considerably larger due to the fact that tendon displacement is generally
underestimated with the TE method. Furthermore, the subtalar joint axis is not located perpendicular to the frontal plane
but deviates from it. Therefore, the identified centre of rotation is also deviated, which results in a considerable
overestimation of the AT moment arm. However, the present study does demonstrate that the AT moment arm varies
considerably depending on foot position. This change cannot be attributed to a displacement of the AT as the AT angle
was unchanged in all three positions. Therefore, changes in the magnitude of the AT moment arm in the frontal plane can
be attributed to subtalar joint configuration. This information could be useful for examining musculoskeletal models of the
lower leg and foot when estimating moment arms in more than one plane. Further investigation is necessary to determine
frontal AT moment arms more accurately.

References: [1] Lee and Piazza, J.Biomech, 41: 3366-3370, 2008.
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Introduction and Objectives: Muscles come in a range of shapes and sizes, with different fibre lengths, cross-sectional
areas and pennation angles, and the muscle size and structure is an important determinate of muscle function.

During contraction the muscle fibres can shorten and rotate to greater pennation leading to changes in the length and
cross-sectional area of the muscle belly. Due to the ability of the fibres to rotate, their shortening velocity can become
uncoupled from the velocity of the muscle belly in a process known as belly gearing. Gearing can change in response to
the contractile conditions and may be important in shaping the force, power output and function of the muscle during
contraction.

The extent to which the muscle bellies bulge and the fibres rotate is different between the medial and lateral gastrocnemii,
despite them being anatomically and functionally similar. It has been suggested that the way in which the fibres increase
in girth during contraction may be different and this may lead to the differences in the shape changes in the muscle bellies
during contraction [1]. However, until recently we have been without the experimental or conceptual framework to test
such predictions. The purpose of this study was to test whether there are asymmetries in the transverse expansion of
muscle fibres during contraction, and to investigate the mechanisms for and consequences of such an effect.

Methods: In order to quantify the transverse expansion of muscle fascicles during contraction we developed new image
processing techniques to extract the fascicle width from B-mode ulrasound images of muscle contraction [2]. Ultrasound
images of contracting medial and lateral gastrocnemii were collected for 6 subjects. The muscle belly region was
segmented and pre-processed with multiscale vessel-enhancement filtering. 2D Discrete Fourier Transforms of these
images revealed the spatial frequencies within the image in the x and y directions, and these were converted into
wavelengths and resolved into the component transverse to the longitudinal axis of the fascicles within the mid-
longitudinal plane of the muscle.

In order to test mechanisms that cause the asymmetries in the transverse expansion of the muscle fascicles, we
developed a 3D finite element model of the muscle belly based on the continuum theory for fibre-reinforced composite
biomaterials [3]. The material properties of the base-material were isotropic and the fibre properties only acted along the
longitudinal axes of the muscle fascicles. The model was used to simulate contractions in the gastrocnemii (a unipennate
geometry with superficial and deep aponeuroses), and was tested for aponeuroses of different stiffnesses.

Results: During muscle fascicle shortening the fascicle width increased but to a lesser extent than had been expected,
giving a Poisson's ratio of 0.09 [2]. These results indicated that a greater fascicle expansion likely occurred in the
transverse direction that was orthogonal to the mid-longitudinal plane than in the scanning plane that was parallel to the
mid-longitudinal plane. This was confirmed on a further 10 subjects by simultaneously imaging the muscle from two

orthogonal directions.
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Despite the radial symmetries in the material properties of the muscle fascicles in the finite element model [3], an
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asymmetry occurred in the transverse expansion of the fascicles during contraction. The Poisson's ratio in the mid-
longitudinal plane was 0.089 and matched the experimental findings, and the transverse expansion was greater in a
direction orthogonal to this plane. The transverse expansion of the muscle fascicles depended on the stiffness of the
aponeurosis and affected their rotations to higher pennation as the contractions progressed.

Conclusion: The abilities of the muscle fibres to shorten and change pennation depend on their transverse expansion and
their interaction with the aponeuroses. Pennation of the muscle fibres results in an asymmetry to the structure of the
muscle belly that in turn causes anisotropy in the transverse fibre expansion, despite their material properties being
transversely isotropic. The structural properties of the muscle tissue combined with the stiffness of the connective tissues
thus affect the differences in the transverse fibre expansion during contraction. This in turn affects fibre shortening, force
development and thus muscle function.

References: [1] Randhawa et al., Eur. J. Appl. Physiol. 113: 437-447, 2013.

[2] Wakeling et al., Int. J. Biomed. Imaging. 4: 1-9, 2014.

[3] Rahemiet al., Front. Physiol. (Int. Physiol.) 5: 298, 2014.
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COMPLETE OPENSIM SUBJECT-SPECIFIC LOWER LIMB JOINT-SKELETAL MRI-BASED MODEL
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Introduction and Objectives: OpenSim [1] is commonly used for musculoskeletal simulation, representing bones and joints
while enabling inverse kinematics (IK) and dynamics (ID) solutions to movement. OpenSim can be employed for clinical
purposes e.g. simulate the effects of joint replacement [2] or understand the aetiology of osteoarthritis [3].

OpenSim uses pre-defined joint-skeletal models. Tibiofemoral (TFJ) and patellofemoral (PFJ) kinematics are 2D sagittal
planar joints, talocrural (TAJ) and subtalar (STJ) are hinge joints, while the hip joint (HJ) is a ball-and-socket. However not
all joints degrees of freedom (DOFs) are defined e.g. no tibia Int-External (IE) or Abd-Adduction (AA) rotations. These
models were obtained from a limited set of cadaveric data. For each subject joints kinematics and bones are generically
scaled from motion capture (MOCAP) external markers. Joint-skeletal system might not be accurately represented,
possibly leading to overestimation of measured TFJ contact forces. In contrast other studies showed improved results
when using subject-specific 1) TFJ and PFJ models [4] or 2) hip geometry and hip joint center (HJC) [5]. Therefore,
methods are needed to readily create such subject-specific models.

Different models have been used to represent subject-specific joints: 1) TFJ, PFJ and TAJ kinematics are well predicted
using 3D parallel mechanisms [6,7]. These models are constrained by the bones, ligaments and tendon geometries, 2)
STJ hinge axis can be defined by spheres fitted to the talus [8] and 3) HJC approximated by center of sphere fitted to
femoral head.

We aimed to use MRI images of /n vivo joint tissues to generate subject-specific HJ, TFJ, PFJ, TAJ and STJ models to be
used in OpenSim. For the same subject we compared the TFJ and PFJ model results, HJC location and STJ hinge axis
orientation with those from generic scaled OpenSim.

Methods: MOCAP data and MRIs were acquired from 14 participants. Each subject's MOCAP marker 3D positions were
used to scale the generic OpenSim model’'s 1) HJC location, 2) STJ hinge axis location and orientation, and 3) TFJ and
PFJ locations and kinematics. Alternatively, subject-specific models were created using the geometries from their MRIs.
The TFJ, PFJ and TAJ locations and kinematics were estimated using 3D parallel mechanisms [6,7,9]. The STJ axis
location and orientation were created from the centers of two spheres fitted to the calcaneal and sustentaculum talus
facets, while the HJC was the center of a sphere fitted to the femoral head (Fig.1).

Subject-specific TFJ and PFJ kinematics were compared to those from scaled OpenSim using Pearson’s correlation and
root mean square differences (RMSD). Both models estimated TFJ Ant-Posterior (AP) and Prox-Distal (PD) translations
while PFJ models estimated also FE rotations and Med-Lateral (ML) translations. The differences between the HJC

location and STJ axis orientation estimated using each model were also calculated.
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Results: Differences in HJC location between the two models were 36.7, 0.033 and 7.7 mm at X, Y, Z respectively with
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37.4 mm total difference. STJ axis orientation differences were 0, 0.1 and 0.25 at X, Y, Z. High correlation values (Table

1) and similar STJ axis orientation suggests that for common DOFs the two models estimated similar kinematic patterns.

Figure:

Caption: Figure 1- Subject-specific models a) HJC from femoral head sphere, b) TFJ and PFJ, c) TAJ, d) STJ axis from
talus spheres.

Conclusion: Complete OpenSim subject-specific lower limb joint-skeletal models can be created using 3D mechanisms
and parameters from MRI. We suggest that OpenSim model scaling can be improved, indicated by the large differences in
the HJC location and large RMSD for TFJ and PFJ particularly PD. However generic OpenSim models do not include all
DOFs and therefore a complete comparison is not possible. Our ongoing IK and ID analyses using each type of model

suggest subject-specific models may be more repeatable.

Table:
Correlation / RMSD
FE AP PD ML
TF - 0.85/ 0.98/ -
J 1.7 62.5
PF | -0.55/7.4 0.99/ 0.88/ 0/
J 4.4 21.3 10.2

Caption: Table 1: Correlation and RMSD (n=1) between TFJ and PFJ subject-specific and generic scaled OpenSim

models (RMSD in mm except FE in degrees)
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PASSIVE AND ACTIVE SOLEUS MUSCLE FORCES IN CHRONIC HEART FAILURE
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Introduction and Objectives: Reduced skeletal muscle strength has been linked to the compromised exercise capacity
characterizing chronic heart failure (CHF) (1). However, it is not clear if the reduction in peak voluntary strength in CHF is
associated primarily with reduced muscle size. This shortcoming might stem from the reliance on net joint moment-based
measurements that reflect activity in all synergist and antagonist muscles crossing a joint. Therefore, the aim of this study
was to investigate the size-specific active voluntary force (force per muscle physiological cross sectional area, PCSA) and
passive force in a single muscle, the soleus (SOL), of CHF patients and age- and physical activity-matched control
participants. The SOL was selected as it is a key muscle for postural control and locomotion (2), and its muscle
architecture is severely affected by CHF (3).

Methods: Twelve patients with CHF (63.5£10.9 yo, 168.2+9.6 cm, 67.9£14.8 kg) in the class II-IV of the New York Heart
Association and 12 age- and physical activity-matched control participants (62.7+£5.6 yo, 173.3£6.1 cm, 69.7+8.5kg) who
were free from musculoskeletal disorders and lower limb musculoskeletal injuries were recruited for this study. Voluntary
active and passive SOL forces and PCSA were obtained by means of a novel approach combining experimental data
(dynamometry, electromyography, muscle imaging) with a musculoskeletal model (4).

Results: We found reduced absolute peak voluntary SOL forces (~25%) as well as reduced passive forces (~30%) (at
equivalent levels of muscle stretch) in CHF vs. healthy individuals. These differences were eliminated when force was
normalized by PCSA, indicating that reduced peak voluntary force and passive force may be strongly associated with
muscle size. Fascicle lengths at which the peak active forces were generated () as well as the passive fascicle lengths
were shorter in CHF vs. controls.

Conclusion: Our results showed that a main determinant of muscle strength in CHF is muscle size. These findings, which
might be in contrast with previous investigations on different muscle groups (5), reinforce the specificity of the SOL muscle
in the CHF syndrome and further suggests its possible use as a predictor of the disease (3).

The differences reported in length at, as well as the passive fascicle lengths, might also offer additional insight into the
altered gait mechanics of CHF patients (6). A combination of the shorter SOL muscle fascicles in CHF patients and their
greater dorsiflexion during mid-stance of gait (6) may cause significantly greater SOL strain. This might place the muscle
on to the descending limb of the force-length curve where large passive forces develop (4). In this scenario CHF patients

would rely more on their passive forces to support the plantarflexion moment during walking, which has the benefit of
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reducing metabolically expensive active force development. This may help explain why CHF patients rely proportionately

more on their ankle for powering walking as speed and metabolic demand increases (6).

These findings raise the importance of exercise rehabilitation targeting an increase in muscle hypertrophy, and for the calf
muscles, exercise that promotes muscle lengthening.

References:
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HIP POWER ANALYSIS IN INDIVIDUALS WITH TRANSFEMORAL AMPUTATION: A DIFFERENT STRATEGY FROM
STABILISATION DURING GAIT STANCE
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Introduction and Objectives: Joint moments and joint powers during gait are widely used to determine the effects of
rehabilitation programs as well as prosthetic fitting. Following the definition of power (dot product of joint moment and joint
angular velocity) it has been previously proposed to analyse the 3D angle between both vectors, amw [1].

Basically, joint power is maximised when both vectors are parallel and cancelled when both vectors are orthogonal.
In other words, amw < 60° reveals a propulsion configuration (more than 50% of the moment contribute to positive power)
while amw > 120° reveals a resistance configuration (more than 50% of the moment contribute to negative power).
A stabilisation configuration (less than 50% of the moment contribute to power) corresponds to 60° < amw < 120°.

Previous studies demonstrated that hip joints of able-bodied adults (AB) are mainly in a stabilisation configuration (amw
about 90°) during the stance phase of gait [1, 2]. Individuals with transfemoral amputation (TFA) need to maximise joint
power at the hip while controlling the prosthetic knee during stance.

Therefore, we tested the hypothesis that TFAs should adopt a strategy that is different from a continuous stabilisation.
The objective of this study was to compute joint power and amw for TFA and to compare them with AB.

Methods: Three trials of walking at self-selected speed were analysed for 8 TFAs (7 males and 1 female, 46+10 years old,
1.78+£0.08 m 82+13 kg) and 8 ABs (males, 25+3 years old, 1.75+0.04, m 6716 kg). The joint moments are computed from
a motion analysis system (Qualisys, Goteborg, Sweden) and a multi-axial transducer (JR3, Woodland, USA) mounted
above the prosthetic knee [3, 4] for TFAs and from a motion analysis system (Motion Analysis, Santa Rosa, USA) and
force plates (Bertec, Columbus, USA) for ABs. The TFAs were fitted with an OPRA (Integrum, AB, Gothengurg, Sweden)
osseointegrated implant system and their prosthetic designs include pneumatic, hydraulic and microprocessor knees.
Previous studies showed that the inverse dynamics computed from the multi-axial transducer is the proper method
considering the absorption at the foot and resistance at the knee [4].

Results: The peak of positive power at loading response (H1) was earlier and lower for TFA compared to AB. Although
the joint power is lower, the 3D angle between joint moment and joint angular velocity, amw, reveals an obvious propulsion
configuration (mean amw about 20°) for TFA compared to a stabilisation configuration (mean amw about 70°) for AB.

The peaks of negative power at midstance (H2) and of positive power at preswing / initial swing (H3) occurred later, lower
and longer for TFA compared to AB. Again, the joint powers are lower for TFA but, in this case, amw is almost comparable
(with a time lag), demonstrating a stabilisation (almost a resistance for TFA, mean amw about 120°) and a propulsion

configuration, respectively. The swing phase is not analysed in the present study.

230



Figure:

Caption: Dimensionless hip joint power (m is the body mass, g is 9.81 m/s2 and L is length length) and 3D angle between

with transfemoral amputation (TFA) and able-bodied adults (AB), respectively.

Conclusion: The analysis of hip joint power may indicate that TFAs demonstrated less propulsion and resistance than ABs
during the stance phase of gait. This is true from a quantitative point of view. On the contrary, the 3D angle between joint
moment and joint angular velocity, amw, reveals that TFAs have a remarkable propulsion strategy at loading response and
almost a resistance strategy at midstance while ABs adopted a stabilisation strategy.

The propulsion configuration, with amw close to 0°, seems to aim at maximising the positive joint power. The configuration
close to resistance, with amw far from 180°, might aim at unlocking the prosthetic knee before swing while minimising the
negative power.

This analysis of both joint power and 3D angle between the joint moment and the joint angular velocity provides
complementary insights into the gait strategies of TFA that can be used to support evidence-based rehabilitation and
fitting of prosthetic components.

References: [1] Dumas and Cheze, Gait Posture 28: 243-250, 2008

[2] Samson et al., J Biomech 42: 2447-2453, 2009

[3] Lee et al., Med Eng Phys 30:825-33, 2008.

[4] Dumas et al., Gait Posture 30: 560-562, 2009
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IS THE RESULTANT MOMENT A MORE SENSITIVE METRIC OF STRUCTURAL OSTEOARTHRITIS PROGRESSION
THAN INDIVIDUAL MOMENTS?
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Introduction and Objectives: Measuring joint loads directly or implementing modeling techniques may provide better
estimates of joint contact forces in the context of knee osteoarthritis (OA) progression, but these techniques are often not
feasible. Developing better estimates of loading exposure from gait data might be more practical. Research on medial
compartment knee OA progression has focused on the knee adduction moment (KAM) as it is considered a surrogate of
medial:lateral compartment loading ratio. Recent studies have also linked non-frontal plane loading metrics (knee flexion
and rotation moments, KFM & KRM) with OA progression [1-2]. Total loading exposure depends on all three dimensions,
thus resultant moments that combine the various dimensions into a single measure may provide a more sensitive OA
progression metric. The purpose of this study was to compare the ability of single plane moments versus resultant
moments to distinguish between individuals with medial compartment knee OA who will progress structurally and those
who will not.

Methods: Three dimensional motion (100 Hz) and ground reaction forces (2000 Hz) were recorded for self-selected speed
walking in 46 individuals with moderate medial knee OA (high function, non-surgical candidates). Standard anterior-
posterior radiographs taken at baseline and 5-10 years later were scored for medial joint space narrowing (JSN) [3] by a
single orthopedic surgeon. Progression (P) and no progression (NP) groups were defined based on whether or not the
JSN grade increased in 5-10 years. Knee angles (joint coordinate system) and external moments (normalized to body
mass, Nm/kg) were calculated from inverse dynamics and time-normalized to a single gait cycle. A two-dimensional
resultant moment (2D) was calculated as the vector sum of KAM and KFM, and a three-dimensional resultant moment
(3D) was calculated using all three planes. A non-frontal plane resultant moment (2DNFP) was calculated from KFM and
KRM. Five separate analyses were performed. A 2-way mixed model ANOVA was run using scores calculated from
principal component analysis (PCA) [4] of the set of KAM (1D), 2D, and 3D waveforms with model (1D, 2D, 3D) as a
within subjects factor and group (P, NP) as a between subjects factor. PCA allows each participant’s waveforms to be
scored (PCscores) for shape and magnitude features (PCs) extracted from the set of waveforms. A separate PCA was
run for each of the following: 2DNFP waveforms, KAM waveforms, KFM waveforms, and KRM waveforms. Student’s t-
tests were used to identify between-group PCscores differences (Mann Whitney U tests used in cases of non-normal
PCscores distributions)(a=0.05).

Results: There were no between-group baseline differences in age, body mass index (BMI), speed, Western Ontario and
McMaster Universities Osteoarthritis Index (WOMAC), or strength (p>0.05, Table 1). The two-way ANOVA showed main
effects of model (1D, 2D, or 3D) but no main effect of group for any PC (p>0.05). A PC capturing the difference between

mid and late stance moment had a significant interaction effect (p=0.044). Post-hoc tests showed 1D was different from
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2D (p=0.045) and 3D (p=0.043), but no group differences. In contrast, 2DNFP had one between-group difference with P

having higher 2DNFP in late stance compared to early (p=0.018). Additionally, when investigating the individual moments
(KAM, KFM, & KRM), two between-group, non-frontal plane differences were found: P had greater extension and internal
rotation moments throughout stance than NP (p=0.044 and p=0.017, respectively). No between-group differences were
identified for KAM.

Figure:

Caption: Mean moment waveforms (1D (KAM), 2D, 3D, 2DNFP, KFM, and KRM) with JSN Progression (P) and No JSN
Progression (NP) group differences indicated with arrows (p<0.05)

Conclusion: KAM moments alone or resultant moments incorporating KAM did not discriminate between baseline data
from individuals with OA who progressed structurally versus those who did not. A non-frontal plane resultant moment and
individual non-frontal plane moments did discriminate between groups. While KAM was not significantly different between
groups, it tended to dominate the resultant moment, masking differences between groups in the non-frontal planes. Care
should be taken when combining different planes into a resultant moment that includes KAM, as group differences in

individual planes can be lost in the process.
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Table:
NP P
N 20 26
JSN Baseline (0:1:2:3) 0:5:15:0  2:13:11:0
Male:Female 14:6 17:9
Age 5710 57+6
BMI (kg/m?) 3145 3116
Speed (m/s) 1.2+0.2 1.3£0.2
WOMAC 35419 2917
Knee Flexion Strength (Nm) 55113 62120
Knee Extension Strength (Nm) 115+39 120+43
Plantar Flexion Strength (Nm) 93136 | 86130
Caption: Clinical, demographic, and strength characteristics of the JSN Progression (P) and No JSN Progression (NP)
groups

References: [1] Chehab et al., OA&C, 22:1833-1839, 2014.
[2] Costello et al., World Congress on Biomechanics, 2014.
[3] Scott et al., Invest Radiol, 28:497-501, 1993.

[4] Landry et al., J Biomech, 40:1754-1761, 2007.
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Introduction and Objectives: Treadmills provide a convenient and controlled environment which promotes ease of motion
analysis data due to the lesser spatial volume used, however such configurations lack visual feedback from the
surrounding environment which has a detrimental effect on the users’ gait (Sloot ef al).Virtually realistic optic flow during
treadmill based rehabilitation has been recently introduced as a novel alternative to conventional over ground laboratories.
Sloot ef al. stated that imposing an immersive virtual reality environment during a fixed speed treadmill modality will elicit
walking that is closer to that which is obtained during over ground walking (Sloot ef al.). The primary objective of this
project was to add to the growing body of literature which quantifies differences between over ground walking, and
walking conducted in a virtual reality based environment with varying levels of complexity in the so called “optic-flow”.
Methods: Motion capture was carried out using a 12 camera Vicon T-series for over ground walking and a 12 camera
Vicon Bonita10 system which was installed within a Computer Assisted Rehabilitation ENvironment (CAREN) extended
suite (Motekforce Link, Amsterdam). Following ethical approval, 7 healthy participants volunteered (age = 27.6 £ 3.8). A
repeated measures design was followed for four walking conditions, over ground (WCH1), treadmill (WC2), treadmill with a
virtually generated grass pathway (WC3), and treadmill with a grass pathway and a simplified avatar (WC4, Figure 1).
Participants walking speed was individualised inter participant but not inter walking condition.

Primary outcome measures which were assessed for the four walking conditions were walking speed (m/s), cadence
(steps/min), stride length (m), maximum hip flexion angle (°), maximum knee flexion angle (°) and maximum ankle
dorsiflexion angle (°). Data was exported to IBM SPSS, where it was checked for normality. A non-parametric approach
was implemented to compare for inter walking condition effects using the Wilcoxon Signed Ranked Test, with a Bonferroni
Correction.

Results: Refer to Table 1.

Figure:
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Caption: The four walking conditions. In the bottom right corner of WC2 to WC4, the VRE rendered for each condition is
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Conclusion: The fixed speed modality used during the treadmill ambulation reflected on the measured results. This
modality affected the participants’ temporal spatial parameters (TSPs) across the different virtual reality (VR) scenario.
This provided evidence that with increasing immersiveness of the VR during treadmill walking (WC2 - WC4), the TSPs
converge to those measured during WC1. The relatively high immersiveness of the VR used during WC4 increased the
participants’ confidence which led to a faster walking speed, but due to the fixed treadmill speed modality the participants
unconsciously altered their cadence and stride lengths. This occurs as a result of the TSPs’ intra-dependency which
states that when walking speed is decreased, cadence is decreased while the stride length is increased.

The statistical study reported statistical differences between over ground walking and treadmill walking conditions, within
five out of six of the outcome measures. This shows that these outcome measures are affected by the walking speed.
Statistical differences between the different treadmill walking conditions were noted, within five out of six of the outcome
measures investigated. This shows that the optic flow has an impact on these parameters, mainly the maximum knee and
ankle flexion angles.

Conclusion: Although the gait parameters investigated in this study showed statistically different values amongst a
number of cases, the differences were within the range of repeatability of the gait parameters’ variability, hence
considered clinically insignificant. Thus, treadmill walking for motion analysis purposes in conjunction with virtually realistic
optic flow systems is deemed acceptable to utilise instead of over ground walking as long as a high quality VR
environment is used and the motion analyst is aware of the variability that occurs within the parameters.

Table:

WCA1 WC2 WC3 WC4
Walking Speed (m/s) 1.44 £ 0.14 1.07 £ 0.1 1.07 £ 0.1 1.07 £ 0.1
(®)(1)(F) ™) () ()
Cadence (steps/min) 115.99 + 108.91 109.01 107.57 £
5.99 2.58 2.35 2.77
(®)(1)(F) (*)(@) () (*)(=)
Stride Length (m) 1.49 £ 0.14 1.24 + 0.1 1.25+0.1 1.25+0.1
(®)(1)(F) (*)(@) ) (*)(=)
Maximum Hip Flexion 36.26 +4.63  33.93+6.4 | 33.38+6.18 33.68 +6.36
Angle (°) (@) () (*)(1) (*)(=) ()
Maximum Knee Flexion | 63.42 £+ 5.88 | 63.79 + 4.81 | 64.27 £+ 4.65 | 64.24 + 475
Angle (°) (1) (®) (m) (R)
Maximum Ankle 21.18+7.25 1495+253 | 1563 +248 1566 +2.16
Dorsiflexion Angle (°) (=) (1)) ()()(E) (*)(=) (*)(=)

Caption: A summary of the results. Indications of statistically significant differences between walking conditions are

shown: different to WC1 (*), WC2 (x), WC3 (1) and WC4 (%).
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HIP JOINT CENTRE MODELS IN FAI POPULATION

Giulia Mantovani "K.C. Geoffrey Ng2E. Paul Beaulé 3Mario Lamontagne "2

1School of Human Kinetics, 2Department of Mechanical Engineering, 3Division of Orthopaedic Surgery, University of

Ottawa, Ottawa, Canada

Introduction and Objectives: An accurate location of the hip joint center (HJC) is crucial for motion analysis and
musculoskeletal modelling. HIC misplacement of just 3cm can cause up to a 22%>difference in hip flexion-extension
moment, and can considerably affect muscle moment arms [1]. When imaging data are not available, the HJC can be
estimated using regression equations that incorporate anthropometric measurements [2,3], with recent studies suggesting
that Harrington’s regression equations provide higher accuracy than Davis model [4]. No study has investigated the
accuracy of these regression equations applied to special populations such as cam-type femoroacetabular impingement
(FAI) patients. Cam FAl is the result of a femoral head deformity characterized by an elevated alpha angle and the
alteration of other pelvic anatomical parameters [5]. Because of this, it cannot be assumed a priorithat the same
regression equations can properly locate HJCs in individuals with FAI. Therefore, the objective of this study was to
evaluate the accuracy and reliability of Harrington and Davis HJC regression models for FAI and non-FAI populations.
Methods: Sixty-six participants took part in the study: 18 control participants (CON), 25 with an asymptomatic
femoroacetabular deformity (aFAD), and 23 with symptomatic FAI (sFAI) (Table 1). Bilateral anterior and posterior iliac
spines were identified from each participant’s blinded CT data, using ITK-SNAP 2.4 (PICSL, USA), to define the pelvic
local reference system and estimate HJC from the regression models. The hip geometric centers were also located on CT
images and considered as the actual HJC. The measurements were completed by three readers, each performing three
readings, with near-perfect inter- and intra-observer reliability (ICC>0.90).

The errors between the estimated and the actual HJC were calculated in the three orthogonal directions (Dx, Dy D)
together with the Euclidean distance (D.). HJCs from each regression model were directly compared to the actual HJC,
using Bland-Altman test [6]. A one-way ANOVA was used to identify significant differences among the participant groups.
A paired t-test compared the average error between the two models.

Results: No differences were found among the three groups and between sides (symmetry between hips), therefore,
participants and sides were pooled together for a total of 122 samples per regression method. Paired t-tests showed a
significantly lower error for Harrington’s equations (DL = 16.9£7.6mm) than Davis’s (DL = 31.3£9.3mm, p<0.001).

The Bland-Altman limits of agreements (LOA) were corrected to adjust the linear relationship between average and

difference. Less than 5% of the samples fell outside the LOA (Figure 1).
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Figure:

Caption: Bland-Altman scatter plots for estimated vs. actual HJC coordinates. Black lines represent the regression line
and corrected limits of agreements (b0 + b1eavg £1.96 residual std)

Conclusion: The anatomical differences in the FAI population do not significantly alter HJC location, with respect to a
healthy population. Interestingly, the marginal differences between groups were non-significant and beyond the accuracy
of the prediction methods. Therefore, motion analyses on FAI populations (asymptomatic and symptomatic) can use the
same HJC regression equations, used for the healthy population.

Since less than 5% of the samples fell outside the LOA in both regression models (Figure 1), the HJC model estimates
were in statistical agreement with the actual CT HJC. However, Bland-Altman tests showed a linear relationship between
errors and coordinate magnitudes, such as for Harrington’s Dx, where the best estimation (i.e. smallest error) was
achieved when HJCx coordinate was near -40mm, but was increased when deviating from this range. A clear bias was
seen in Dz, where the average error was larger than 20mm for Davis and 10mm for Harrington throughout the whole
range. While the linear dependency is harder to correct, the bias could be added to the regression equations to reduce the
estimation error.

The average errors in HJC estimations were consistent with previous studies [2, 3]. Davis model produced double the
error respect to Harrington model, thus confirming the superiority of Harrington’s equations in predicting accurate HJC.

The reduced error can improve inverse kinematics and dynamics calculations and muscle force estimation.
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Table:

N (male/female) Age (years) @ Height (cm)
CON 18 (15/3) 3416 17419
aFA 25 (22/3) 3116 1788
D
sFAIl 23 (20/3) 37+8 17516

Caption: Population demographics

References: [1] Stagni, R., et al., J Biomech, 33: 1479-1487, 2000.
[2] Davis lll, R.B., et al., Hum Movement Sci, 10: 575-587, 1991.
[3] Harrington, M.E., et al., J Biomech, 40: 595-602, 2007.

[4] Sangeux, M., et al., Gait Posture, 2014.

[5] Ng, K.G., et al., Clin Orthop Relat Res, 2014.

[6] Bland, J.M. et al., Lancet, 327: 307-310, 1986.
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A COMPARISON BETWEEN FOUR FOOT MODEL PROTOCOLS: THE EFFECT OF WALKING ON A TREADMILL
Roberto Di Marco ' 2*Stefano Rossi 3Vitomir Racic 4Paolo Cappa ' 5Claudia Mazza 26

Department of Mechanical and Aerospace Engineering, 'Sapienza' University of Rome, Rome, Italy, 2Department of
Mechanical Engineering, The University of Sheffield, Sheffield, United Kingdom, 3Department of Economics and
Management, Industrial Engineering, University of Tuscia, Viterbo, Italy, 4Department of Civil Engineering, The University
of Sheffield, Sheffield, United Kingdom, 5Laboratory of Movement Analysis and Robotics (MARIab), Children hospital
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Introduction and Objectives: The interest on the foot ankle complex modelling is increasing in the last years. In gait
analysis, the most widespread models are those proposed by Stebbins ef a/ [1], Leardini ef al. [2], Sawacha ef a/. [3], and
Saraswat ef al. [4], which segment the foot-complex in three bodies, coherently with the anatomy. To the Authors’
knowledge, a comparative exam of the performances inherent with the previously indicated models is not available. The
main goal of the research project is the comparison of the foot models described in [1-4] by applying the four marker sets
simultaneously on the subject.

Considering the significant number of markers to be applied (i.e. 27) and to facilitate marker tracking and labelling, the
trials were conducted on a treadmill. However, kinematic and kinetic variables obtained in treadmill or overground walking
might show different values [5]. Thus, as a prior study toward a comparison of the model outputs on a larger sample of
individuals, this work investigated the comparability of treadmill and overground walking conditions in terms of main joint
kinematics variables obtained for the four examined foot models.

Methods: The right lower limb and pelvis of four healthy adults with no ankle impairments were simultaneously equipped
with the four marker sets [1-4] (4 mm hemispherical markers), Figure 1. The data collection was performed using a Vicon
system (T 10-camera-workstation, Nexus 1.8.5 software, 100 Hz, Vicon Motion Systems, Oxford - UK).

A static trial was collected to define the local coordinate systems (CS), and five strides were then collected on a treadmill
and overground. The treadmill speed was set at 3 m/s, whereas in the overground condition subjects were asked to walk
at a self-selected speed.

Each model was analysed by properly selecting the relative marker set to obtain the kinematic angles. Joint kinematic
angles were first expressed as a percentage of the gait cycle and then the sagittal range of motion (ROM) and the
maximum plantar flexion and dorsiflexion for all the joints defined in the models were extracted using MATLAB
(MathWorks, Natick - USA). The mean values were calculated along the five strides. The output of each model was tested
with a repeated measure ANOVA (p=0.05) to investigate the differences between the two walking conditions (IBM SPSS
Statistics v21, IBM Corporation, Armonk - USA).

Results: As a qualitative result, we can report the difficulty in tracking the marker trajectories when walking overground,
while the tracking was simple enough in the case of using the treadmill. The statistical analysis shows that none of the

joint kinematic variables significantly changed between the two conditions (p>0.05). We found the lowest p-values for the
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plantar/dorsiflexion ROM of the forefoot relative to calcaneus in the Saraswat’s model (p=0.16) and for the maximum
dorsiflexion of the mid-foot relative to calcaneus in the Sawacha’s model (p=0.23). The largest value (p=0.99) has been
obtained for the plantar/dorsiflexion ROM of the forefoot relative to tibia in the Stebbins model, for the foot relative to tibia
both in the Leardini and Sawacha models, and for the maximum plantar flexion of the forefoot relative to tibia in the

Saraswat model.

Figure:

Caption: Figure 1 — The full marker set obtained by fusing the four foot protocols: 13 markers for the Stebbins’ model [1],
14 markers for the Leardini’s model [2], 13 markers for the Sawacha’s model [3] and 16 markers plus the triad on the
hallux for the Saraswat’s model [4].

Conclusion: Since that to the Authors’ knowledge there are no articles on the described comparison considering a
segmented foot model as the ones proposed in [1-4], in the present study we achieved an evaluation of the kinematic
variables defined on the sagittal plane from four subjects equipped with the four foot models. The same variables were
extracted both from a walking trial collected asking the subjects to walk on a treadmill and to walk overground.

While Riley et al. [5] asserted the differences on the hip, knee and ankle angles on the sagittal plane considering the two
walking conditions, the 21 variables here examined indicate that no significant differences were observed between the two
walking conditions (p always 20.16).

This finding allows the Authors to develop a methodology in the on-going phase of the research project for quantifying the
goodness of the models in terms of repeatability, reproducibility and reliability that include the use of the treadmill for the
walking trials.

However, it has to be noticed that the number of subjects involved in the study might have affected the results.
References: [1] Stebbins et al., Gait Posture, 23: 401-410, 2006.

[2] Leardini et al., Gait Posture, 25: 453-462, 2007.

[3] Sawacha et al., J. Neuroeng Rehabil, 6: 37, 2009.

[4] Saraswat et al., Gait Posture, 37: 121-125, 2012.

[5] Riley et al., Gait Posture, 26: 17-24, 2007.
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ESTIMATION OF FORCE, STIFFNESS AND ELASTIC ENERGY BASED ON KINEMATIC DATA WHILE RUNNING
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Introduction and Objectives: Recording of ground reaction forces (GRF) provides crucial information to evaluate the
running pattern. Furthermore, in combination with kinematic data, GRF can be used to determine the leg stiffness [1] and
its elastic energy (Ee). However, although the assessment of these parameters is important, force recordings during
running require complex laboratory settings with multiple imbedded force plates or instrumented treadmills. Consequently,
this kind of approach is limited in its applicability. The aim of this study was to investigate the accuracy of estimating force,
stiffness and Ee based on kinematic data of the COM, in comparing these values against GRF data.

Methods: In 13 subjects we measured full body kinematics and GRF of two steps (two force plates) during running
(v=3.0£0.3m/s). From the kinematics we assessed the COM in sagittal plane, which was low-pass filtered (Savitzky-
Golay) and differentiated to obtain acceleration and — after taking into account the respective body mass — force F. During
the stance phase we estimated the “leg length” as the distance between COM and the center of pressure and considered
its length change (Al) in sagittal plane during foot strike and maximally flexed leg [cf. 1]. During the same interval we
considered the change in sagittal force (AF), which allowed quantifying leg stiffness during stance as k=AF/Al. Based on
force and stiffness we estimated the elastic energy in sagittal plane as Ee=1/2:(F12/k1 + F22/k2) for leg1 and leg2. The
accuracy of F, AF, k, and Ee was estimated by comparing kinematic-based to GRF-based data using correlation
coefficients.

Results: The kinematic approach estimated vertical force better (r=0.98+0.01) than the horizontal force (r=0.71+0.08, see
Figure). The change in “leg length” Al was 6.8+1.1 cm. The kinematic-based AF was significantly lower (9%) than the
measured GRF (1.4+0.3kN vs. 1.6+0.3kN, p<0.01) and the kinematic-based leg stiffness-k was also significantly lower
(10%) than the GRF-based data (22+5kN/m vs. 24+6kN/m, p<0.01). The kinematic-based Ee showed a considerable
congruence with the vertical GRF-based values (r=0.97+0.02; see Figure).

Figure:
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outcomes and lower panels show kinematic-based outcomes. The correlation coefficients between the kinematic-based
and the GRF-based values provide information about the accuracy of this approach.

Conclusion: Force, stiffness and elastic energy represent important parameters to evaluate running. The present study
shows that these parameters can be estimated based on kinematic data. When considering the accuracy of this force
estimation, the horizontal force was more difficult to estimate than the vertical force and strongly depended on the filter
settings. However, as the vertical force is considerably larger than the horizontal force it will have a stronger effect on the
further outcomes (k, AF, Ee). In this sense, Ee showed indeed a comparable accuracy than the vertical force (see Figure).
It can be concluded that force, leg stiffness, and elastic energy can be estimated with kinematic data but the accuracy of
this estimation depends strongly on the filter settings that are applied to the COM kinematics.

References: [1] Blickhan et al., J Biomech, 22: 1217-1227, 1989

Disclosure of Interest: None Declared
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CORTICAL MODULATION OF ABERRANT LOWER LIMB MUSCLE SYNERGIES FOLLOWING STROKE
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Introduction and Objectives: Growing evidence demonstrates unique synergetic signatures in the lower limb(LL) post-
stroke, with a specific across-plane and across-joint representations. Observations of such neural constraints include
coupled cross planar kinetic outflow[1] and altered muscle synergy structure[2]. Recent findings from our lab illustrated
that additional activation of the lesioned hemisphere (L-H) upregulates the expression of these aberrant muscle synergies
in the LL [3]. While the inhibitory role of the ipsilateral hemisphere in the upper limb has been widely reported,

examination of the role of the contralesional hemisphere (CON-H) in modulating these synergies in the LL following stroke
is lacking. Accordingly, we test the hypothesis that stimulation of L-H and CON-H motor cortices will have differential
effects on the motor evoked potential (MEP) patterns of the paretic LL. We proposed a novel TMS paradigm to identify
patterns of MEPs across multiple LL muscles during a task where synergistic actions have been reported.

Methods: 10 control and 12 chronic stroke participants with single hemispheric stroke were recruited. Motor evoked
potentials (MEP) were elicited in 8 LL muscles using single pulse TMS. Surface electromyography (EMG) were recorded
from: vastus medialis (VM), vastus lateralis (VL), rectus femoris, adductor longus (ADD), tibialis anterior (TA), medial
gastrocnemius, and biceps femoris. Single pulse TMS was delivered using a Magstim 200 stimulator via a 110 mm
diameter double-cone coil. The coil position was incrementally adjusted to locate the ADD hotspot over L-H motor

cortex contralateral to the test limb (stroke paretic limb). Optimal coil position and intensity was mapped as the lowest
stimulation intensity required to evoke ADD MEPs of 50 pV in peak-to-peak amplitude in 3 of 5 consecutive trials. The
hotspot for the test limb ADD was similarly mapped for stroke contralesional hemisphere (CON-H) or control ipsilateral
hemisphere to test limb. Stimulator output for the CON-H was increased in order to match contralateral (c(MEP) and
ipsilateral (iMEP) ADD amplitudes.

Participants were isometrically locked in the toeoff gait posture in an instrumented exoskeleton with 3 6-DOF load cells
used to measure the interaction forces and moments. Participants matched isometric hip adduction torques at 40% of
their maximum while receiving instantaneous visual feedback in the form of moving a circular cursor. A successful trial
was considered if the participant matched the target torque within £5% of the torque magnitude and direction and hold for
a minimum of 200ms.

For each trial the TMS coil was placed over the hotspot location for either hemisphere. When the participants successfully
matched the target adduction torque, the TMS device was triggered by software. Matched ADD MEPs together with
nontargeted muscles were simultaneously recorded. 10-30 trials were performed for each hemisphere. An 80 ms window
following the TMS pulse was searched for the MEP onset when 5 consecutive points in the EMG trace were above 3
standard deviations of the mean pre-TMS EMG activity. MEP amplitudes were measured peak-to-peak and calculated as
the difference between the background activation and the average of a 20 ms window centered at the peak MEP rectified

pulse. The ratio of the mean iIMEP amplitude over the mean cMEP amplitude was quantified for each muscle. A statistical
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hemisphere.

Results: By quantifying the CON-H / L-H MEP ratio across muscles, we characterized a significant inhibition of aberrant
MEP coupling between ADD and VM (p=0.0078) and VL (p=0.047) following CON-H stimulation exclusive to the stroke
group (ANOVA,p=0.028), an inhibition that was muscle dependent (ANOVA, p= 0.039). We find a significant reduction of
TA MEPs in both groups following ipsilateral hemisphere stimulation (p=0.0014 stroke; p=0.015).

Figure:

Conclusion: Our results indicate that stimulation of CON-H reduced the expression of abnormal synergistic activations in
individuals with stroke. Our observations seem incongruent with the notion of maladaptive motor output from CON-H post
stroke suggested in the UL. Furthermore, a majority of the interhemispheric MEP onset latency differences occur below
3ms, consistent with the interpretation of ipsilateral corticospinal projections to the LL despite equivocal findings of their
functionality the UL. Combined with the systemic inhibition of TA across groups, we argue that the ipsilaterally mediated
MEP signature provides indirect evidence of inhibitory intracortical connectivity between abnormally synergistic muscles.
This study takes an important step in exploring the relation between CON-H cortical reorganization and the modulation of
abnormal LL muscle synergies post stroke.

References: [1]Tan et al., J Biomech, 2014.

[2]Cruz et al., IEEE Eng Med Bio Soc, 3956-9, 2009.

[3]Krishnan et al., Exp Neuro, 233:400-7, 2012.
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Introduction and Objectives: Cerebral palsy (CP) impacts roughly 3 out of every 1000 individuals, impairing movement
and coordination after an injury to the brain near the time of birth [1]. There are many treatment options to improve
movement for individuals with CP; however, treatment outcomes are unpredictable, and not always satisfactory [2]. Since
every brain injury is unique, each individual with CP has unique impairments, creating a challenge for clinicians to
determine optimal treatment. Further, many treatments, such as orthopaedic surgery, focus primarily on musculoskeletal
deformities and do not address underlying neural control. A long-held clinical belief is that part of the variability in
outcomes after treatment is due to differences in neural control between individuals [3]. An individual with near-normal
motor control may have greater improvements after orthopaedic surgery compared to an individual with more severely
impaired motor control who, even after significant musculoskeletal correction, does not have the neurological capacity for
unimpaired walking. In this study we sought to test this hypothesis by using EMG synergy analysis to quantify changes in
dynamic motor control during walking and evaluate the effect of dynamic motor control on treatment outcomes.

Methods: We retrospectively identified individuals with a diagnosis of diplegic CP, age < 21 years, who had previously
received gait analysis including surface electromyography (EMG - rectus femoris, medial gastrocnemius, anterior tibialis,
medial hamstrings) and a follow-up gait analysis 9-36 months later. For each individual, EMG data was processed using
nonnegative matrix factorization [4] to identify weighted groups of muscles that are consistently activated together
(synergies). The variance accounted for by one synergy was scaled to a z-score relative to a database of EMG from 84
typically-developing children to define the dynamic motor control index during walking (walk-DMC). Thus, a walk-DMC
value of 100 equals the average variance accounted for by one synergy of typically-developing children and each 10 point
increment represents one standard deviation. Values less than 100 indicate a more simplified control strategy in which a
single synergy can describe greater variance in muscle activity than unimpaired individuals.

A stepwise linear regression model was computed predicting the change in gait kinematics (Gait Deviation Index, GDI, [5])
from initial to follow-up gait analysis. A constant model was initially assumed, with p < 0.05 for variable entry, and p > 0.10
for variable removal. Possible predictors included walk-DMC and measures previously shown to be associated with
outcomes: initial GDI, age, prior surgery (yes/no), and treatment group.

Results: The analysis included 518 individuals with CP who met all inclusion criteria. Dynamic motor control was reduced
in this population compared to typically-developing children with an average walk-DMC of 85.6 +/- 7.5 The final regression
model to predict changes in gait kinematics included initial GDI, walk-DMC, treatment group, and an interaction term
between initial GDI and treatment group (r2 = 0.31, Fig. 1). The effect size for initial GDI and walk-DMC were similar in

magnitude, but had opposite signs, such that individuals with dynamic motor control more similar to typically-developing
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rhizotomy) resulted in larger positive GDI changes, but the magnitude of the treatment effect was significantly smaller than
the magnitude of GDI and walk-DMC effects.

Figure:

Conclusion: Dynamic motor control was significantly associated with treatment outcomes, even after controlling for
differences in gait pattern. For example, among individuals undergoing single-event multi-level orthopaedic surgery, those
with the highest walk DMC improved nearly 12 GDI points more than those with the lowest walk-DMC. These results
suggest that dynamic motor control plays a significant role in predicting gait outcomes after treatment and may provide a
useful measure for treatment planning that can be calculated from currently available clinical gait analysis data.

Caption: Final regression model of change in gait deviation index (GDI). Regression lines show a slice through the
regression surface at the average initial GDI and walk-DMC values (dotted red lines). Shaded area show 95% confidence
interval for regression lines. Treatment groups included botulinum toxin/casting (BTA), single orthopaedic surgery (Orth),
single-event multi-level orthopaedic surgery (SEMLS), and selective dorsal rhizotomy (SDR).

References: [1] Yeargin-Allsopp et al., Pediatrics, 121(3):547-54, 2008.

[2] Rutz et al., Gait Posture, 38:455-60, 2013.

[3] Phelps, JBJS, 39:53, 1957.

[4] Tresch et al., J Neurophys, 95:2199-2212, 2006.

[5] Schwartz et al., Gait Posture, 28:351-7, 2008.
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Introduction and Objectives: Functional electrical stimulation (FES) is referred to applying electrical pulses to intact motor
neurons of paralyzed muscles to artificially induce muscle contractions and to restore functional motor tasks in individuals
with spinal cord injury, traumatic brain injury, stroke or other neuromuscular impairments. FES can be utilized as
neuroprosthesis for the purpose of permanently substituting lost motor function such as grasping, walking or standing
[1,2]. The dynamic response of muscles to FES (as a transfer function) is an integral component of the closed-loop
system controlling neuroprostheses, which is task-dependent and should be modeled before designing such
neuroprostheses. Here we investigated the dynamic response of ankle muscles to FES in a standing posture, which can
be implemented into closed-loop controlled FES system for standing balance. We applied FES pulse trains within a
frequency range, and measured the dynamic response of the ankle dorsiflexors and plantarflexors to FES.

Methods: Eleven subjects (5 female, 2514 years old, 17219 cm, 6819 kg) participated in the experiment. The subject
stood on a standing frame with his/her extended knee and hip mechanically locked. The subject’s feet, positioned
horizontally, were fixed firmly to the foot-plates that were also locked. A programmable functional electrical stimulator
(Compex Motion Il, Compex SA, CH) was utilized to bilaterally stimulate the plantarflexors and dorsiflexors through
surface electrodes. The stimulus waveform was rectangular, balanced, biphasic and asymmetric, applied at frequency of
20 Hz with pulse duration set to 0.3 msec. The pulse amplitude was modulated on sinusoids between 20 mA and 60 mA
at frequencies of 0.07, 0.15, 0.3, 0.75, and 1.2 Hz. The plantarflexors and dorsiflexors were separately stimulated and the
exerted isometric ankle torque was recorded using a torque transducer (TS11-200, Durham Instruments, DE) connected
to the foot-plates. After discarding the first second of each trial, we fitted the generated ankle torque curves to at least two
complete periods of sinusoids. The sinusoid of FES pulse amplitude and the fitted torque curve were considered as input
and output, respectively. The amplitude gain, and phase lag between input and output were calculated on each frequency.
We plotted a Bode diagram using amplitude gains and phase lags for all measured frequencies. We fitted a first-order
linear model to the diagrams. Then, the parameters of the first-order linear model, i.e., gain (K) and time constant (T),
were estimated for each subject (Figure 1).

Results: The gain (K) of the first-order model with FES amplitude as an input and ankle torque as an output was estimated
to be 3.82+0.84 and 0.78+0.42 for plantarflexors and dorsiflexors, respectively (the mean * standard deviation for the
group of 11 subjects). Large inter-subject variability (coefficient of variation: 22% and 54% for plantarflexors dorsiflexors,
respectively) in the estimated gains were observed. However, the estimated gain can be a function of muscle strength,
electrode placement and skin-electrode contact conditions, and thus large variability among subjects was expected. The
time constant of the first-order model with FES amplitude as an input and ankle torque as an output was estimated to be

0.31+0.05 and 0.27+0.05 for plantarflexors and dorsiflexors, respectively. Inter-subject variability of the estimated time

249



e
ISB * XXV

7015 M
constant (coefficient of variation: 17% and 19% for plantarflexsors and dorsiflexors, respectively) was smaller compared to

SOCIETY OF
BIOMECHANICS

INTERNATIONAL
GLASGOW

the estimated gain. This indicated similar muscle dynamics among subjects. Therefore, the identified cut-off frequency
(fc=1/(2.11.T)) of the first-order filters, that modeled muscle dynamics, were 0.53£0.09 Hz and 0.60+0.12 Hz for
plantarflexsors and dorsiflexors, respectively.

Figure:

Caption: Figure 1. Modeling dynamic response of ankle plantarflexors and dorsiflexors to functional electrical stimulation
as a first-order model.

Conclusion: We identified the dynamic response of ankle muscles to FES in a standing posture. We successfully modeled
the dynamic response of planterflexors and dorsiflexors using a first-order filter with FES as an input and the exerted
isometric ankle torque as an output. However, higher order models and nonlinear components can also be investigated.
Finally, this finding should be considered in the design of closed-loop controlled neuroprostheses when immediate torque
generation is expected. The physiological interpretation of this modeling should be further studied.

References: [1] Vette et al., /EEE Tr. on Neural Systems & Rehabilitation Engineering, 15: 235-243, 2007.

[2] Same et al., J. Aufomatic Control, 21: 31-36, 2013.
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BRAIN ACTIVATION DURING RHYTHMIC LOCOMOTOR TASKS IS COORDINATED WITH THE MECHANICAL
DEMANDS OF THE MOVEMENT CYCLE
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Introduction and Objectives: Coordinated movement is a complex process required for daily living, work and personal
enjoyment. For individuals suffering from neuromuscular disorders, coordinated movement can be difficult if not
impossible. Prosthetics and neuro-rehabilitation devices have been developed in order to improve movement for those
with disability. Most studies have largely focused on the mechanics with less emphasis on the neuromechanical
coordination between brain, the musculoskeletal system and the environment. This motor control problem, however,
needs to be addressed in order to make rehabilitation devices and programs more efficient. Efficient rehabilitation for
patient populations, however, requires a sound understanding of the underlying mechanisms in healthy humans first.
Therefore, as a first step toward this goal, it is critical to understand healthy brain function during locomotor tasks in order
to develop efficient devices that can mimic healthy human movement. The shortcoming in this area thus far is that real-
time brain function and activity during unconstrained movement has rarely been assessed due to the difficulty of collecting
noise-free data during dynamic tasks. Recent advances in hardware and software now allow researchers to image the
brain in real time during dynamic situations [1]. Therefore, the purpose of this study was to investigate the time-frequency
patterns of electrical brain activity during rhythmic movements in healthy individuals.

Methods: Ten healthy individuals were cycling at a constant intensity that was normalized to their maximum power output
while real-time cortical activity was recorded using a 64-channel electroencephalography (EEG) and 7 muscles were
collected using surface electromyography electrodes. Cycling serves as an excellent model for rhythmic locomotor type
tasks in humans and has minimal head movement that interferes with the EEG recordings. This abstract will focus on the
results obtained by the EEG analysis. Adaptive Mixture Independent component analysis (AMICA) was used to remove
eye artifacts and non-cortical noise components [2]. The cleaned EEG signal was resolved into spatially independent
components represented as two dimensional topographic maps. An anatomical head model consisting of the average of
152 MRI scans was used to perform source analysis in order to locate the origin of neural activity in brain space [3]. A k-
means clustering algorithm was used to group the identified sources of neural activity across subjects. Time-frequency
patterns of cortical activity were visualized as event-related spectral perturbations (ERSP) in order to quantify the
oscillatory behavior of neural sources located in three dimensional brain space. Cluster-based permutation statistics were
used to test if the ERSP data showed significant spectral perturbations from baseline (P < 0.05).

Results: Neural sources were spatially localized to Brodmann area (BA) 9 (left and right frontal cortex), BA 4 (primary
motor cortex), BA 6 (Premotor cortex) and BA 31 (posterior cingulate cortex) (Figure 1). The ERSP showed significant
changes in spectral power across the pedaling cycle with the strongest activity being present in the premotor cortex

cluster, followed by activity in the frontal lobe and the primary motor cortex. We were able to show neural excitation in
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the musculoskeletal system needs to produce the majority of the mechanical power output.
Figure:

Conclusion: To the best of our knowledge this is the first study reporting intra-trial fluctuations of brain activity localized to
specific cortical areas during cycling. Based on our results we suggest a cortical network model of cycling that includes
executive brain centers (frontal cortex), the premotor area for movement planning and the primary motor area for
descending motor commands and integration of sensory afferent feedback. Our results suggest that the temporal pattern
of neural activity in the motor areas of the brain corresponds well to the time frame of mechanical power production by the
lower limb muscles during the pedaling cycle.

References: [1] Gramann K, et al., Rev Neurosci. 22: 593-608, 2011.

[2] Jung TP, et al., Psychophysiology. 37: 163-178, 2000.

[3] Gwin J, et al., Neuroimage 54: 1289-1296, 2011.

Disclosure of Interest: None Declared
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USING SURFACE ELECTROMYOGRAPHY (SEMG) TO NON-INVASIVELY MONITORING THE ACTIVATION OF DEEP
AND SUPERFICIAL EXTRINSIC FOOT MUSCLES

Cara Swanepoel "Yumna Albertus-Kajee 2Lester John '

TMRC/UCT Medical Imaging Research Unit, Division of Biomedical Engineering, Department of Human Biology,
2UCT/MRC Research Unit for Exercise Science and Sports Medicine, Department of Human Biology, University of Cape

Town, Cape Town, South Africa

Introduction and Objectives: Using current methods of Electromyography (EMG) to measure the activity of both deep and
superficial muscles would require a combination of surface and invasive intra-muscular electrodes, as present-day surface
EMG (sEMGQG) is unable to distinguish between deep and superficial muscle activation. A novel technique utilising
monopolar sEMG in conjunction with a separation algorithm (for example Independent Component Analysis) and muscle
specific activation protocol! has previously been implemented to detect the activation of the deep Brachialis2 and Tibialis
Posterior3 muscles. The technique was adapted and utilised to detect the activation of deep (Tibialis Posterior [TP], Flexor
Digitorum Longus [FD], Flexor Hallucis Longus [FH], Extensor Hallucis Longus [EH]) and superficial (Triceps Surae [TS]
(Gastrocnemius and Soleus), Tibialis Anterior [TA], Peroneus Longus [PL], Extensor Digitorum Longus [ED]) extrinsic foot
muscles during a platform-guided isometric contraction sequence.

Methods: Four concentric rings, each consisting of 10 non-commercial application-specific electrodes, were placed
around the lower segment of the right lower limb of 17 healthy male participants. The rings were arranged in 2 pairs,
spaced 20mm apart and placed at 1/3 and 2/3 of the distance from the medial malleolus to the tip of the fibula. Monoploar
EMG signals were recorded while the participants performed a specifically designed, platform-guided isometric
contraction protocol, repeated 10 times with both the knee flexed at 90° and fully extended. The muscles within the
capture area of the EMG electrodes were selectively activated by contractions of Toe Flexion (TFlex), Toe Extension
(TExt), Plantar Flexion (PFlex), Dorsi Flexion (DFlex), Inversion (Inv) and Eversion (Evn), (40%of Maximum Voluntary
Contraction- confirmed by strain gauges), randomised and interspersed with rest periods. ICA (fastiICA) was applied to the
sEMG signals to separate-out source activations, known as the Independent Components (ICs) which were Root Mead
Square (RMS) smoothed (moving window of 250s) and normalised. A contraction sequence specific, anatomically
defined4, expected EMG activation patterns (with timing informed by strain gauges) for each muscle under investigation is
compared to the ICs using Pearson’s Correlation Coefficient. The ICs are ranked according to correlation coefficients (p)
and the highest ranking IC for each muscle was considered to represent the EMG activity. (Typical example in Figure 1).
Results: The mean correlation between the expected EMG patterns and the detected Independent Components, for each
muscle over the 10 repetitions for all 17 participants, were calculated for both the knee flexed at 90 degrees and fully
extended. Good correlation values indicate that the ICs detected are highly likely to represent the EMG activity of the
muscles under investigation. Lower correlation values could be due to poor adherence to the contraction protocol by

participants or possibly co-contractions. In surface muscles these could be confirmed by extracting standard bi-polar
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sEMG measurements from the measured signals. Limitations of the fastiICA algorithm could account for incomplete
separation of the ICs which could indicate activity when no activity was present.

Figure:
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Caption: Typical expected EMG activation patterns (dark) and top ranked ICs (light) for each muscle from a single
experimental run for 1 participant. Vertical divisions indicate transitions between contractions and rest periods.
Conclusion: The detection of EMG activity from deep and superficial extrinsic foot muscles using sEMG was possible as
the p values indicate a correlation between measured activity and the expected activation patterns generated. Further
verification of the technique and results is on-going.

References: [1] John, L.R., PCT/IB2010/001876, priority date: July 30 2009

[2] Moroaswi S. et al., MScMed thesis (unpublished), Dept. Human Biology, Univ. Cape Town, 2010.

[3] Sayed, A. et al., presented at Int. Soc. Electromyogr. Kinesiol. Conf., Rome, 2014

[4] Gilroy, A.M. et al., Atlas of Anatomy, Theime Medical Publishers, 2008

Disclosure of Interest: C. Swanepoel: None Declared, Y. Albertus-Kajee: None Declared, L. John Conflict with: the
noninvasive deep muscle electromyography method and device is patented (inventor: co-author L.R. John; assignee:
University of Cape Town and the South African Medical Research Council) in China (201080030787.6) and South Africa
(2011/09253), and patent-pending in the USA (13/387,897), Europe (10803972.8), Japan (J2012-522271), India
(2823/MUMNP/2011)
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DIAGNOSIS OF PATELLOFEMORAL PAIN SYNDROME IS POSSIBLE USING SURFACE ELECTROMYOGRAPHY
Deisi Ferrari '"Fabio Azevedo 2Nathalie Faria2Danilo Silva2Marcella Pazzinatto 2Ronaldo Briani2Neri Alves
Bioengineering Postgraduate Program , University of Sao Paulo, Sao Carlos, 2University of Sao Paulo State, Presidente

Prudente, Brazil

Introduction and Objectives: Despite the high incidence and physical limitations caused by patellofemoral pain syndrome
(PFPS), there is no consensus on diagnosis and etiologic factors. One hypothesis explains PFPS as alterations in the
muscle activation or muscle inhibition of the vastus medialis (VM) and vastus lateralis (VM)[1], which can be visualized by
changes in the spectral properties of the electromyogram [2]. In this context, the association between EMG and clinical
findings might be a new method for the diagnosis of PFPS. The purpose of this study was to assess the diagnostic
accuracy of surface EMG parameters associated with anterior knee pain for diagnosing PFPS.

Methods: To perform a study on diagnostic accuracy it is necessary to compare the index test, i.e., the test under
evaluation, with the standard reference which is defined as the best-available method to determine the absence or
presence of the condition of interest. 29 pain free subjects and 22 subjects with PFPS were recruited according to the
standard reference and, posteriorly submitted to assessment using the index test. The index test in this case was the
association between 2 clinical criteria and an electromyography parameter. The electromyography parameter should be
reliable, precise and able to differentiate the groups. The clinical criteria were an anterior knee pain level of at least 2 cm
on a visual analog scale in the preceding month and anterior knee pain whilst performing at least 2 functional activities
(squatting, kneeling, running and stair climbing). The EMG signal was collected for the VM and VL muscle during the
functional movement of stair climbing. The staircase used had seven steps, and coupled to the fourth step was a force
plate to detect the exact moment that the individual touched the ground. The tests were run on two days, each test
consisted of ten stair climbing trials. The EMG signals were processed in Matlab®. The Discrete Fourier Transform was
used to calculate the median frequency (MF) and the normalized power spectrum was divided into three bands
denominated low (15 to 45Hz), medium (45 to 96Hz) and high frequency (96 to 400Hz). The ICC2x (intraclass correlation
coefficient ), SEM (standard error of measurement) and independent t test were calculated. Sensitivity, specificity,
negative and positive likelihood ratios (LR- and LR+),and negative and positive predictive values (NPV and PPV) were
calculated for diagnostic accuracy. To determine the cutoff of the EMG signal for diagnosis, several confidence intervals
of the control group were considered. The confidence interval selected was the one that showed the best sensitivity and
specificity.

Results: Table 1 presents the descriptive and relyabilty data of the EMG parameters. The outcomes of the diagnostic
accuracy of the index test refer to the medium-frequency band (B2) because this parameter was reliable, precise and able
to differentiate the groups for both muscles. The cutoff value determined corresponds to a 95% confidence interval. The
interval was between 26.72 and 31.26 for the VM muscle and 24.75 and 29.01 for the VL muscle. The participants who

reported values within these ranges were considered pain-free, and the participants with values outside these ranges
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were considered as having PFPS. Diagnostic accuracy results were: sensitivity = 0.70, specificity = 0.87, PPV = 0.86,
NPV =0.72, LR- = 5.63 and LR+ = 5.63.

Conclusion: Our results showed that the medium-frequency band (B2) parameter was reliable, precise, and able to

differentiate participants with and without PFPS. This study provides evidence for the use of the EMG signal for the
diagnosis of PFPS.

Table:
VM VL

GPFPS GC GPFPS GC
Fmed (Hz)
Day 1 (MSD) 57.44 + 12.42 52.71+£8.0 56.77 + 12.95 53.77 + 11.87
Day 2 (MzSD) 55.89 + 8.14 51.37 £+ 7.44 56.12 + 10.51 55.57 + 12.43
ICC (IC - 95%) 0.82 (0.57-0.92) 0.83(0.65-0.92) 0.89(0.74-0.95) 0.85(0.68 —0.93)
SEM (%) 5.8 (10.23%) 4.05 (7.78%) 5.25 (9.30%) 6.16 (11.26%)
MDD (%) 0.16 0.11 0.14 0.17
B1(u.n.)
Day 1 (MzSD) 47.84 £ 12.13 55.68+10.56 48.18 £ 11.18 54.96 + 12.98
Day 2 (MSD) 49.89 + 11.47 56.0+8.52 49.25 + 11.42 52.68 + 12.64
ICC (IC - 95%) 0.85(0.66-0.94) 0.87(0.74-0.94) 0.73(0.34-0.88) 0.84 (0.67 —0.92)
SEM (%) 5.83 (11.93%) 4.53 (8.11%) 7.43 (15.25%) 6.58 (12.22%)
MDD (%) 0.16 0.12 0.20 0.18
B2(u.n.)
Day 1 (MSD) 32.90 + 8.42* 28.21+5.0* 31.90 + 7.28* 25.88 + 4.93*
Day 2 (MzSD) 32.84 +8.03 27.7414.67 31.40 £7.99 26.29 £ 4.75
ICC (IC - 95%) 0.90 (0.76 -0.96) 0.81(0.61-0.91) @ 0.85(0.65-0.94) 0.80 (0.57 — 0.90)
SEM (%) 3.52 (10.70%) 2.71 (9.68%) 3.87 (12.22%) 2.81(10.77%)
MDD (%) 0.09 0.07 0.10 0.07
B3(u.n.)
Day 1 (MzSD) 1.76 + 1.26 1.47+0.78 1.81+1.34 1.86 +1.14
Day 2 (MSD) 1.59 £ 0.87 1.43+0.61 1.81 £ 1.07 2.06 +1.16
ICC (IC - 95%) 0.63(0.12-0.85) 0.91(0.81-0.96) 0.88(0.73-0.95) 0.91(0.81-0.95)
SEM (%) 0.79 (47.30%) 0.28 (19.31%) 0.54 (29.83%) 0.45 (22.95%)
MDD (%) 0.02 0.007 0.01 0.01

References: 1.Rathleff et al.,Med Sci Sports Exerc,45:1730-9,2013.

2.Tscharner et al.,J Electromyogr Kinesiol,20:676-83,2010.

Disclosure of Interest: None Declared
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DOES THE ABDOMINAL DRAWING-IN MANEUVER CHANGE THE LOCAL DYNAMIC STABILITY OF REPETITIVE
SPINE MOVEMENTS IN A HEALTHY POPULATION?

Daniel Southwell *"Nicole Hills 2Linda McLean 23Ryan Graham 14

1School of Physical and Health Education, Nipissing University, North Bay, 2School of Rehabilitation Therapy, Queen's
University, Kingston, 3School of Rehabilitation Sciences, University of Ottawa, Ottawa, 4School of Kinesiology and Health

Studies, Queen's University, Kingston, Canada

Introduction and Objectives: Selective activation of the transversus abdominis (TrA) through the abdominal drawing-in
maneuver (ADIM), has been adopted as common clinical practice in the prevention and rehabilitation of low back pain
(LBP) [1]. However, there is still a debate in regards to the role the ADIM has in maintaining a stable spine [2-3]. There is
also limited evidence to support the use of the ADIM during dynamic movement tasks to enhance spine stability and
currently no literature that shows spinal control is less optimal when activation of the TrA is changed [3]. Spinal control
cannot be accurately tested in many current biomechanical models as few include contributions of intra-abdominal
pressure and fascial tension [3]. One way to assess control and take into account all aspects of spine stability is to look
directly at the outcome kinematics during repetitive movement using non-linear dynamic systems analyses [4]. Thus, the
purpose of this study was to (i) examine whether TrA activation could be increased during dynamic movements following
five minutes of training, and (ii) assess whether changes in TrA activation could alter dynamic spine control and stability.
Methods: Thirteen healthy participants (7M, 6F) performed two sets of 35 cycles of repetitive unloaded spine flexion with a
constrained pelvis to the beat of a metronome at a rate of 15 cycles/min [4] (Figure 1). Between sets, participants were
instructed by a Registered Physiotherapist on how to perform the ADIM in standing. Ultrasound (US) imaging (Voluson i,
GE Health Care, UK) was used as biofeedback to ensure successful contraction of TrA. Surface EMG was recorded at
2000Hz from four muscles bilaterally: thoracic and lumbar erector spinae (TES and LES), and internal and external
oblique (10 and EO) (Trigno, Delsys Inc., USA). Indwelling EMG was recorded synchronously from three muscles
unilaterally (right side): 10, TrA, and multifidus (MF). Indwelling electrodes were inserted under US guidance to ensure
correct positioning in each muscle (Figure 1). During all trials, 3-D kinematic data were collected at 50 Hz (Oqus 400+,
Qualisys, Sweden), and Visual-3D was used to calculate 3-D spine kinematics (C-Motion Inc., USA). EMG data were
processed and local dynamic spine stability was calculated using published methods [4]. The average peak EMG across
all cycles and the local dynamic stability values were then compared between the baseline and trained trials using
repeated-measures ANOVA'’s in SPSS 22 (IBM Corporation, USA).

Results: Average peak EMG and local dynamic stability results can be found in Table 1. Results indicate that following
ADIM training, there were significantly greater (p<0.05) levels of activation in all of the tested abdominal muscles during
movement. Conversely, there were no significant increases in activation of any of the back muscles tested. Moreover, no

significant change in the local dynamic stability of spine movements was observed following training (p=0.855).
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Caption: Figure 1. A) Experimental set-up. B and C) Representative abdominal and lumbar spine ultrasound images.
Conclusion: The results indicate that in a healthy population, increasing activation of the TrA does not increase dynamic
spinal control or stability. While this finding agrees with previous research [2], it may also be partly explained by
participants’ non-familiarity with activating their TrA during movement (although not reported, abdominal muscle activation
variability was significantly greater during the trained trial). Previous literature has shown that focusing internally on the
activation of a muscle rather than externally on the task at hand, can impair neuromuscular coordination and movement
outcomes [5]. To assess such a motor learning effect, we are currently analyzing data from a second day of testing after
participants performed a home exercise program of TrA activation and stabilization exercises for one week. Our future
work will also investigate the effects of the ADIM on the dynamic stability of spine movements and TrA timing in LBP

patients, since TrA training may be effective in reducing symptoms in such populations [3].
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Table:

Baseline Trained ANOV
A
Me SD Me SD p-value
an an
Average Peak EMG (%MVC) Indwelling 10 98 (8.1) 18.  (10.9) 0.000
4
TrA | 18.  (15.7) | 31.  (18.9) 0.001
2 4
MF  33. (21.9) | 32. (314) 0.753
7 5
Surface RIO | 12.  (7.4) 34. (29.5) | 0.009
9 3
LIO | 13.  (7.9) 35. (20.6) | 0.000
0 6
REO 45 (3.2) | 12. (8.7) 0.001
9
LEO 36 (20) 89 (58) | 0.002
R 31.  (15.2)  31. (13.3) 0.705
LES 5 0
L 33.  (13.5) 33.  (14.0) | 0.970
LES 8 9
R 20.  (86)  21. (12.1)  0.794
TES 6 1
L 20.  (8.8) | 21. (10.5) | 0.941
TES 9 0
Dynamic Stability (Amax) 21 (019) 21  (0.19) 0.855
2 1

Caption: Table 1. EMG and dynamic stability mean (standard deviation) and ANOVA results. Bolded values indicate

significance at p<0.05.

References: [1] Richardson et al., Spine., 27: 399-405, 2002.
[2] Grenier et al., Arch. Phys. Med. Rehabil., 88: 54-62, 2007.

[3] Hodges. P., Br. J. Sports Med., 42: 941-944, 2008.
[4] Graham et al., J. Biomech., 47: 1459-1464, 2014.
[5] Lohse et al., Acta Psychol., 140: 236-245, 2012.
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GAIT IMPROVEMENT INDUCED BY REAL-TIME FEEDBACK BASED ON DYNAMIC FOOT PRESSURE INDEX FOR
DYNAMIC EQUINUS IN CHILDREN WITH CEREBRAL PALSY

Weiyan Ren '2'Fang Pu '2Wei Chen " 2Deyu Li12Feng Zhao '2Yubo Fan "2

1School of Biological Science and Medical Engineering, 2Key Laboratory of Rehabilitation Technical Aids of Ministry of

Civil Affair, Beihang University, Beijing, China

Introduction and Objectives: Cerebral palsy (CP) children with dynamic equinus often walk on their toes, which can

be treated with gait rehabilitation. Real-time feedback is considered to be helpful in improving gait training efficiency, but
previous toe-walking gait monitoring systems had the problem of inaccurate feedback and insufficient analysis for patient
ambulation. Dynamic foot pressure index (DFPI)['l is an useful parameter to quantify the degree of toe-walking gait in
children with CP. This study is to explore the impact of real-time feedback based DFPI on gait improvement during
rehabilitation gait training for CP children with dynamic equinus.

Methods: Real-time feedback cue for toe-walking gait was generated by a wearable device based on DFPI. Ten CP
children with dynamic equinus were tested their daily gait and training gait under real-time feedback by wearing the device
with sound off and sound on respectively. The mean values of DFPI in normal gait (NORG) and in toe-walking gait
(TOEG) were selected as parameters to evaluate walking performance in the two experimental stages for each subject.
Results: Compared with the walking performance of patient daily gait , testing results of training gait under real-time
feedback have significant improvement in both NORG (P = 0.011) and TOEG (P = 0.030).

Conclusion: Real-time feedback training method based on DFPI can effectively correct toe-walking gait, which can
contribute to improve walking abilities in CP children with dynamic equinus.

References: [1] Bennett et al., J. J Pediatr Orthoped, 27: 288-294, 2007.

Disclosure of Interest: None Declared

260



H“ )
\{

Rehabilitation

AS-0123

FORCE MANTAINANCE OF THE PELVIC FLOOR MUSCLES ARE INFLUENCED BY THE COMBINED ACTION OF
HIP ABDUCTOR MUSCLES IN HEALTHY WOMEN

Amanda C. Amorim *"Licia Cacciari 'Anice Passaro 'Simone Brandao 2Isabel Sacco

Physical Therapy, Fonoaudiology and Occupational Therapy, 2University Hospital, University of Sao Paulo, Sao Paulo,

Brazil

Introduction and Objectives: The strength and coordination of the pelvic floor (PF) muscles are related to the severity of
urinary incontinence and sexual satisfaction (1). Clinicians intending to facilitate the PF treatment commonly associate
classical PF strengthening exercises with hip adduction/abduction activity, but to this date the benefits of this combination
and the anatomical/ biomechanical rationale to adopt those associations in exercise treatments, are still unknown. The
levator ani muscle inserts into the obturatorius internus muscle internal fascia (2), then if its tension increases by hip
external rotation and/or abduction, one may improve the quality of PF contraction, contributing with its treatment. Here our
aim was to investigate the effect of the association of hip adduction and abduction in the force production and
maintenance of PF muscles.

Methods: Twenty continent and nulliparous young woman (28.5+5.3 years old, 56.0 £10.1 kg, 1.61£0.10 cm) were
assessed in supine with knees flexed (figure), with 2 dynamometers (figure) (into the vaginal cavity and around the tights
to measure the hip add/abduction force) in 3 different conditions: (a) isolated PF contraction for 10 seconds; (b)
associated with hip adduction (30% maximal voluntary contraction) for 10 seconds; and (c) associated with hip abduction
(30% maximal voluntary contraction) for 10 seconds. The strain gauge data were sampled at 100Hz, filtered with a low-
pass of 8Hz and subtracted from the passive force (assessed after one-minute accommodation period following the
vaginal probe insertion). From the temporal series, we calculated the maximal force (N), endurance (N.s) (area under the
curve — 8 seconds window) and force maintenance (N.s) (area of an 8s projected interval where the value is constant and
equal to the first peak minus the force curve integral). Repeated measures ANOVAs followed by Newman-keuls post hoc
tests were used to compare the conditions (p<0.05).

Results: The results showed a significantly reduced maximal force and endurance for the condition with hip adduction.
This result means that this association do not improve the magnitude or maintenance of PF strength capacity and that the
adductors muscles may not contribute with the PF muscles contraction. The force-time integral (endurance variable) was
significantly greater for the isolated contraction, what means that this condition led to a greater magnitude of PF strength
capacity. It is possible that in both dual-task conditions, the attention was shifted for the hip action goal (30% of maximum
voluntary contraction), competing with the PF muscles contraction. Interestingly the condition with hip abduction showed
significant positive strength maintenance when compared to the other two conditions. This result suggests that, during the
hip abduction, the subjects were able to recover (or restore) their PF strength, in the time period evaluated (8 seconds).
According to our hypothesis, it could mean there was a tension transmission through obturatorius internus muscle internal

fascia optimizing the PF muscle function.
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Caption: Figure. Vaginal Dynamometer and tight dynamometers

Conclusion: The association of PF muscles contraction and hip abduction action have improved the force maintenance in
young woman and could be used during sustained contraction practices and daily function.
ACKNOWLEDGMENTS:CNPq (process 166104/2013-2 and 478332/2013-0)

Table:
Isolated Associated with Associated with EFFECT SIZE
PF contraction (1) hip ADDUCTION | hip ABDUCTION
2) (3)
Maximal 10.74 (£3.75) 9.23 (£3.95)* 10.32 (£3.16) (1) x (2) 0.4 medium effect
Force (N) (1) x (3) 0.13 negligible
effect
(2) x (3) 0.31 small effect
Endurance 70.25 (+26.26)* 52.79 (£25.00)* 60.86 (£26.41)* | (1) x (2) 0.7 medium effect
(N.s) (1) x (3) 0.37 small effect
(2) x (3) 0.32 small effect
Force -10.43 (+5.98)* -0.39 (£6.42)* 4.83 (£10.46)* | (1) x(2) 1.66 huge effect
maintenance (1) x (3) 1.84 huge effect
(N.s) (2) x (3) 0.62 medium effect

Caption: Table: Means (+ standard variation) of Maximal Force (N), Endurance (N.s), Force maintenance (N.s) calculated
in three conditions (Isolated PF contraction, associated with hip adduction, associated with hip abduction) and the effect
size of each comparison. *Represent significant different conditions.

References: [1] Fernandez-Fraga, Gastroenterology,123:1441-1450,2002.

[2] Ashton-Miller and DeLancey, Reproductive Biomechanics, 1101:266-296, 2007.

Disclosure of Interest: None Declared
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EFFECTS OF HIP EXTENSOR MUSCLES STRENGTHENING ASSOCIATED WITH LANDING STRATEGY
MODIFICATION IN AN ATHLETE WITH PATELLAR TENDINOPATHY: A CASE REPORT

Rodrigo Scattone Silva '"Ana Luisa Granado Ferreira 'Theresa Nakagawa 'Lucas Aoki 'José Mourédo dos Santos 2Fabio
Serrao

Department of Physiotherapy, 2Department of Medicine, Federal University of Sdo Carlos (UFSCar), Sao Carlos-SP,
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Introduction and Objectives: Patellar tendinopathy is one of the most common causes of anterior knee pain in the athletic
population. Although eccentric exercises have been considered a cornerstone of patellar tendinopathy rehabilitation, the
outcomes with this intervention are sometimes less than ideal. Bahr ef a/. [1] found that only 55% of elite athletes treated
with eccentric exercises had a satisfactory return to sports practice 1-year after the intervention. Therefore, the
effectiveness of other treatment options for treating this dysfunction should be investigated. A recent study has shown that
athletes with patellar tendinopathy have diminished hip extensor torque when compared to asymptomatic controls [2].
Previous research has also shown that athletes with patellar tendon abnormalities have altered jump-landing mechanics
in comparison to controls without such abnormalities [3]. Therefore, an intervention aiming to address these aspects might
be effective for the rehabilitation of athletes with patellar tendinopathy. The purpose of this case-report was to verify the
effects of an intervention involving hip muscles strengthening and jump-landing strategy modification on pain and lower
limb biomechanics of an athlete with patellar tendinopathy.

Methods: The patient was a 21-years-old male volleyball athlete who presented with pain in the patellar tendon during
tendon-loading tasks for 9 months and patellar tendon ultrasound abnormalities, being diagnosed with patellar
tendinopathy. The subject’s worst pain in the previous week was assessed using a 10cm visual analogue scale (VAS) and
the severity of his symptoms was quantified with the Victorian Institute of Sport Assessment-Patella questionnaire (VISA-
P). A handheld dynamometer (Lafayette Instruments, IN, USA) was used to measure hip extension strength during
isometric maximal contractions. A force plate (Bertec Corporation, OH, USA) and the Qualisys Motion Capture system
(Qualisys Medical, AB, SWE) were used to evaluate kinetics and kinematics while the subject performed a drop vertical
jump task from a 31-cm box. After the baseline evaluations, the subject was submitted to an intervention of 8-weeks. In
phase 1 (weeks 1-4), the subject performed open kinetic chain hip extension exercises (Figure 1A-1B) and a training
aiming to increase trunk flexion during drop jumps (Figure 1C). In phase 2 (weeks 5-8) more demanding hip extensor
strengthening exercises were performed (Figure 1D-1E) and the jump-landing training involved drop vertical jumps with
emphasis on trunk flexion in both landings (Figure 1F). The subject was allowed to continue his sports participation during
the intervention period. After 8 weeks, all baseline evaluations were repeated. The Visual3D (C-Motion, MD, USA)
software was used for data analysis. Joint moments were calculated using inverse dynamics and the patellar tendon
forces were calculated [4]. The primary outcomes of the jump-landing evaluations were the peak knee and hip flexion
angles, internal knee and hip extensor moments and patellar tendon forces during the landing phase of the drop vertical

jump task.
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observed in the VAS (baseline=6.0; after intervention=0.0) and in the VISA-P scores (baseline=61; after intervention=95).
The subject reported being completely asymptomatic during sports practice after the intervention. The subject’s isometric
hip extensor strength had a 77% increase in 8 weeks. In the drop vertical jump the subject presented a 31% increase in
peak hip flexion during landing, with little difference on peak knee flexion, after intervention (Table 1). Also, a 21%
decrease in the knee extensor moment, a 50% increase in the hip extensor moment, and a 26% decrease in the patellar
tendon force were observed during landing after the intervention (Table 1).

Figure:

Caption: Figure 1 — A. Hip extension in prone-lying; B. Hip extension in quadruped position; C. Drop jump landing training;
D. Bird Dog exercise; E. Single-leg deadlift; F. Drop vertical jump landing training

Conclusion: The results of this case-report indicate that an intervention involving hip muscles strengthening and jump-

landing modifications can substantially diminish pain and improve lower limb biomechanics during jump-landings in an
athlete with patellar tendinopathy.

Table:
Baselin  After Intervention %
e Chan
ge
Hip Flexion (deg) 7045 92.14 +30.79
Knee Flexion (deg) ~ 104-50 100.52 -3.81
Hip Extensor Moment 209 3.13 +49.76
(N.m/kg)
Knee Extensor 2.19 1.73 -21.00
Moment (N.m/kg)
Patellar Tendon Force =~ 904 3.75 -25.59
(BW)
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Caption: Table 1: Kinematic and kinetic variables during the landing phase of the drop vertical jump task at baseline and

after intervention
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MOVEMENT FOR USE IN THE CLINICAL ENVIRONMENT.
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Introduction and Objectives: The feedback of information to patients in the clinical environment is a key aspect to
achieving a desirable outcome following a treatment intervention’. Biofeedback may be provided in many different

ways. It has been suggested that providing patients with augmented visual feedback may have a positive effect on
functional outcomes2. One of the easiest ways to provide this type of feedback is through motion capture

technology. However, a high level of technical expertise is often required to operate motion capture systems and distil
useful information from the results. Further, feedback to patients is limited by the technical nature of such systems and
the data that they provide. This has limited their widespread use in the clinical environment to date34. The current study
aims to develop a motion capture system which overcomes these issues and is capable of providing biofeedback to
patients and clinicians in a clear and accessible manner.

Methods: A bespoke pelvis and lower limb cluster marker set combined with strategically placed anatomical markers was
designed and implemented. Marker trajectory data was captured and labelled using Vicon hardware and acquisition
software (Vicon Motion Systems, Oxford, UK). This data was streamed in real-time to an object-orientated application
development package, D-Flow (Motek Medical, Netherlands). Bespoke scripting modules written in Lua programming
code were used to create an avatar from tracked markers and calculated joint centres. The method described by Grood
and Suntay® was used to calculate inter-segmental kinematics (figure 1). A colour coded joint system was developed to
allow real-time feedback regarding hypermobility and pathological movements (figure 1).

Results: A biomechanical model was developed which removes an aspect of the technical inaccessibility of current
commercially available motion capture systems. The model allows output of kinematics and visual feedback of movement
to the patient and clinician. Currently, flexion/extension, internal/external rotation and ab/adduction angles can be
displayed for all joints. Shank/thigh to vertical angle and pelvic, tilt, obliquity and rotation can also be displayed.

Figure 1. Biofeedback during walking. a. Avatar and knee flexion angle b. Hyperextension of the knee causes joint to turn

red.
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Conclusion: The need for technical expertise in motion capture is greatly reduced with the use of this model. Cluster
markers reduce the need for accurate marker placement and visualisation and data feedback can be given in real-

time. The use of real-time biofeedback will hopefully lead to increased patient understanding and an improved clinician-
patient dialogue.

References: [1] Rosewilliam ef a/. Clin Rehabil, 25:501-514, 2011.

[2] Loudonet al. Health Informatics, 3:171-180, 2012

[3] Coutts F. Manual Therapy, 4, 2-10, 1999
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Introduction and Objectives: Populations with balance-related impairments (older populations, persons with lower limb
amputations, etc.) often have limitations in their ability to generate linear and angular impulse required in activities of daily
living (ADL) such as fall recovery [1], stair descent [2], and gait termination [3]. For example, the inability to reliably
regulate reaction forces (RF) generated with the prosthetic limb appears to affect the role of each leg in regulating the
linear and angular impulse needed in a variety of weight bearing tasks [1-3]. The balance regulation strategies involved in
effective performance of ADLs are also common to the golf swing. Participation in golf could improve an individual's
capacity for coordinating impulse generation between legs and as a result, serve as an effective and engaging
community-based intervention to assist in overcoming balance-related impairments.

During the course of play, players can use golf clubs of different length and club face angles to regulate the trajectory of
the ball during flight. Previous research indicates that skilled players using a 6-iron modify shot distance by regulating the
magnitude of the target and/or rear leg resultant horizontal reaction forces (RFh), with minimal changes in RFh orientation
relative to the target [4]. These results suggest that angular impulse about the center of mass (CM) during the swing can
be affected in a comparable way by regulating RFh magnitude and CM trajectory in relation to the point of wrench
application (PWA). We tested this hypothesis by comparing the angular impulse generated about the CM when individual
players hit a golf ball with a driver as compared to a 6-iron.

Methods: Skilled players (n = 11, handicap < 5) volunteered to participate in accordance with the institutional review
board. Each player performed four shots towards a target with a 6-iron (61) and a driver (D, Taylor Made adidas golf).
Shots were initiated using their preferred address position with each foot fully supported by a force plate (Kistler, 1200
Hz). The magnitude and direction of the peak resultant horizontal reaction forces at the artificial turf/plate interface and
PWA were computed for each leg [5]. Moments about the CM were calculated by the cross-product of the RFhs and
distance between the CM and PWA for each leg. Angular impulse (Al) normalized by body mass was calculated as the
area under the moment curves for each leg during the period of net positive Al beginning near transition and ending near
ball contact. Statistical analysis estimated the probability that factors contributing to Al were less in trials with the 6-iron
than with the driver [6].

Results: The net Al for swings with the driver were found to be greater than net Al for swings with the 6-iron for all players
(Figure 1). Nine of eleven players increased target leg Al by more than 0.01 Nms/kg (up to 0.07). Eight of 11 increased

rear leg Al by a comparable amount (up to 0.09).
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All players increasing target leg Al increased the RFh (2.68-7.67% BW) while 4 of 11 experienced reductions in moment
arm length (>0.01m). Less than half of the players increasing rear leg Al (5 of 11) increased RFh (1.03-3.51%BW), while
10 of 11 experienced increases in moment arm (0.03-0.19m).

However, player 11 chose to decrease target leg Al while increasing rear Al. As the target leg moment arm decreased at
peak RFh, rear leg moment arm increased dramatically at peak RFh to achieve the increase of rear leg Al (Figure 1).

Figure:

Caption: Figure 1: Angular impulse of target and rear legs towards net Al for 6-iron and driver.

Conclusion: All players generated more angular impulse when using a driver as compared to a 6-iron. Target leg Al was
increased primarily by increasing the RFh magnitude, whereas rear leg Al was increased primarily by increases in the
moment arm. Some players increased rear leg peak RFh as a strategy to increase rear leg Al. Aimost all players
increased rear leg moment arm to increase Al to compensate for the lack of increased rear leg RFh.

These findings indicate that performance of a golf swing provides a unique opportunity to practice regulation of linear and
angular momentum and promotes improvement in function at the whole body level. Regardless of technique, completing
the golf swing allows for balance regulation skills to be practiced and honed by populations with balance impairments.
Participation in golf related activities may prove to be an engaging rehabilitation intervention that can be effectively
delivered in a community setting as part of the continuum of care where movement is medicine [7].

References: [1] Mathiyakom et al., Exp. Brain Res., 169(3), 377-88, 2006.

[2] Bosse I, et al., Hum. Mov. Sci., 31(6), 1560-70, 2012.
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[4] McNitt-Gray et al., Sport Biomech., 12(2), 121-131, 2013.

[5] Williams et al., Med Sci. Sport., 15(3), 247-255, 1983.

[6] Wilcox, Mod. Stat., CRC Press Taylor & Francis Group, 2012.

[7] World Health Organization, World Report on Disability, 2011.
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ADAPTATION OF CHONDROCYTES TO MECHANICAL COMPRESSION: ARE MEMBRANE RUFFLES UNFOLDED
FOR CELL PROTECTION?

Eng Kuan Moo ""Svetlana Kuznetsova 'Walter Herzog '

"Human Performance Laboratory, University of Calgary, Calgary, Canada

Introduction and Objectives: Impact/fast loading results in chondrocyte deaths [1]. Cell membranes can only sustain very
small strains (3-4%) [2], but are thought to use membrane ruffles, also known as membrane reservoirs, to buffer tensile
strains [3, 4]. We found that tensile strain rates in chondrocyte membranes may be crucial in deciding impact-induced cell
deaths [5]. However, this hypothesis is based on the premise that cells can access their membrane reservoir effectively in
their native environment at slow but not at high strain rates. Geometrically, it has been shown that isolated cells respond
to hypotonic osmotic loading by unfolding their surface ruffles [6], and such unfolding events have also been documented
in compressed agarose-seeded cells [7]. However, little is known about cell membrane behavior in an intact extracellular
matrix. Therefore, the purpose of this study was to investigate changes in membrane topology of in situ cells during slow
physiological cartilage compression. We hypothesized that cells unfold their membrane ruffles when loaded mechanically
to protect the membrane from stretch.

Methods: Bovine cartilage-bone explants were loaded at 5um/s to nominal strains ranging from 0-50%. After holding the
final strains for ~60 min to allow tissues to approach a steady compressed state, the loaded cartilage was pre-fixed using
Ruthenium Hexamine Trichloride fixative solution. The cartilage layer was then post-processed and stained with 0.5%
Uranyl Acetate for visualization of cell ultrastructure using transmission electron microscopy (TEM, Hitachi H7650). The
changes in surface topology in superficial zone cells by mechanical loading (strains of 0%, n=14; 10%, n=5; 30%, n=5;
50%, n=6) were quantified from the planar TEM image in two ways: (i) using the waviness of the surface ruffles, by
measuring the difference in cell circumference between the manually-tracked cell boundary (represents cells with surface
ruffles) and the boundary of the ellipse obtained by a best-fit to the manually-tracked cell area (represents cells without
surface ruffles) [8], and (ii) using the complexity of the surface ruffles, by measuring the increase in box-counting fractal
dimension (Image J, FracLac) of the manually-tracked cell boundary compared to the smoothened cell boundary. Cell
shape is quantified by the aspect ratio (AR, defined as the ratio of major axis length to minor axis length) of the ellipse that
best-fits individual cell.

Results: Compression of cartilage tissue resulted in corresponding deformation of the residing cells, as reflected in a load-
dependent increase in cell aspect ratio (strains of 0%, AR=2.6 + 1.2; 10%, AR=2.1 + 1.0; 30%, AR=5.2 £ 2.4; 50%,
AR=10.8 * 3.3). Qualitatively, the cell surface ruffles that existed prior to loading (Figure 1a) disappeared when cartilage
was loaded at 50% nominal strain (Figure 1b). Quantitatively, the waviness and the complexity of cell membranes

decreased with increasing load magnitudes (Figure 1c), suggesting a load-dependent use of membrane reservoirs.
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Figure:

Caption: Figure 1. Ultrastructure of chondrocytes in (a) unloaded cartilage, and (b) 50% nominally-loaded cartilage. (c)
Membrane waviness (primary y-axis) and membrane complexity (secondary y-axis) as a function of nominal tissue strain.
Conclusion: During mechanical compression, pictorial observation of disappearance of membrane folds is confirmed by a
decrease in waviness and complexity in cell membranes. We conclude from the results of this study that chondrocyte
membranes unfold in a load-dependent manner when cartilage is loaded mechanically. This membrane unfolding is likely
associated with no stretch of the cell membranes under physiologically meaningful conditions and suggests a protective
mechanism used by chondrocytes during physiological mechanical loading via the membrane reservoir. This result can
have influence on the pharmaceutical strategy used for cell injury prevention and treatment. Future tests will need to
determine if the membrane unfolding is rate-dependent.
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Introduction and Objectives: During a drop landing, large ground reaction forces are observed which are subsequently
transmitted through the body via mechanical waves. These waves have been observed using high speed footage,
showing large amounts of soft tissue movement relative to the underlying rigid bone. Recent work suggests this
movement may help dissipate force and energy (Zelik and Kuo, 2010). The characteristics of the wave can be quantified
using markers on the surface of the segment, with changes indicative of the mechanical properties of the underlying soft
tissues. In comparison with the skin the muscle-tendon complex has high stiffness, therefore the deformation wave due to
an impulsive loading will not be due to skin motion as much as it is due to the motion of the underlying muscle because of
the low stiffness of the skin at low strains not propagating forces well. The aim of this study was to investigate the
characteristics of mechanical waves propagating through the shank during drop landings.

Methods: Following university ethical committee approval, six healthy, recreationally active males (age: 23 + 3 years,
height: 1.81 + 0.08 m, mass: 81 + 5 kg) provided written informed consent to participate in this study. All were familiar with
the performance of a drop jump task. A total of 48 spherical retro-reflective markers, 7.9 mm in diameter, were attached
around the shank in a 6x8 array using standard double-sided adhesive tape. A ten-camera motion analysis system (700
Hz, 612 series, 1.3 megapixel cameras, Oxford Metrics Group PLC., Oxford, UK) recorded the position of a 48 marker
array on the shank (5-65% of shank length). A series of drop landings from box, where landing was heavily favoured onto
the test leg, were performed from four different heights (0.3, 0.5, 0.7 and 0.9 m) onto a force plate sampling at 1200 Hz
(Kistler 9281B-11, Amherst, NY, USA). All data pre-processing was completed using Vicon Nexus 1.4.116 with any
incomplete marker trajectories reconstructed using the quintic spline gap filling procedure.

Marker data were subsequently analysed in Matlab (MathWorks, Natick, MA., USA)., to calculate the motion of the 48
markers, and the 40 sectors defined by the 48 markers, around the shank for data filtered at 50 Hz (with a second order,
zero lag Butterworth filter). This gave eight columns with six markers in them, and eight columns with 5 sectors in them.
The sector area was calculated from the three-dimensional co-ordinates to account for movement of the soft tissue in all
three planes. The time delays between minima in local motion between markers and areas moving from the most distal to
most proximal regions were calculated. This was repeated independently for the first maxima as well. This gives the
speed at which the wave motion travels up the calf. The linear amplitude of the marker motion whilst undergoing a
wavelike motion and the change in area of the sectors were also determined along with the frequency of the wave motion.
Results: Wave velocity was higher in the active compared to passive conditions. Average velocity for wave minima in the
active condition was 8.7 m.s-' compared to 4.7 m.s-! in the passive. Similar average wave amplitudes were observed in
the active (0.008 m) and passive (0.008 m) conditions. The dominant frequency of the wave was low-frequency (<5 Hz).

Average change in the area of marker sectors was larger in the active (18.3%) compared to passive conditions (12.6%).
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Conclusion: The results support the presence of wave motion in the soft tissues of the shank during a drop landing, the

characteristics of which vary dependent on muscle activation conditions. Higher wave velocities were observed in the
active contraction condition. Increased muscle activation increases the stiffness of the underlying muscle-tendon unit, with
increased stiffness associated with increased speed of wave transmission. Wave amplitudes were similar in both
contraction conditions, but it is possible that the amplitude of the wave is limited by the soft tissue itself.

The marker movement is dependent on the behaviour of the underlying soft tissues, which move with muscle contraction.
Previous work has suggested increased muscle activation is associated with decreased soft tissue movement, to
minimise the stress on the body (Wakeling et al., 2003). The results of this analysis show the opposite with increased
tissue movement with increased activation, but results may be confounded by the greater impact forces exerted on the
body during the active condition. Further work is required to determine the relationship between activation and area
changes, and to further investigate the characteristics of the wave-like motion of the soft tissue during landing, to provide
us with insight into the body’s response to impact and potential injury risk.

References: WAKELING, J. M., LIPHARDT, A.-M. & NIGG, B. M. 2003. Journal of Biomechanics, 36, 1761-1769.

ZELIK, K. E. & KUO, A. D. 2010. Journal of Experimental Biology, 213, 4257-4264.
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Introduction and Objectives: Diabetes is a major public health concern worldwide, and significantly contributes to risk of
foot ulceration [1]. In healthy individuals, the plantar soft-tissues (PST) provide protection to bone, superficial connective
tissue and skin. Changes in PST behaviour in people with diabetes may be a key factor in causal pathways for diabetic
foot ulceration [2]. In vivo, monitoring the dynamic behaviour of PST during weight-bearing activities is difficult and
existing techniques tend to be limited to unloaded indentation tests or single step methods. We have recently
demonstrated the feasibility of using a shoe-embedded ultrasound (US) transducer to measure dynamic heel pad
behaviour [3]. The aim of this study was to develop and assess the reproducibility of a novel protocol to measure forefoot
PST behaviour during gait.

Methods: A modified shoe incorporating an US probe within a 3D printed insert was developed to enable US images of
PST to be obtained from healthy participants. Data were collected at 2 sites (2nd. 5t metatarsal heads, MTHSs) on either
foot (n=19/21 feet per site) during 25s treadmill walking trials. Maximum (unloaded) and minimum (loaded) PST thickness
was subsequently measured from US cineloop files using Kinovea (version 0.8.15) open access software. Number of
steps required to achieve the desired level of validity was evaluated by calculating coefficient of variation (CoV) for each
incremental number of steps (2-10 steps). CoV of 2% was used as the threshold for acceptable within-trial variation.
Measurements collected from participants by the same tester at two time points were used to evaluate between-session
reproducibility. Intraclass correlation coefficients (ICCs), Bland Altman plots, and indices of changes in the mean and
measurement variability (see Table 1 for description of statistics) were calculated for each PST variable.

Results: Six steps were found to yield acceptable within-trial variation (CoVs <2%) for all variables. Between-session ICC
values were fair to good [4] for minimum (0.642) and maximum (0.559) PST thickness at the 5t MTH, and excellent for
minimum (0.906) and maximum (0.888) thickness at the 2nd MTH. Bland Altman plots (Fig. 1) indicated no systematic
errors between sessions. Outliers (Fig.1, circled data points) corresponded to unusually large between-session
differences in PST thickness measures that were most likely due to tester inconsistencies (e.g. method and/or
interpretation errors). Summary statistics are presented in Table 1. The mean absolute difference (d’) between sessions
ranged from 0.05-0.12cm for analysed variables, with measurements for minimum PST thickness tending to show smaller
differences at both sites. CV% ranged from 4.69-12.25%, being larger at the 5t compared to 2rd MTH. For example, a
mean minimum PST thickness of 0.95cm at the 2 MTH, with CV%=5.36, would produce a typical between-session
variation of 0.05cm, thus a greater change would be required to indicate a clinically significant difference in this

population.
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Figure:

Caption: Figure 1 Bland Altman plots indicating 95% confidence interval (dashed lines) of the mean difference between
two sessions (solid line) for (a) minimum PST thickness at 2nd MTH, (b) minimum PST thickness at 5th MTH, (c)
maximum PST thickness at 2nd MTH and (d) maximum PST thickness at 5th MTH. Outliers are circled.

Conclusion: This novel method appears to enable good between-session reproducibility with acceptable levels of random
error and measurement variability for PST measures at both 2 and 5t MTH sites in a healthy population. As such,
further evaluation of the use of this method in disease populations would be appropriate. Measurement of PST
behaviours in people with diabetes may provide insight into causal pathways for diabetic foot ulceration.

Table:

Change in Mean Measurement Variability

PST d SDar SE 95%ClI ME SE CV% SEM

Variable/Sit M %
e

Min PST, 0.05 | 006 00 0.02-007 00 00 536 5.88
2MTH 1 4 5
Min PST, 0.08 008 00 0.05012 0.0 0.0 122 1433
5MTH 2 6 8 5
Max 0.07 008 00 0.03-0.10 0.0 0.0 469 6.11
PST, 2MTH 2 6 7
Max 0.12 0.11 0.0 0.07-0.16 0.0 0.1 | 866 12.82
PST, 5MTH 2 8 1

¥ @ISB_Glasgow 275



e
ISB * XXV

7015 | & |
Caption: Table 1 Summary statistics for between-session reproducibility for minimum and maximum PST thickness

SOCIETY OF

INTERNATIONAL
GLASGOW BIOMECHANICS

measures at two sites (2nd and 5th MTH). Indices of changes in the mean (mean absolute difference between two test
sessions, d ; standard deviation of differences between two test sessions, SDdiff; standard error of d°, SE; and 95%
confidence interval of d", 95% CI), and measurement variability (method error, ME; average standard error of
measurement between two test sessions, SEM; between-session coefficient of variation, CV%; percentage SEM, SEM%).
References: [1] Diabetes UK. Diabetes in the UK 2012, 2013

[2] Abouaesha et al., J. Am. Pod.Med. Assoc., 94: 39-42, 2004.

[3] Telfer et al., Gait Posture, 39:328-332, 2014.

[4] Fleiss. Design and Analysis of Clinical Experiments, John Wiley & Sons, 1986.
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Introduction and Objectives: The glenoumeral capsule is a complicated shoulder structure that passively checks joint
translation, but is susceptible to injury espcially in rigorous overhead activities. Symtopmatic glenonumeral laxity is
common among young athletes, and when conservative management is often insufficient treatment typically regresses to
orthopaedic intervention in the form of capsulorrhaphy, i.e. plication. In general, surgeons lack objectively-based clinical
tools to judge the efficacy and performance of surgical interventions especially during surgery.

Our objective was to understand the effect of sequential regional plication on glenohumeral translation within and across
multiple rounds of plication.

Methods: A cadaveric CT scan was taken and checked for significant degenerative pathology by an orthopaedic surgeon.
At the time of thaw the specimen included a full scapula and humerus. All musculature was removed leaving only the
glenohumeral capsule. Passive marker tracking clusters were fixed to each segment with two parallel trans-cortical rods
per segment (see Figure 1A). Anatomical coordinate frames [1] were constructed from palpation and a functional joint
method [2] and then rigidly embedded in the cluster tracking frames. The scapula and humerus were separately potted
and fixed to a frame that allowed fixed glenohumeral orientation and full floating 3D translation. A 6DOF loadcell
(MA1000, AMTI) was attached in series with the humerus to record external loads. Six optical motion cameras (Motion
Analysis Corp) at 30 frames per second captured marker motion along with loadcell data at 300 frames per second. Model
building and post-processing was done in Visual3D (C-Motion, Inc).

The capsule was preconditioned to reduce the effects of viscoelastic behavior. MDI laxity was simulated by stretching the
capsule by internally and externally rotating the humerus based on a previous study [3]. The capsule was plicated over
three rounds; within each round the capsule was plicated in a consistent order: first anteriorly (3:00), then posteriorly
(9:00) and lastly inferiorly (6:00). Plication magnitude was larger each successive round: Round1 - 0.5cm, Round?2 -
1.0cm, Round3 - 1.5cm. Glenohumeral orientation was fixed in neutral rotation and flexion with abduction at 60 degrees.
External manual traction was applied to the scapula in the anterior, posterior and inferior directions, chosen randomly.
Outcome measurements of interest were anterior, posterior and inferior glenohumeral translation at 20 Newtons of load.
Descriptive statistics are reported.

Results: Outcomes are reported in Figure 1B and Table 1. On average anterior translation decreased per plication round,
indicating increased capsule tightness as plication magnitude increased. The largest within-round changes occurred
between anterior and posterior plications, whereas changes between posterior and inferior plication were much smaller. In
Figure 3B, Round3 posterior translation is very low with repsect to both anterior and inferior directions, which was
unexpected. This anomaly is believed to reflect negative pressure that was occasionally generated due to a temporary

suction mechanism from the interaction of the joint cartilage and highly conforming joint geometry.
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Caption: Figure 1. A - Picture of potted and inverted humeral and scapula with tracking clusters; posterior plication sutures
circled. B - Graph indicating changes in anterior translation within and across plication rounds.

Conclusion: The study is ongoing with one specimen collected to date. Lack of statistical power precludes inferential
conclusions. However our results show, expectedly, that as plication magnitude increases translation decreases. More
interestingly the data suggest that inferior plication may not influence anterior translation. Clinically, this may dissuade
surgeons from plicating inferiorly in certain cases, as it may be unncessary.

References: [1] Wu et al., J. Biomechanics, 38: 981-992, 2005.

[2] Schwartz & Rozumalski, J. Biomechanics, 38: 107-116, 2005.

[3] Shafer et al., J Bone Joint Surg, 90: 136-144, 2008.
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CORNEA BIO-INSPIRED CONSTRUCTS BASED ON ORIENTED LONG COLLAGEN FIBERS BIO-COMPOSITES
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1School of Mechanical Engineering, The Fleischman Faculty of Engineering, 2Department of Cell And Developmental
Biology, Sackler School of Medicine, 3Sackler School of Medicine, Tel Aviv University, 4Department of Ophthalmology, Tel
Aviv Sourasky Medical Center, SDepartment of Zoology, George S. Wise Faculty of Life Sciences, Tel Aviv University, Tel
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Introduction and Objectives: The cornea contains highly organized collagen fiber laminates, providing strong and durable
structure that withstands inner and outer pressures. Here we present a biocomposite inspired for bio-mimetics of the
construct based on structure-function needs towards engineering of cornea.

A novel bio-inspired constuct based on long collagen fibers bio-composite embbeded and crosslinked in
polyacrylamide/alginate hydrogel (PAAm-Alginate) is made to mimic the human cornea. The research is focused on the
fabrication of the biocomposite complexed structure and its non-linear mechanical behavior which is typical for the native
cornea.

Methods: A novel fiber reinforced bio-composite was designed and fabricated based on our previous work [1], [2]. The
construct included collagen fibers [3] aligned in varied directions (i.e. every 309 with clear center of 4.5mm diameter. The
aligned fiber structure was embedded and cross-linked to hybrid gel double network of PAAm-Alginate) [4]. This
composite was subjected to cyclic indentation, where the spherical indenter was pushed into the construct to simulate the
physiological loading modes. In addition, three dimentional and hyperelastic finite element (FE model) was built for solving
the inverse problem of calculating stress-strain values from the load-deflection experimental results using the measured
material properties.

Results: A novel composite construct was fabricated from aligned collagen fibers embedded in PAAm-Alginate matrix.
The anisotropic construct presented hyperelastic behavior with large deformations of about 20% strain. Effective
hyperelastic stress-strain behavior of the indentation was calculated using the FE model and found to provide good fitting
to the corneal tissue. The cornea’s working range (10-20mmHg) was found in the initial part of the stress-strain curve of
the bio-composite, allowing durabilty of the costruct in extreme cases of loading as injury or fall.

Figure:
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Caption: Cornea bio-inspired construct. (a) Mechanical indentation of bio-composite. (b) Collagen fibers alignment. (c)

SOCIETY OF
BIOMECHANICS

INTERNATIONAL
GLASGOW

Final cornea bio-mimetic construct.

Conclusion: Bio-inspired cornea construct can properly mimic the native cornea function providing hyperelastic behavior
and mechanical durability, based on the novel collagen fiber-reinforced composite structure. FE modeling allows better
understanding of the composite structure and thus to design custome-made bio-inspired cornea constructs, these /n silico
experiments enable saving time and resources in the engineering process.

References: [1]  Sharabi et al. J. Mech. Behav. Biomed. Mater.,36:71-81, 2014.

[2] Haj-Ali et al. Patent application: WO 2013118125 A1 2013.

[3] Benayahu et al. Patent application:US20110038914A1, 2011.

[4] Sunetal. Nature, 489,:133-6, 2012.
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MINIMUM INDENTATION DEPTH FOR CHARACTERIZATION OF 2ND SUB-METATARSAL HEAD AND HEEL PAD
TISSUE PROPERTIES

Taeyong Lee 'Jee Chin Teoh2"Ying Bena Lim 2Jaeyoung Park 3
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Introduction and Objectives: At present, there are several existing in-vivo indentation systems developed for the
characterization of plantar soft tissue properties. Through using these devices, several studies have been conducted to
investigate and quantify the relationship between plantar soft tissue properties and conditions that cause plantar soft
tissue stiffening such as aging and diabetes(Chao, Zheng et al. 2010, Kwan, Zheng et al. 2010, Mickle, Munro et al.
2011).

The variable mechanical properties of plantar soft tissue depend on the extent of tissue deformation (Chao, Zheng et al.
2010) as well as the configuration of the metatarsophalangeal joint (MTPJ) (Garcia, Hoffman et al. 2008), specifically for
the forefoot region. Thus, measurements of tissue stiffness should only be performed under a controlled environment with
an appropriate degree of tissue deformation to obtain meaningful results.

Most in-vivo indentation techniques are limited by the lack of adequate indentation into the plantar soft tissue. Moreover,
there is a lack of consensus on the appropriate indentation depth, resulting in the inability to make unambiguous remarks
from literature. Consequently, the purpose of this study is to investigate and determine the minimum indentation depth
required to effectively characterize the biomechanical properties of plantar soft tissue under weight-bearing conditions.
Methods: Twenty young subjects (20-25 years) participated in this study. The test was conducted with equal weight borne
on each of the participants' feet to mimic the static stance of the gait cycle. During the experiment, the indenter probed the
2nd sub-metatarsal head (MTH) and heel pad tissue at a constant rate of 12.3mm/s. The maximum tissue deformation
induced was varied from 1.2mm to 6.0mm, in steps of 1.2mm. The tissue stiffness obtained from the tissue response
curves was compared and fitted to the proposed viscoelastic model(Garcia, Hoffman et al. 2008) as shown in Fig. 1A.
Results: The viscoelastic model used in this is shown in Fig. 1A. K1 and Az capture the elastic response of plantar soft
tissue at the initial and subsequent phases of indentation. C characterizes the viscous behavior of tissue which is only
prominent at the latter stage of indentation. Xsis the minimum indentation depth beyond which the tissue exhibits nonlinear
viscoelastic behavior. The model suggests that there is a need to indent the tissue beyond X in order to assess both K;
and Az. This differs from the paper by Garcia et. al. (2010), where there is no mention of the reference value of X.

As the probe tip indents deeper into the plantar soft tissue beyond a threshold depth (i.e. Xs), the force gradient increases
notably (Fig. 1B and 1C). As shown in Table 1, the absolute value of Xswas approximately 2.23mm and 2.14mm at the
heel and 27 sub-MTH respectively. Indentation depths which were less than this threshold depth might not be
representative of the nature of plantar soft tissue nor reflect the critical deformation it experiences during physical

activities that expose the tissue to risk of ulceration.
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Figure:

Caption: Figure 1. (A) The viscoelastic model proposed by Garcia et al. (2010). Detailed tissue response of (B) 2nd sub-

MTH and (C) heel pad.

Conclusion: The results of this study demonstrate the existence and significance of a minimum indentation depth (Xs)

required for investigating plantar soft tissue properties. Adoption of an inappropriate indentation parameter may result in

erroneous tissue stiffness measurements. Hence, a proper quantifiable reference helps provide valuable insights into

plantar soft tissue behavior, which can be used for computational modeling to better understand complex foot

mechanisms and pathologies. Furthermore, the tissue properties elicited provide valuable information and possible

indication of disease (Jahss, Michelson et al. 1992). Hence, a rigorous description of plantar soft tissue behavior is crucial

and has good potential for application in the diagnosis of foot abnormalities related to diseases such as diabetes.

Table:
2nd sub-MTH Heel p-value
Average Tissue Thickness (mm) 13.80 £ 1.76 18.04 £ 2.42 <0.01*
Stiffness coefficient, K1 (N/% tissue thickness ) 0.230£0.122 | 0492 +0.151  <0.01*
Stiffness coefficient, K2(N/% tissue thickness) 0.477 £0.168 | 1.015+0.406 <0.01*
Xs(% tissue thickness) 16.177 11.845 £ <0.01*
1.909 1.284
Damping coefficient, C(N/% change in tissue thickness per second) 0.767 £ 0.667 | 1.803 + 0.651 0.03

Caption: Plantar soft tissue properties of 2nd sub-MTH and heel pad
References: [1] Chao et al., Clin Biomech, 25(6): 594-600, 2010

[2] Garcia et al., Foot, 18(2): 61-67, 2008

[3] Jahss et al., Foot and Ankle, 13(5): 233-242, 1992

[4] Kwan et al., Clin Biomech, 25(6): 601-605, 2010

[5] Mickle et al., J Orthop Res, 29(7): 1042-1046, 2011
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SINERGY-BASED TWO-LEVEL OPTIMIZATION FOR PREDICTING KNEE CONTACT FORCES DURING WALKING
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Introduction and Objectives: Musculoskeletal models and optimization methods are combined to calculate muscle forces.
Some model parameters cannot be experimentally measured due to the invasiveness, such as the muscle moment arms
or the muscle and tendon lengths. Moreover, other parameters used in the optimization, such as the muscle synergy
components, can be also unknown. The estimation of all these parameters needs to be validated to obtain physiologically
consistent results. In this study, a two-step optimization problem was formulated to predict both muscle and knee contact
forces of a subject wearing an instrumented knee prosthesis. In the outer level, muscle parameters were calibrated,
whereas in the inner level, muscle activations were predicted. Two approaches are presented. In Approach A, contact
forces were used when calibrating the parameters, whereas in Approach B, no contact force information was used as
input. The optimization formulation is validated comparing the model and the experimental knee contact forces. The goal
was to evaluate whether we can predict the contact forces when in-vivo contact forces are not available.

Methods: The experimental data used in this study came from the 4th Grand Challenge Competition to Predict In Vivo
Knee Loads [1]. The subject wore an instrumented knee implant in his right leg. An inverse dynamic analysis of six gait
trials was carried out in OpenSim [2]. Muscle activations were obtained applying the muscle activation dynamics to the
available EMG measurements for all six trials. A muscle synergy analysis was carried out to obtain Synergy Vectors
(SVsexp) and Neural Commands (NCs) from experimental activations. A unique set of SVs was obtained for all six trials
and one NC for each trial represents the time-activation pattern. Three gait trials were used to calibrate the model. A two-
step optimization formulation was developed to calibrate the muscle parameters in the outer level, and to calculate
activations at the inner level. In the outer level, SVs of the muscles without experimental data (SVmoder), scale factors for
the SVexp, moment arm deviations, scale factors for the muscle optimal length and the tendon slack length were
calibrated. The outer cost function had terms to minimize the passive force and the residual activations and, only in
Approach A, it had terms to track the knee medial and lateral contact forces. It also had bound terms to constrain SVs,
moment arm deviations, the optimal muscle lengths and the tendon slack lengths. In the inner level, muscle activations
were calculated by means of the resolution of a quadratic programming problem. Muscle activations were minimized while
inverse dynamics muscle contributions were matched with the calculated ones. Three different gait trials were used to
predict the knee contact forces. In this case, muscle parameters previously calibrated in the outer level were used to run
the inner level.

Results: Table 1 shows the R2 values (and RMSE in parenthesis) of the match between experimental and model knee
contact forces (medial, lateral and total, respectively) when calibrating the model and when predicting the contact forces,

using knee contact forces to calibrate the model (Approach A) and without using them (Approach B). Figure 1 shows the
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between Approach A and B for time varying quantities were computed: muscle activations 0.08, muscle forces 65.62,
normalized length of the muscles 0.11. The mean absolute difference for muscle parameter values was 0.009 for optimal
length of the muscles, 0.010 for slack length of the tendons and 0.290 for scale factors of the experimental activations.
Figure:

Caption: Fig. 1. Contact forces in one calibration and one prediction trial for both approaches and their experimental
values

Conclusion: Medial contact forces were better predicted than lateral forces in both approaches, what is in agreement with
other studies [3]. Overall, all muscle parameters are similar except some of them that would explain the differences in the
contact force predictions. For instance, tensor fasciae latae, a muscle which crosses the knee, had a different activation in
both approaches due to the lack of the knee contact force constrains in approach B. In Approach A, the contact force
prediction were quite better predicted than in B, what means that for this subject the use of neural commands alone was

not sufficient to calibrate the model such that predicted good contact forces.

Table:

Approach A Appoach B ‘
Calibration 0.97 (56.97), 0.84 (64.18), 0.95 (110.39) 0.69 (194.64) / -2.07 (284.33) / 0.44 (363.88) ‘
Prediction 0.91 (96.38), 0.76 (85.36), 0.91 (145.13) 0.68 (185.01) / -1.75 (288.64) / 0.44 (353.04) ‘

Caption: Table 1. Mean R2 values of the knee contact force match (medial, lateral and total, respectively).
References: [1] Fregly BJ et al. J Orthop Res 30: 503:513, 2012.

[2] Delp SL et al. /JEEE T Bio-Med Eng 54: 1940-50, 2007.

[3] Kinney AL et al. J Biomech Eng 135: 021012, 2013.
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FORWARD-DYNAMICS TRACKING WITH REACTION FORCE TARGETS
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Introduction and Objectives: Forward-dynamics assisted tracking has become a widely-used tool for analyzing muscle
contributions to dynamic human movements. This type of analysis has been developed in a number of simulators, notably
as Computer Muscle Control (CMC) in OpenSim [1]. Tracking simulations use optimization to predict a trajectory of
muscle forces that will drive a 3D dynamic musculoskeletal model to closely follow a target action. CMC simulations use
kinematics as the target variable to track and require that external reaction forces between the model and the external
world be prescribed. For example, in gait simulations, ground-to-foot reaction forces measured by force plates in the floor
or treadmill are “played back” and applied to the model’s feet during the gait simulation. Many human actions, however,
involve reaction forces with the external world that are difficult to measure or infer. Examples include the force applied by
one’s hand to a tool or the forces that arise between opposing teeth during chewing. In these cases the standard CMC
analysis is inappropriate. To solve this problem, our objective is to create a tracking simulation that includes reaction
forces as a dynamic target, rather than as a fully prescribed quantity.

Methods: We have extended the well-known forward-dynamics assisted tracking algorithm to include reaction-force
targets in addition to kinematics targets. This allows tracking simulations to predict muscle forces that cause a model to
simultaneously slide (or roll) along a surface while applying a force normal to that surface. Our approach relies on a
standard formulation of musculoskeletal dynamics that includes rigid bilateral constraints to enforce reactions between the
model and the external world or between two internal contact surfaces within the model. In this formulation, the addition of
reaction-force targets to a tracking simulation with kinematics targets results in negligible additional computational cost
because the model’s velocities and reaction force magnitudes (Lagrange multipliers) are already computed
simultaneously. We have implemented our reaction-force target tracking method within the open source ArtiSynth
biomechanics simulation platform (www.artisynth.org).

We have demonstrated our reaction-force tracking simulation in the context of teeth grinding. It is difficult to accurately
measure contact forces between the teeth during clenching and grinding actions because the introduction of any material
between the teeth, even a very small or thin force transducer, will alter a patient’s biting action and trigger a reflex
response to reduce bite force. Therefore, the standard CMC algorithm is not appropriate for simulating teeth grinding
because the tooth-to-tooth reaction force cannot be prescribed from experimental measurements. Without a reaction-force
target, we expect that a tracking simulation will activate a set of muscles that fulfills the kinematics target using a minimal
level of muscle forces and will barely create any closing force. We expect that the inclusion of a reaction-force target will
elicit larger muscle forces and consequently a larger force between tooth facets during the grinding action.

We simulated a 2.5 mm inward grinding movement with a dynamic multibody jaw model [2] and a tooth-to-tooth frictional

force that opposed sliding movements. The simulation started with the jaw in a 2.5 mm left lateral position and moved the
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grinding. We performed two simulations: (1) without a reaction-force target and (2) with a reaction-force target of 350 N.
Results: For the simulation with no reaction-force target, the kinematics target was fulfilled with very low muscle
activations (Figure, left panel). Consequently, virtually no force was applied between the opposing teeth during the sliding
movement. The inclusion of a target tooth-to-tooth reaction force of 350 N resulted in much higher activation of the jaw
closing muscles (Figure, right panel), and the simulation was able to track both the sliding kinematics simultaneously with
a 350 N force between the teeth.

Figure:

Caption: Two tracking simulations of tooth grinding with a dynamic multibody jaw model: one with no reaction-force target
(left) and the other with a 350 N reaction-force target between opposing teeth (right). Muscle color denotes activation level
from 0% activation (white) to 100% activation (red).

Conclusion: At ISB we will report our results on muscle contributions to teeth grinding and demonstrate that the reaction
force-tracking approach is a useful augmentation to the standard CMC-style analysis tool for musculoskeletal research.
References: [1] Seth et al., Procedia IUTAM, 2: 212-232, 2011.

[2] Hannam et al., J Biomech, 41: 1069-1076, 2008.
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COMPARISON OF GEOMETRIC APPROXIMATION AND ANATOMICALLY SEGMENTED MODELS OF THE AORTA
USING FINITE ELEMENT METHOD
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"University of Nottingham, 2The Trent Cardiac Centre, Nottingham, United Kingdom

Introduction and Objectives: Simulation utilizing Finite Element Method (FEM) of organic tissues has become important in
the design of medical devices. To design a specimen for FEM the simplest way is to approximate the geometry of it is
using a Computational Assisted Design Software (CAD), or by segmenting out the specimen form medical data [1]. The
advantages of using an approximated geometry specimen, includes the simplicity of its creation and also the increased
speed in FEM due to its symmetry and uniformity. The segmentation of 3D medical images, can be used to generate an
anatomically precise model of a specific human anatomy (SM), this more accurately shaped specimen, requires
significantly more computational power for FEM than the approximated geometric specimen (GM). This study tests the
hypothesis that a numerical simulation with a geometric approximation is less accurate than using a segmented model.
Methods: In order to find how advantageous the use of this methodology is in cardiovascular biomechanics, this paper
presents the comparison of these two models. The anatomical model was created by segmenting the blood within the
aorta from a 3D dataset using Mimics V17.0 (Materalise) and then wrapping the blood with three aorta layers using 3-
Matic V9.0 (Materalise), while the simple geometric model was created in PTC CREO Parametric 2.0. Both model a
10mm long segment of human aorta, with three tissue layers, with hyper-elastic rubber-like mechanical properties taken
from published literature, and confirming in a bubble bi-axial inflation test. These models were subjected to a variable
internal pressure in FEM (LS-Dyna), to simulate the reaction of this tissue to the beating of the heart. Using two different
pressure curves, first a High pressure of 0 — 2025mmHg (0 — 270KPa) [Pearson] representing rupture and secondly a
normal physiological pressure values of 0 — 170 mmHg (0 — 23KPa) [2].

Results: The results can be observed in separate values for stress, strain and resultant displacement, obtaining errors
between the two models, highlighting the first value of the high pressure curve, i.e. 225mmHg (30KPa), which is where an
error of 18.3% in stress values is presented, and then drooping meanwhile the pressure is increasing.

With this reaction on the models, the normal physiological pressure is introduced, highlighting the sixth step (140mmHg -
isolated systolic hypertension), where the SM changes shape into a circle, approaching to the GM as the strain error of

1.6% and displacement error of 36.2% represents
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Figure:

Caption: Figure 1. Error between Geometric Approximation V.S. Segmented Model in High and normal physiological

pressure

Conclusion: It is important to verify the feasibility of first create a geometric approximation of a biological tissue in order to

give an idea of the mechanical reaction of the tissue using a FEM simulation. But more importantly to stablish the

methodology to follow, as the GM specimen is less time consuming than the SM specimen. After stablishing a

methodology for the simulation, the generated SM sample can be used to validate results.

Table:
Pressure (mmHg) Error Stress Error Strain Error Resultant Displacement
90 3.27% 5.02% 17.19%
140 3.76% 1.59% 36.20%
170 27.77% 25.96% 33.38%
225 18.30% 17.31% 3.31%
675 2.72% 0.74% 14.14%
2025 2.97% 11.79% 4.71%
288
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Caption: Table 1. Maximum and Minimum Error Values for Stress Strain and Resultant Displacement
References: [1] V. Spitzer, et al, J. Am. Med. Informatics Assoc., 3:2, 118-130, 1996.
[2] A. V Chobanian, et al, Hypertension, 42:6, 1206-52, 2003.
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A COMPUTATIONAL STUDY OF STENT DEPLOYMENT INSIDE A DISEASED ARTERY WITH VARIABLE DEGREES
OF STENOSIS, ASYMMETRY AND CURVATURE
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Kingdom

Introduction and Objectives: Angioplasty and stenting are commonly used to treat cardiovascular diseases such as
atheroscleroris. So far, research on stents is largely focused on the development of new materials and designs for better
scaffolding, drug delivery and bioabsobability [1]. However, stent deployment and performance are also strongly affected
by the thickness and asymmetric nature of plaque layers as well as the curvature of arteries, which has not been well
studied yet. With this work, we aimed to understand how these biological factors influence the stent deployment and also
to identify their possible connections with arterial damage [2, 3] and chest pain [4] caused by stenting.

Methods: Abaqus/Explicit has been used for finite element simulation of stent deployment. A model of Xience stent with
6mm in length and a crimped diameter of 1.5mm was meshed into 111380 incompatible brick elements. The folded
balloon consisted of 7791 4-node shell elements. The artery (with separate intima, media and adventitia layers) had a
length of 40mm, an inner diameter of 4mm and a thickness of 1mm. It was meshed into 72576 brick elements with
reduced integration. Both straight and curved arteries (bended by 30° and 60°) were modelled.

The stenotic plaque had a length of 6mm, and its thickness was chosen to be 1.6mm (40% stenosis), 2.0mm (50%
stenosis) and 2.5mm (60% stenosis), respectively. For asymmetric plaque layer, the ratio between the maximum and the
minimum thickness was chosen to be 7:3 and 9:1, respectively. The plaque layer was meshed into around 25000 brick
elements with reduced integration.

Elastic-plastic material properties were assigned for the stent material Co-Cr alloy L605. The balloon was modelled as a
linear elastic material. The arterial layers and the stenotic plaque were all simulated using the Ogden hyperelastic model.
The ends of the artery and the balloon were fully constrained to remove rigid body motion. The pressure applied on the
inner surface of the balloon was linearly increased (up to 1.4MPa) during inflation and decreased to zero during deflation.
Hard contacts were defined between the artery, the stent and the balloon.

Results: Results showed that it was more difficult to open arteries with severe stenosis via the expansion of stent. The
diameter achieved at the maximum expansion for arteries with 40%, 50% and 60% stenosis was 4.2mm, 4.1mm and
3.7mm, respectively. Also, both the recoiling and dogboning effects increased with the increased level of stenosis. Almost
twice higher stress was obtained on the stenotic plaque when the stenosis was increased from 40% to 60%, indicating a
potential for plaque rupture.

The asymmetry of plaque did not affect the overall stent expansion and recoiling effect, but the stresses in the plaque-
artery system increased for asymmetric plaque. For the plaque, the maximum stress was 2.27Mpa in the symmetric case

and 2.58MPa in the asymmetric case (ratio 9:1) (Figure 1a and b). For the artery, the stress was 0.08MPa in the case of
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symmetric plaque and 2.26MPa when the plaque layer had an asymmetric ratio of 9:1 (Figure 1c and d) localised in the

regions with relatively thin layer of plaque as a result of overstretch.

For curved arteries, stent expansion became non-uniform in the circumferential direction, which was also the case for
development of dogboning. For a curved artery, the diameter change against pressure did not have a sustained period of
expansion as that for straight arteries. However, results confirmed that the levels of stress developed in the plaque and
arterial layers were comparable for stent deployment in curved and straight arteries.

Figure:

Caption: Figure 1. Contour plot of stress on (a) symmetric stenotic plaque, (b) asymmetric (ratio 9:1) plaque, (c) arterial
wall with symmetric plaque and (d) arterial wall with asymmetric plaque (ratio 9:1).

Conclusion: This study suggests that future stent designs may need to be patient specific with expansion that can be
tuned circumferentially according to the thickness of plaque layer. This will help protect the arterial layers from being
overstretched and damaged by stenting, which is potentially associated with chest pain.

References: [1] Ormiston et al., Circ Cardiovasc Imaging 2: 255-260, 2009.

[2] Javaid et al., 2006, Am J Cardiol 98: 911-914, 2006.

[3] Yildiz et al., Health 5: 1-5, 2013.

[4] Johnston et al., J Vasc Surg 2: 70-73, 2014.
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FREEWARE IS A VIABLE ALTERNATIVE TO COMMERCIAL SOFTWARE WHEN CREATING SUBJECT-SPECIFIC FE
MODEL GEOMETRY
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Introduction and Objectives: Subject-specific finite element (FE) models are gaining popularity within personalized
medicine. These models represent a specific individual and situation, and offer the possibility of simulating variations of
treatments before selecting the optimal procedure for the individual. Subject-specific geometry is crucial to subject-specific
models; using idealized geometries overestimates contact areas and underestimates stresses [1].

Subject-specific geometry is derived from medical scans. Geometry structures are segmented based on voxel grayscale
values. Then any gaps or spikes in segmented surfaces are smoothed. Finally, structures are assembled into the FE
model geometry. Commercial software provides efficient yet costly purpose-specific segmentation and smoothing
workflows. Multiple freeware alternatives are also available. The objective of this study was to create subject-specific
geometry using both commercial and free software. We then compared the volumes of the commercial and freeware
segmented geometries and of the commercial and freeware smoothed geometries.

Methods: A 3T MRI scan (T1-weighted, sagittal-sliced, resolution=0.230mm3) was taken of a healthy male’s knee (47yrs,
108kg). Nine structures [bones (femur, tibia, patella), cartilage (femoral, medial tibial, lateral tibial, patellar), and menisci
(medial and lateral)] were segmented using both commercial software (Mimics 14.01, Materalise, Leuven, Belgium) and
freeware (ITK-SNAP 2.4.0, Cognitica Corporation and National Library of Medicine, USA). The 2D slice segmentations
were combined to create 3D surfaces. Each structure’s volume (including voxels internal to the surface) was calculated.
The nine commercial and nine freeware segmentation volumes were compared.

Each structure was then smoothed. Commercial segmentations were smoothed using commercial software (Geomagic
Studio 11, Geomagic, Inc., Research Triangle Park, NC, USA); freeware segmentations were smoothed using freeware
(Blender 2.68a, Stichting Blender Foundation, Amsterdam, The Netherlands). The volume of each smoothed structure
was calculated. The nine commercial and nine freeware smoothed volumes were compared.

The smoothed structures were then assembled into the FE model geometries (SolidWorks 2010, Dassault Systémes
SolidWorks Corp., Concord, MA, USA; Academic License cost $150/£100). Structures were automatically imported based
on the original MRI scan coordinates. Therefore, structure orientations and positions matched those in the MRI scan. The
knee assemblies created using commercial and free software were visually compared.

Results: Volumes of the nine structures segmented using commercial and freeware differed by 3.0% * 3.7%. Commercial
and freeware smoothed volumes differed by 7.1% % 10.3%. Both segmented and smoothed structures tended to have
slightly larger volumes when created using commercial software. This trend was at least partially explained by different

segmentation and smoothing strategies used in the commercial and free software.
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During segmentation, the user identifies pixels which represent a specific structure; the pixels are then used to define the
structure boundaries. Therefore, structure boundaries will not be smooth, but stepped, due to the pixels. The commercial
software used in this study artificially added material to avoid excessively-stepped surfaces, whereas the freeware used in
this study did not add material. The material added by the commercial software led to larger volumes.

The larger commercial volumes persisted after smoothing. The commercial software automatically smoothed the
structures, only removing volume in areas with geometric spikes. The freeware did not automatically remove spikes; the
entire surface of each structure had to be smoothed to remove any potential spikes. Therefore, areas without spikes were
also smoothed, resulting in smaller freeware volumes.

Visually comparing the knee assemblies showed that the gross morphologies of the commercial and freeware geometries
were similar, with the details of the freeware geometry appearing smoother. There were some differences between the
two assemblies: patellar cartilage (yellow) extended further distally and the anterior medial meniscus (red) was thinner
when freeware was used. These differences were user-dependent and reflect the subjective nature of
segmentation/smoothing, rather than systematic differences in software choice.

Figure:

Caption: Geometry created using (left) commercial and (right) free software.

Conclusion: Both commercial and free software were capable of creating morphologically similar subject-specific
geometry. Therefore, we conclude that freeware provides a viable alternative to commercial software. We do not think one
is “better” than the other. Users should understand the trends associated with using either commercial or free software.

Freeware structures tended to be smoother with less volume; users must be careful to avoid over-smoothing surfaces.
References: [1] Anderson et al., J. Biomech., 43: 1351-57, 2010.
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THE RELATION BETWEEN CLINICAL DIAGNOSED MECHANICALLY INDUCED METATARSALGIA, INCREASED
PLANTAR PRESSURE, AND REACTION FORCES AT THE FOREFOOT.
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Introduction and Objectives: Metatarsalgia is defined as forefoot pain beneath the second, third, and fourth metatarsal
heads [1]. Diseases, such as rheumatoid arthritis or neuralgia, but also altered forefoot biomechanics can cause
metatarsalgia [2]. Mechanically induced metatarsalgiais a common medical diagnosis based on a clinical examination.
The logical treatment approach is to reduce the mechanical forefoot load, either with orthotic devices or by surgery.
However, these treatments can be expensive and often do not successfully relieve the pain [3]. The unsatisfactory
treatment outcomes of patients with metatarsalgia lead to our research question: Can clinical examination diagnose a
biomechanical overload beneath the forefoot?

A mechanical forefoot correction is only appropriate if there actually exists a biomechanical overload of the forefoot.
Therefore, the main research objective was to evaluate the sensitivity and specificity of the clinical examination to
diagnose mechanically induced metatarsalgia beneath the second metatarsal head. This was done by comparing the
clinical diagnosis to the peak plantar pressure and the estimated reaction forces beneath the second metatarsal head.
Methods: Plantar pressure data of 340 subjects diagnosed with mechanically induced metatarsalgia beneath the second
metatarsal head and 207 subjects without metatarsalgia were retrospectively compared. All subjects were examined by
one experienced clinician. Plantar pressure of the second step was measured when walking over a pressure platform
(EMED SF, Novel, Munich) at floor level. Five trials per subject were averaged and analysed.

The peak pressure beneath the second metatarsal head was calculated for each step using MATLAB. The estimated
reaction forces at the second metatarsal head were calculated for each foot with the modified [4] inverse dynamics model
of Jacob et al. [5]. Thresholds for normal pressure and reaction force values were derived by confidence interval of the
subjects without metatarsalgia.

To compare the clinical examination with the peak pressure and the reaction forces, the sensitivity, specificity, positive
and negative likelihood ratios together with the associated 95% confidence intervals (Cl) were calculated from
contingency Tables 1a and 1b.

Results: The sensitivity (true positive rate), meaning that metatarsalgia was diagnosed and the pressure is increased, was
65.5 % (Cl: 58.5 % - 72.0 %). The specificity (true negative rate); hence, the probability that no metatarsalgia was
diagnosed when the pressure is normal was 39.8 % (Cl: 34.6 % - 45.2 %). The positive likelihood ratio was 1.09 (Cl: 0.95-
1.24), the negative likelihood ratio 0.87 (Cl: 0.69-1.09).

Compared to the reaction force at the second metatarsal head the sensitivity of the clinical examination was
67.3 % (Cl: 60.7 % - 73.3 %). The specificity reached 41.4 % (Cl: 36.0 % - 47.0 %). The positive likelihood ratio was
1.15 (Cl: 1.01 - 1.31) and the negative likelihood ratio 0.79 (CI: 0.63 - 0.99).
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Figure:

Caption: Table 1: Contingency tables of diagnosis: (a) peak plantar pressure at second metatarsal head vs. clinical
diagnosis and (b) reaction forces vs. clinical diagnosis.

Conclusion: Our sensitivity values indicate that clinicians diagnose a mechanically induced metatarsalgia beneath the
second metatarsal head in less than 68 % correctly. Even worse, in less than 42 % (specificity) they can correctly declare
a subject for healthy considering the forefoot loading. The positive likelihood ratios were below 2 where above 10 is
considered a good value [6]. Our negative likelihood ratios of above 0.75 were too high, as values below 0.1 are
considered as good [6]. Consequently, it is hardly possible to correctly diagnose a mechanically induced metatarsalgia by
clinical examination. We conclude that biomechanical measurements, such as plantar pressure or estimated reaction
forces at the forefoot can reduce the number of wrongly treated patients, especially when a metatarsalgia is accompanied
by a missing mechanical overload. In this sense the benefit of the biomechanical measurements is the false-positive
detection because these patients are unlikely to benefit from any orthotic or surgical treatment to unload the forefoot.
References: [1] Schuh et al., Foot & Ankle Clinics, 16: 583-595, 2011.

[2] Feibel et al., Foot & Ankle Clinics, 6: 473-789, 2001.

[3] Goodman, Southern Medical J, 97: 867-870, 2004.

[4] Wyss, Clinical Biomechanics, 20: S41-S42, 2005.

[5] Jacob et al., Clinical Biomechanics, 16: 783-792, 2001.

[6] Fargan, N Engl J Med, 293: 257-261, 1975.
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DO STATIC FOOT MEASURES PREDICT MEDIAL LONGITUDINAL ARCH MOTION DURING RUNNING?
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Introduction and Objectives: Static assessment of the structural alignment and/or characteristics of the foot are commonly
advocated by running shoe manufacturers and retailers to classify the foot, with a view to recommending the appropriate
type of running shoe. Despite this, the extent to which static measures predict dynamic foot motion during running is
unsubstantiated, with findings from previous research producing conflicting results [1, 2, 3]. The purpose of this work was
to determine whether static foot assessment could predict medial longitudinal arch (MLA) motion during running.
Methods: Fifteen physically active males (27 + 5 years, 1.77 £ 0.04m, 80 + 10kg) participated in the study. Foot Posture
Index (FPI-6), MLA and rearfoot angles were measured in a relaxed standing position. Static MLA and rearfoot angles,
and dynamic MLA motion were calculated from the position of retro-reflective markers tracked by a VICON motion
analysis system. Markers were attached to the medial malleolus, navicular tuberosity and the first metatarsal head in
order to calculate the MLA angle and to the base of the calcaneus, the Achilles tendon attachment, the centre of the
Achilles tendon at the height of the medial malleoli and the centre of the posterior aspect of the shank to calculate the
rearfoot angle. Participants ran barefoot on a treadmill at a self-selected pace (2.8 £ 0.5m.s-") during dynamic trials.
Bivariate linear regression was used to determine whether the static foot classification measures predicted MLA range of
motion (ROM) and MLA angles at initial contact (IC), midsupport (MS) and toe off (TO).

Results: All three foot classification measures were significant predictors of MLA angle at IC, MS and TO (p < .05)
explaining 40-91% of the variance (Table 1). None of the static foot classification measures were significant predictors of
the range of MLA motion during the stance phase of running (Table 1).

Conclusion: The findings of this study revealed that all selected static classification measures were significant predictors
of MLA angles at discrete time points within the running gait cycle. Static MLA angle explained the greatest amount of
variance in dynamic MLA angles at discrete time points within the running gait cycle, accounting for 91%, 87% and 84% of
the difference in MLA angles at IC, MS and TO respectively. However, the importance of being able to predict MLA angles
at discrete time points is questionable, as angles at discrete time points provide only limited information as to the dynamic
functioning of the foot. In contrast, MLA ROM during the stance phase of running gait gives an indication as to the
dynamic flexibility and function of the foot, which have theoretical links to the development running related injuries [4, 5].
The absence of a significant relationship (p > .05) between the foot classification measures and MLA ROM during running
has implications for both clinicians and the running community, specifically running shoe retailers, who commonly use

static foot classification measures to recommend running shoes.
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The findings from this work suggest that static foot classification measures do not predict MLA motion during

running. This finding lends support to the view that static foot assessment may not be an appropriate approach to classify

the foot with a view to recommending footwear interventions designed to reduce injury risk.

Table:
Dynamic MLA motion
RO IC Midsupport TO
M
FPI-6 - -.68* -76™* -73%*
.03
MLA angle .07 | .95*** .93** L92%**
Rearfoot angle - .68* .76** .64*
46

*p<.05 *p<.005 ***p<.001

Caption: Table 1. Coefficient of determination (r) for static foot classification measures and aspects of dynamic MLA
motion throughout the stance phase of the running gait cycle

References: [1] Nachbauer et al,. Med Sci Sports Exerc. 24: 1264-9 1992.

[2] McPoil et al., J Am Podiatr Med Assoc. 97: 102-7, 2007.

[3] Lee et al., J Athl Train.47: 83-90, 2012.

[4] Williams et al., Clin Biomech. 16: 341-7, 2001.

[5] Asplund et al., The Phys Sportsmed. 33: 17-24, 2005.
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Introduction and Objectives: Ankle osteoarthritis (OA) is a joint degenerative disease with high impact on quality of life. As
ankle OA is often of post-traumatic nature, its onset has been linked to aberrant joint loading. When reaching end-stage
(i.e. considerable lack of joint mobility, pain), the treatment options for ankle OA are limited to surgical interventions, such
as Total Ankle Arthroplasty (TAA), which restores the mobility of the joint. However, TAA is associated with high failure
rates, often related with bone resorption and cyst formation in the bone-implant interface or mechanical failure of one of
the prosthetic components. To further investigate the link between joint loading and the development of OA, as well as the
success of TAA, we quantified the topology joint loading conditions in the native ankle and TAA joint during gait.
Methods: Gait simulations were performed on 8 cadaveric foot specimens, amputated mid-tibially, by imposing tibial
kinematics and applying muscle forces on nine tendons [1,2]. Intra-articular pressure distribution was measured with a
Tekscan #5033 sensor (Tekscan Inc, Boston, MA) at 100 Hz in the ankle joint of the specimens before and after
implantation of a Hintegra three component TAA (New Deal, Lyon, France). The peak pressure was calculated for five
intervals of stance phase and six regions of the ankle joint. We tested for statistical significant differences between the
native ankle and TAA joint with a non-parametric rank sum test (Wilcoxon) for each interval and region. The test was
performed both for each specimen separately and for all the specimens grouped to differentiate individual and group
response. Statistical significance was reported for p<0.05

Results: For the native ankle, the highest peak pressures were measured in the anterior and medial regions of the joint.
The maximum observed median pressure was 1.1 MPa and it occurred between 21%>40% of stance phase. For the TAA
joint, the highest peak pressures were measured in the central and medial regions with the maximum observed median
pressure being 5.11 MPa between 81%>100%. For most regions and stance phase intervals, significant increase in peak
pressure was detected in five out of eight specimens, with only one specimen in most cases showing a significant
decrease. No significant increase was detected for the grouped comparison in any interval or region, except for the
anterior and medial region between 41%>60% (1.99 MPa increase, p=0.038) and posterior and lateral region between
41%>60% (0.29 MPa increase, p=0.05) and 61%>80% (0.31 MPa increase, p=0.05).
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Caption: Peak pressure distribution on the tibial articular surface before (red) and after (blue) TAA implantation. The peak
pressure for six areas of the tibial articular surface is visible for five intervals of stance phase.

Conclusion: The regions that are more loaded in the ankle joint are coinciding with the regions that are often reported in
literature with higher incidence of ankle OA [3]. This further supports the hypothesis that high joint loading and OA onset
may be linked. Furthermore, a non-physiologic increase in joint loading is present in the joint after implantation of TAA,
which might have a negative impact on the mechanobiology and bone growth of the distal tibia. This increase is significant
in five out of eight specimens, however not significant for the group average; this indicates that even though the increase
is significant in individual specimens, the amount of increase is not consistent.

References: [1] Peeters et al. J. Eng. Med. 9; 955-967,2013

[2] Natsakis et al. J. Biomech., 2014 (in print)

[3] Koepp et al. J. Orthop. Sci., 4, 407-412, 1999
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CHANGES IN FOOT TEMPERATURE AS A FUNCTION OF WALKING SPEED
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Introduction and Objectives: Foot ulcers are a major concern for diabetic people. It has been shown that a difference of
20C or more between the same locations on the contralateral feet indicate a risk of ulceration in the foot with the higher
temperature’. The mechanisms of this temperature rise are unknown. The first step to evaluating the role of temperature
in ulceration is to understand the fundamental physiology of foot temperature changes with loading and walking. To this
end, we studied the temperature of the feet of healthy human participants as they walked on a motorised treadmill at three
different speeds.

Methods: 14 participants (21-40 years;13 male), without diabetes, foot problems or loss of sensation were recruited for the
study. To record temperatures of the feet as participants walked we made insoles embedded with temperature sensors
TMP35 (Analog Devices) at four locations: hallux, between the first two metatarsal heads, the lateral side of the foot, and
the heel. The insoles were placed in standard ‘Darco’ shoes with the wiring from each sensor located under the insole to
the lateral side of the foot. Temperature data were stored on a USB memory stick using the analog input channels of two
myRIOs (National Instruments) — a reconfigurable input-output device — which digitised (12 bit resolution) and stored the
data. We also recorded acceleration from an on-board (the myRIO) 3-axis accelerometer. All data were synchronously
recorded at a sample rate of 100 Hz. During the experiment, the participants removed their shoes and rested with legs
stretched out for 10 minutes, to ensure that the feet returned to their resting state. After the rest, temperature sensors
were put on the feet and the subjects were asked to sit for 5 minutes followed by 10 minutes of standing. The subjects
then walked on the treadmill at a fixed speed for 40 minutes. After walking, there was 15 minutes sitting while the
temperature recording continued. It was intended that each participant walked on the treadmill three times at different
speeds: 0.8 m/s, 1.2 m/s and 1.6 m/s. The order in which the participants walked at different speeds were randomized.
For logistical reasons, not all participants walked all the speeds. Five participants walked all the three speeds. In total, the
temperatures were recorded on 27 occasions.

Results: Fig. 1 shows the mean (over all participants) temperature rise profiles of the right foot while walking. The mean
temperature rise over the duration of the walk are given in Table 1. We performed a factorial 3x4x2 ANOVA with speed,
location of the foot and the two feet -right and left. It showed a significant main effect of speed on the temperature rise
with walking, F(2,190)=3.75, p=0.025. There is a mild effect of location, F(3,1279)=1.69,p=0.169 and no effect of the foot,
F(1,1279)=0.937,p=0.749. The interaction between location and speed was not significant, F(6,1279)=0.35,p=0.912.

The temperatures of the foot were lowest for the medium speed and highest for the maximum speed (Min-Med:
p=0.04,CI-[0.04,1.38]; Min-Max: p=0.02,CI-{-2.16,0.15]; Max-Med: p=0.002,CI-[0.8,3.17]). We found that the temperature
of the metatarsal head was significantly higher than the other locations (Met head-Hallux: p=0.0002,CI-[0.61, 1.0]; Met
Head-Lateral Side: p<0.0001,CI-[0.66, 1.4]; Met Head-Heel: p=0.0016,CI-[0.38, 1.52]).
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Figure:

Caption: Mean temperature rise curves during walking for different speeds and locations of the foot.

Conclusion: It is clear from our data that foot temperature increases as people walk. The temperature rise increases with
increasing speed. The deviations from this trend may be due to the variations in the pressure-time integrals at different
speeds. Temperature change also depended on the location of the foot, and likely reflects differences in loading at the
locations. We are currently doing experiments to investigate these phenomena.

Since we sampled temperature from four different sites on the foot, we were able to identify some issues with two of the
sensor sites that could be addressed by future changes to the measurement approach. Specifically, we found that the
sensor under the hallux was not always touching the plantar tissue due to variations in foot size between participants. In
addition, we found that in some cases the foot lifted off the sensors during walking.

Our study gives baseline data that we can use to inform our fundamental understanding of the mechanism(s) behind the
rise in foot temperature as we move towards measurements in diabetics. We hope that this will help us to better

understand the onset of diabetic foot ulceration.

Table:
Hallux = Metatar | Lateral Heel
sal Side
Head

08m/s | 201+ 355+ 316+ 3.01%
1.51 1.36 0.99 0.89

12m/s | 280+ 374+ 314+ 269=
2.02 1.43 0.97 1.29

16m/s | 312+ 4556+ 370+ 423+
2.16 1.39 1.19 2.50
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Introduction and Objectives: The Brazilian National Standards Organization[1] establishes 20 steps for determining the
footwear pronation rate during walking and running.The data acquisition of 20 trials could imply discomfort for runners and
more expenses for employees performing the biomechanical tests, especially for footwear studies in which two or more
shoe models are compared in the same experiment.In addition, the number of analyzed trials has been considered of
great importance for the reliability of locomotion measurements [2]. Some studies report 5 trials to assure good reliability
of knee and ankle kinematics during running [3, 4, 5], however Ferber et al [3] and Diss [4] only analyzed Intraclass
Correlation Coefficients (ICC) for 5 trials and Sinclair et al [5] analyzed the ICC and Standard Error of Measurements
(SEM) for 5 trials.The ICC can provide the consistency between trials, while SEM quantifies the precision of scores in the
test to define the ideal number of trials for the experiment. Therefore, the purpose of this study is to quantify the reliability
of 12 kinematic variables using ICC and SEM across 18 trials, intending to optimize the biomechanical test protocols, yet
assuring high confidence levels.

Methods: Ten healthy runners (39.0+9.3 yrs old, 70.0£6.1 kg, 170+£6 cm) with rearfoot strike pattern ran over a 25 meters
walkway in constant and natural velocity (2.64 to 2.92 m/s). All runners used the same commercially available sport shoe
construction for the test. Eighteen valid trials were collected and the kinematics measured by 6 IR cameras at 300 Hz
(VICON T-40, Oxford, UK). Sixteen reflexive markers (14 mm @) were attached according to Plug’'n Gait marker set
(Nexus, VICON) and sagittal knee and ankle angles and frontal ankle angles were analyzed. The right leg data was
filtered at 12Hz using a Butterworth 4th order zero-lag filter. Reliability tests were performed, after confirming that the data
was normally distributed (Kolmogorov-smirnov), for 2 to 18 trials by intraclass correlation coefficients (ICC(1,1) = (MSb-
MSw)/(MSb + (k-1)MSw)) and Standard Error of Measurements (SEM = SD+1-ICC). The means and standard deviations
between subjects for all trials.

Results: For the knee kinematics in the sagittal plane, 3 to 4 trials are enough to get the best reliability and low SEM. For
ankle kinematics in the frontal and sagittal planes, 6 trials result in a good reliability for ICC score and low SEMs. The only
exception was the ankle extension during the toe-off, which did not achieve the acceptable classification even in the best
ICC score. The ICC score should be carefully interpreted since the variability between subjects can interfere in the results.
The ICC is very sensible to between-subjects variability [6]. That is why the SEM is also analyzed in these cases. The
interpretation of SEM centers on the assessment of reliability within individual subjects and it is in the same units as the
measurements of interest. The ankle extension during the toe-off had poor ICC score and also a high SEM probably
because the take off can be performed with more or less ankle extension and is extremely variable among subjects. Our

study shows that for all kinematic variables analyzed, more than 10 trials resulted in lower ICC and higher SEM. The
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Organization, however, 6 trials for ankle kinematics and 4 trials for knee sagittal kinematics seems better than 5. The data
acquisition of 20 trials would be a waste of experiment time and also would reduce the data consistency, probably
explained by the increased chance of error.

Figure:

Caption: llustration of Intraclass correlation coefficient (lines) and Standard Error of Measurement (numbers above or
under each mark) of ankle and knee kinematic parameters during 2 to 18 trials.

Conclusion: Six trials guarantee good reliability for almost all variables when analyzing ankle sagittal and frontal plane kinematics
during running. For the sagittal plane of knee, four trials are necessary for a good reliability.

Table:
Variables Me S
an
Maximum Knee Flexion (°) — Max SK 49. 6
9
0
Sagital Knee ROM (°) - SK ROM 31.
6
Knee Flexion @ Footstrike (°) — SK fs 18. 4
Knee Flexion @ Toe-off (°) — SK to 16.
7
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Maximum Ankle Flexion (°) — Max SA 36.
4

Sagital Ankle ROM (°) - SA ROM 19.
Ankle Flexion @ Footstrike (°) — SA fs 17.
3

Ankle Flexion @ Toe-off (°) — SA to 0.6
Maximum Ankle Eversion (°) — Max FA 9.5
Frontal Ankle ROM (°) - FA ROM 9.1

Ankle Inversion @ Footstrike (°) — FA fs -0.3

Ankle Inversion @ Toe-off (°) - FA to -0.6

Caption: Means and standard deviations of all variables for 18 trials.

References:
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[4] Diss CE, Gait Posture 14: 98-103, 2001.
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Introduction and Objectives: Soccer is the most popular sport in the world, and also one of those with a particularly high
injury rate per hours of play [1]. The shoe itself is suspected to be often involved and sometimes even responsible for this
high injury risk exposure [2]. Among the various possibilities, custom-made shoes was identified as one promising way to
improve players protection [3]. The current study aims at using numerical simulation to improve shoe design procedures in
order to reduce players exposure to the most frequent pathologies occuring in soccer, and explore the possible benefits of
the custom-made shoes approach.

Methods: An parametric finite element model of the lower limb, derived form the LLMS model [4] was widely validated
under quasi-static and dynamic loading conditions and afterwards coupled to a soccer shoe model. Particular attention
was put on foot to shoe interactions and initial constraints. The shoe model includes an original outsole architecture
offering the possibility to customize heel and footarch support geometry and materials according to each player
characteristics.

A database of mechanical properties of 40 podiatric foams has also been build, by performing compression tests at 3
different energy levels and inverse analysis. Anti-vibration, shock-absorbing and propulsive properties of each tested foam
were quantified by simulating hign energy impacts, in order to rate and classify each of these materials.

Finally, volunteer tests were performed on european first football leagues players in order to record plantar pressures and
corresponding body kinematics in typical soccer movements such as jump landings or shootings. Recorded data would
then define boundary conditions of these typical soccer movements, used as inputs for shoe structure and materials
optimization. Optimization objectives were based on biomechanical criteria such as reduced vibrations and stress peaks
at the major joints (see Figure 1).

Results: The characterization of foams revealed a great variety of visco-elastic behaviors. A classification of these foams
into three groups (ie anti-shock, propelling and anti-vibration) could be proposed, with the most efficient materials
identified in each of these groups. Optimization made it possible to achieve a combination of materials and define each
layer thickness to reduce by up to 80 % vibrations transmitted to the bones and by 40 % the recorded peak stresses at

joints.
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Figure:

Caption: Figure 1. Example of jump landing simulation, and corresponding stress peak recorded on the calcaneus bone.
Conclusion: A maodification of the outsole structure and materials significantly acts on the biomechanical response of lower
limbs (and by extension on the entire human body). A significative improvement of lower limbs exposure to risk of injury
can be considered from this type of approach.

References: [1] Olsen et al., Br J Sports Med. 38(1):89-94, 2004.

[2] Kinchington, ASPETAR sports medecine journal, 1:360-368, 2013.

[3] O'Connor et al. Foot Ankle Clin, 18 (2), 369-380, 2013.

[4] Behr et al., J Biomech Eng., 128(2):223-231, 2006.
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CROSS CUT BIOMECHANICS ARE AFFECTED TO A GREATER EXTENT WHEN PERFORMED IN AN
UNANTICIPATED CONDITION COMPARED TO A FATIGUED CONDITION

Enda Whyte *"Kieran Moran " 2Chris Richter 123

1School of Health and Human Performance, DCU, 2Insight:Centre for Data Analytics, 3Sports Medicine, Sports Surgery

Clinic, Dublin, Ireland

Introduction and Objectives: Anterior cruciate ligament (ACL) are common in sports during landing, deceleration and
cutting activities[1] particularly during the later stages of sporting activities[2]. This suggests that fatigue has a negative
effect on lower limb biomechanics predisposing an athlete to injury. Further, many field sports produce relatively
unanticipateable events, requiring participants to react with appropriate neuromuscular strategies[3]. This requires the
integration of visual scanning and decision making with implementation of the appropriate neuromuscular strategy[4].
Non-contact ACL injuries tend to occur during sub-maximal activities in response to a sporting stimulus[1], suggesting
that a chosen strategy may result in pathological loading.

Cutting activities are divided into side cutting where the participant plants one foot and cuts to the opposite side; and the
cross cut where the participant plants one foot and cuts to the same side[5]. To the authors’ knowledge, no studies have
analysed the combined effect of fatigue and decision making on the biomechanics of the cross cut. Therefore, this study
aims to examine the effects of fatigue and anticipation on the biomechanics of a cross cut.

Methods: Kinematic and kinetic data were recorded for 30 healthy, male intervarsity athletes during a cross cut in
anticipated (ANT) and unanticipated (UNANT) conditions, before (PRE) and after (POST) an exercise protocol[6].
Participants jumped forward 70% of their maximum jump, landed on their dominant leg and performed a cross cut at 45°.
This was employed to limit the variable effect of a ‘free run’ approach. In the ANT condition, a light indicated the direction
of the cut five seconds prior to the task. For the UNANT, the light was triggered by breaking an infra-red light during the
jump (approx. 139ms before ground contact).

The deceleration phase of the cross cut was analysed (initial contact to the first propulsive forces). Analysis of
Characterising Phases detected differences between the conditions by generating scores from key phases (phases of
variance) identified using principal components that captured >99% of the variance in the data[7]. A Repeated Measures
ANOVA was performed and Cohen’s D (d) was calculated to measure the effect of statistical differences (a = .05). Only
significant findings of waveforms with a medium (d >.5) or large effect size (d >.8) are reported.

Results: PRE vs. POST analysis revealed multiple statistical differences without reaching a medium effect size. For the
ANT vs. UNANT condition, key phases in knee and hip moments, and pelvic and thoracic angles were found to be
significantly different (table 1) with the minimum of a medium effect size (d>0.5). A full list of examined key phases is
illustrated in figure 1. Multiple significant effects of fatigue (ground reaction force, ankle moments, knee and hip angles
and moments, and pelvic and thoracic angles) were observed, supporting previous studies examining the effects of
fatigue during cutting movements[8]. However, none of these factors reached a medium effect size suggesting that fatigue

has a relatively low effect on the biomechanics of a cross cut.
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ANT vs. UNANT findings supported previous studies examining the effect of anticipation on biomechanics during
cutting[8,9]. However, within the present study these had a small effect size (knee flexion, abduction and rotation angle,
hip flexion and rotation angles). Anticipation had the greatest effect on proximal biomechanics with medium effect sizes at
the knee and hip moments and pelvic angles and large effects sizes at the thoracic abduction angle supporting the
association between trunk kinematics and ACL injury risk[10]. This has important implications for future studies on

unanticipated cutting and ACL injury prevention programmes.

Figure:
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Caption: Figure 1: Key phases examined.

Conclusion: The current study demonstrate that fatigue and anticipation alter the biomechanics of a cross cut. The effects

of anticipation have a much greater influence on proximal biomechanics in particular.

Table:
Variable Key P Cohens D
Phase valu
e
Knee Abduction Moment 20-23& | <.00 -.57-.55
29-33 1
Hip Abduction Moment 12-15, 19- | <.00 -.52,-.83,-.63,-.74 & -.58
22, 27-29, 1
44-47 &
53-58
Hip Flexion Moment 35-38 <.00 .6
1
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Hip Rotation Moment 19-23, 28-  <.00 .54, .54, 53, .6 & .54
32, 37-41, 1
48-53 &
62-69
Pelvis Flexion Angles 39-55 <.00 .55
1
Thorax Abduction Angles 1-21 & <.00 -.96 & -.99
89-100 1

Caption: Table 1: Statistical significant differences
References: 1.Boden et al. Am J Sports Med. 2009;37(2):252-259
2.Gabbett TJ. J Sports Sci. 2004;22(5):409-417
3.Borotikar BS et al. Clin Biomech. 2008;23(1):81-92
4.Cortes N et al. J Ath/ Train. 2013;48(3):306-313
5.McLean SG et al. Med Sci Sports Exerc. 2009;41(8):1661-1672
6.Sheppard JM, Young WB. J Sports Sci. 2006;24(9):919-932
7.Kim JH et al. Am J Sports Med. 2014;42(8):1985-1992
8.Whyte EF et al. J Sport Rehabil. 2014. doi: 2014-020
9.Richter C et al.J Biomech. 2014;47(12):3012-3017
10.Hewett TE et al. BrJ Sporits Med. 2009;43(6):417-422
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BIPEDAL LOCOMOTION OF THE JAPANESE MACAQUE: INTERACTIONS BETWEEN TRUNK, LEGS AND SELF-
STABILITY.

Emanuel Andrada '"Yefta Sutedja 2Eishi Hirasaki 3Reinhardt Blickhan 2Naomichi Ogihara 4

Institute of Systematic Zoology and Evolutionary Biology, 2Science of Motion, Friedrich-Schiller-University, Jena,

Germany, 3PRI, Kyoto University, Inuyama, 4Department of Mechanical Engineering, Keio University, Yokohama, Japan

Introduction and Objectives: The adoption of bipedalism as preferred mode of terrestrial locomotion is a fundamental step
in evolution of many species. Bipedalism evolved first about 230 million years ago in archosaurs, a group that includes
both crocodilians and dinosaurs, being the most recent ancestors of modern bird species. A second evolution towards
bipedalism occurred ca. 7 millon years ago in Africa, and marked the start of the divergence of the human lineage from
that of other African apes. Interestingly, while the lineage of Theropoda leading to modern birds kept the pronograde
(almost horizontal) body posture inherited from quadruped ancestors, early and actual humans adopted an erected trunk
posture during bipedal locomotion. Despite trunk orientation, bipedal locomotion needs hip moments to balance the trunk.
Controlling hip torque in a way that the ground reaction force points towards a point above the center of mass (CoM)
termed Virtual Pivot Point (VPP) can help to stabilize the trunk [1-3]. Our recent investigations show that the balance of
the trunk at a certain orientation influences the function of the effective leg (segment hip-foot contact; [3]). In small birds
the effective leg, which works asymmetric like a parallel spring —damper, has an effect on balancing the trunk at one hand
and stabilizes pronograde locomotion on the other hand. Interestingly, for pronograde posture the majority of the self-
stable solutions are grounded running (a running gait without aerial phases, [3]). In the present study, we investigated the
dynamics of the interaction between trunk and legs during the bipedal locomotion of a non-human quadrupedal primate,
Japanese macaques (Macaca fuscata), as their facultative bipedalism may represent an intermediate state between the
bird and human bipedal locomotion [4].

Methods: Two adult trained macaques locomoted bipedally on an instrumented walking track at self-chosen speed. The
gait-lab setup in the Primate Research Institute at Inuyama (Japan) consisted of a 3D-forceplate (strain gage based;
Kyowa Dengyo, EFP-S-1.5KNSA2), a wooden track to match floor height, and two video cameras (Canon, iVIS HF S21;
res. 1920 X 1080 pxls, 60 half-frames/s; shutter: 1/200 s). The videos were stored as half frame .avi’s and digitized
manually using Winanalyse (Mikromac, Germany). The resulting data were further processed using custom Matlab®
software. We computed VPP height, axial leg function, leg stiffness (4), leg damping (¢), leg length at TD (&), and % of
Congruity as shown in [3]. We simulated macaque locomotion with the bio-inspired Pronograde VPP model [3]. Model
parameters were obtained from the experimental results and literature [5].

Results: Macaques locomoted bipedally with an erected trunk at speed ranging from 0.7 m/s to 1.1 m/s without aerial
phases. They exhibited a left-skewed ground reaction force (GRF) profile, which is similar to those observed in bird
grounded running. Accordingly, the values of the % of congruity were higher than 50, indicating bouncing-like mechanics
(grounded running) during macaque locomotion. Intersections of GRF in a VPP point were not always as clear as

observed for humans and birds. The calculated VPP height was in mean 0.28 m above the CoM. Similar to birds, the
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effective leg function was asymmetric (leg length is longer than at touch-down than at toe-off, and protraction angle at TD
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was larger than retraction angle at TO). Thus a parallel spring-damper leg model was used to fit leg force. The results of
the non-linear fit yielded to following mean values: leg stiffness k= 600 Nm-*; leg damping ¢=20 Nsm-'. When computing
only leg stiffness from maximal force and mean leg contraction, the value was Asym= 1500 Nm-1.

In simulations, the PVPP model did not find stable solutions for trunk inclinations ranging from 5° to 50°. Still the model is
able to balance the trunk and to locomote for more than 100 steps, but locomotion speed continuously increased even for
larger damping values. Interestingly, with vertical trunk and spring-like legs, we found stable walking at speeds ranging
from 0.7 to 0.8 ms-".

Figure:

Caption: Bipedal locomotion of the japaneese macaque and the PVPP model

Conclusion: Contrary to the results obtained for pronograde locomotion, grounded running is not self-stable for vertical or
close to vertical trunk orientation. We conclude that rather than the upright locomotion per se, the important locomotion
innovation characterizing the human lineage is likely to be the development of a less ‘compliant’ and more symmetric
effective leg function, which enabled the exploration of self-stable walking domains.

References: [1] Maus et al., Nature communications 1, 70, 2010.

[2] Andrada et al., J Exp Bio/ 216, 3906-3916, 2013.

[3] Andrada et al., Proc R Soc B281(1797), 2014.

[4] Ogihara et al., J Exp Biol 217(Pt 22):3968-73, 2014.

[5] Ogihara et al., J Hum Evo/58(3):252-61, 2010.
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WHEN ESTIMATING BONE POSE USING PROCRUSTES SUPERIMPOSITION, ONLY THE RIGID COMPONENT OF
THE SOFT TISSUE ARTIFACT IMPACTS ON END RESULTS

Tecla Bonci 12345"Valentina Camomilla 4 SRaphaél Dumas *235Laurence Chéze 123 5Aurelio Cappozzo 45

"Université Lyon 1, Lyon, 2Université Claude Bernard Lyon 1, Villeurbanne, 3LBMC UMR_T9406, Laboratoire de
Biomécanique et Mécanique des Chocs, IFSTTAR, Bron, France, 4Department of Movement, Human and Health
Sciences, SInteruniversity Centre of Bioengineering of the Human Neuromusculoskeletal System, Universita degli Studi di
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Introduction and Objectives: To reconstruct the pose of a bone in the 3D space, stereophotogrammetry and a skin-marker
cluster are used. The movement between skin-markers and the underlying bone is regarded as an artefact (soft tissue
artefact, STA) having devastating effects on end results. This STA can be described at marker-cluster level by a series of
geometrical transformations, such as rotations and translations (cluster rigid motion: CRM), homotheties and stretches
(cluster non-rigid motion: CNRM). Recent studies quantified these STA components [1]-[4], showing that CRM is normally
predominant with respect to CNRM. Based on this observation, it is concluded, either explicitly or implicitly, that CNRM
has a limited impact on bone pose estimation (BPE) and that STA compensation should concentrate on CRM. This study
disputes the message carried by this statement and demonstrates that CNRM does not have a limited effect on BPE
accuracy, but, rather, it has no effect whatsoever and that this is the case independently from its magnitude relative to
CRM. For this reason, the only STA component to be compensated for is CRM.

Methods: The data obtained in [5] and relative to the trajectories of both skin and pin thigh markers recorded during 5
trials of each of 3 running subjects (S1, S2, S3) were used. For each trial and subject, a bone anatomical frame (AF) was
defined, based on the pin markers, and the movement of four skin-markers reconstructed in the AF. Relevant
displacement vectors were represented, in each A-th sample, as an STA vector field V(4), (k=7.:n) [6]. This field was
decomposed into modes, by projecting it onto an orthogonal base of unit vectors chosen so that the first six modes
represent rotations and translations (CRM), and the further six homotheties and stretches (CNRM) [6]: V(k)=Z1...12 a{ AP
The energies associated with CRM and CNRM were calculated as Ecrv=2r1...6(1/1 Z=1...n (@( k))2) and Ecnrm=Z7...12(1/n

2 =1..n (@lK))?), respectively. The ratio between the former and the latter energy (R) was determined.

To assess the impact that CNRM has on BPE, a Monte Carlo Simulation was used to generate a set of one thousand STA
fields that have the same CRM and amplified CNRMs: Vs(k)=Zk£1..6 a(AP/+ rZe7..12a( k)P’ The amplification factor rwas
randomly generated in the range from 1 to 2(R)* so that the mean CNRM energy of this set was equal the CRM
counterpart. Then, the CRM components were removed from both the measured and the amplified STA fields, generating
STA fields affected only by the real, Vn(A)=V(A)-Z~x1..6 al AP/, and simulated CNRM, Vsn(A)=Vs(A)-Z 1.6 a( AP .
Skin-marker trajectories were generated from the reference AF pose and the STA fields available (V(4), Vs(4), Vn(A),
Vsn(k)) and used to estimate the artefact-affected pose of the AF in the global reference frame with a Procrustes

Superimposition (PS) approach. The root mean square difference between the artefact-affected and reference AF pose
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components).

Results: The median (inter-quartile range) values of the R factors were 7(1), 18(4), and 14(15), for S1, S2 and S3,
respectively. Obviously, the CNRM amplification caused an increase in the energy percentage of this component with
respect to the total energy: mean (xstandard deviation) values went from 8+3% (V(4)) to 52+22% (Vs(4)) (Fig. a).
Before and after the amplification of CNRM, errors in pose estimation were exactly the same (although the total STA
energy increased) (Fig. b). In all cases, after removing CRM, not altered throughout the simulation, the error was null.

Figure:

Caption: a) Mean values of the CRM and CNRM energy in percentage of the total energy, for the measured (ECRM and
ECNRM) and simulated STA (ES_CRM and ES_CNRM). Statistics performed over all trials and subjects (S1, S2, S3). b)
Box-plots (minimum, lower quartile, median, upper quartile, and maximum) of the BPE errors, for position and orientation,
relative to all the STA fields available.

Conclusion: The results empirically showed that, using a PS approach, only CRM has an impact on the accuracy of the
BPE, independently of the amplitude of CNRM. Moreover, after removing CRM, the real BPE was obtained. It must be
acknowledged that a reference pose obtained with pin markers was used to compute the modes and to remove CRM from

skin-marker trajectories. In the present context, this choice does not constitute a limitation, but does simply show that the
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CNRM has no effect on BPE. Results suggest that, in a STA compensation perspective, future work should be focused on

modelling and removing only CRM.

References: [1] Andersen et al, Gait Posture, 35:606-11,2012.
[2] Barré et al, IEEE T Bio-Med Eng, 60:3131-3140,2013.

[3] de Rosario et al, Med Biol Eng Comput, 50:1173-1181,2012.
[4] Grimpampi et al, IEEE T Bio-Med Eng, 61:362-367,2014.

[5] Reinschmidt et al, J Biomech, 30:729-732,1997.

[6] Dumas et al, J Biomech, 47:476-481,2014.
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ACETABULAR STRESS IN PERSONS WITH AND WITHOUT CAM FEMOROACETABULAR IMPINGEMENT: THE
INFLUENCE OF HIP KINEMATICS AND BONY MORPHOLOGY DURING A MAXIMUM DEPTH SQUAT

Jennifer Bagwell "Christopher Powers 1

Biokinesiology and Physical Therapy, University of Southern California, Los Angeles, United States

Introduction and Objectives: Cam femoroacetabular impingement (FAI) has been reported to be a cause of hip chondral
damage, acetabular labral tears, and osteoarthritis [1]. Cam FAIl is defined by abnormal bony morphology (decreased
offset at the femoral head-neck junction). Previous finite element modeling studies have demonstrated that as severity of
this bony deformity increases, the bony contact shifts from the acetabular cup with the femoral head to the anterosuperior
acetabular rim with the femoral head-neck junction [2]. This “impingement” results in a significant increase in acetabular
cartilage stress. To date, little is known about the kinematic contributions to cam FAI. More specifically, it is not clear if
cam FAIl is more a result of abnormal hip kinematics (ie. increased hip internal rotation) or altered bony morphology. The
purpose of the current study was to compare kinematics between persons with and without cam FAI during a maximum
depth squat task. We also evaluated the contact location and magnitude of acetabular cartilage stress using finite element
(FE) models that incorporated respective group kinematics and bony morphological profiles.

Methods: Fifteen persons with cam FAI (9 female, 6 male) and 15 age and gender matched controls participated. 3D
kinematics were obtained during maximum depth squatting using a motion capture system (Qualisys, Inc., Gothenburg,
Sweden). To create the FE models, 3T magnetic resonance imaging (GE scanner, General Electric Healthcare,
Milwaukee, WI) was performed using a 3D high resolution, fat-suppressed, fast spoiled gradient recall echo sequence on
one asymptomatic person who did not have FAI morphology or hip dysplasia. Images were manually segmented in
Sliceomatic (Tomovision, Montreal, Quebec) and the femur and hemipelvis meshes were created in Hypermesh (Altair
Engineering Inc., Troy, Ml). The femur was modeled as a rigid body and the acetabulum was modeled using

homogenous, isotropic, tetrahedral elements with an elastic modulus of 17.0 MPa and a Poisson ratio of 0.30. Nodes
were manually added to the model at the femoral head neck junction (1:30 position) and the mesh was recreated. This
resulted in one model without FAI morphology (control) and one model with moderate cam morphology (alpha angle 66°).
The mean kinematics at the time of peak hip flexion during the maximum depth squat task were compared between
groups using independent t-tests (a=0.05). Additionally, the control group kinematics were utilized in the control group FE
model and the cam group kinematics were utilized in the cam FE model. Simulations were run in Abaqus (SIMULIA,
Providence, RI) using a hard contact algorithm, with a surface-to-surface, small sliding contact with a surface coefficient of
friction of 0.02. The forces used for both models were identical and were derived from peak hip forces from a previous
instrumented hip prosthesis study [3]. The modeling variables of interest were location of contact and the peak acetabular
von Misses stres.s.

Results: Peak hip flexion was greater in the control group compared to the cam group (113.0 + 6.7° vs. 105.8 + 14.7°,

respectively; p=0.048). Peak hip internal rotation also was greater in the control group than in the cam group (105.8 +
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14.7° vs. 9.5 + 8.0°; p=0.043). There was no statistically significant difference in peak hip abduction between groups (12.0
+6.8° vs. 11.6 + 6.0°; p=0.864).

The contact location in the control FE model was within the acetabular cup, whereas the contact location in the cam FE

model was at the anterosuperior acetabular rim (Figure 1). The corresponding acetabular peak stresses for the control
and cam group FE models were 289 MPa and 673 MPa, respectively.

Figure:

Caption: Figure 1. Acetabular stress profiles with the femur removed for A) the control group kinematics applied to control
FE model and B) the cam group kinematics applied to cam FE model.

Conclusion: Despite lower mean hip flexion and internal rotation angles during a maximum depth squat task in the cam
FAI group, the cam FE model demonstrated contact locations corresponding to impingement (abutment of the femoral
head-neck junction with the anterosuperior acetabular rim). In contrast, the control FE model resulted in a normal contact
location (femoral head with the acetabular cup). These results indicate that bony morphology is likely a more important
contributing factor in cam FAI during this task.

References: [1] Beck et al., J Bone Joint Surg Br, 87(7):1012-8, 2005.

[2] Chegini et al., J Orthop Res, 27(2):195-201, 2009.

[3] Bergmann et al., J Biomech, 34(7):859-71, 2001.
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A RELIABLE PROTOCOL FOR THE ASSESSMENT OF STEP COUNT ACCURACY OF PHYSICAL ACTIVITY
MONITORS IN MULTIPLE SCLEROSIS
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Introduction and Objectives: Physical activity intervention and monitoring are becoming prominent in a number of patient
populations and accelerometry is currently the most exploited technology in this context [1]. One of the essential features
in activity monitoring is step counting, the accuracy of which is typically limited by the fact that signals are recorded from
patients with altered walking patterns and reduced walking speed. Only little evidence is available on the validity and
reliability of step counts, and the effect of these errors on the estimation of the final physical activity is unclear.

The aim of this study is to propose a method for the reliable assessment of patient-specific inaccuracies when using a
physical activity monitor (PAM) for step detection in patients with multiple sclerosis. The relationship between step count
accuracy and walking speed will also be investigated as an indicator of the suitability of a given monitor for those patients
with highly restricted walking ability.

Methods: Seventeen participants (8 males, age range 39-75) with diagnosis of multiple sclerosis were recruited for the
study. Written informed consent and ethical approval were obtained. The participants were asked to walk four times along
a predefined straight walkway while two light-gates recorded their walking speed (WS). Then, they were asked to freely
walk for 1 minute in a 100 m2 empty space. The number of walked steps (Npam) was recorded during both experiments
using a PAM (DynaPort Movemonitor™, Mc Roberts). Two inertial sensors (Nrer, OPAL™, ADPM Inc.) placed on the
shanks of the participants were used as reference [2]. The same protocol was repeated after seven days to assess its
reliability. Between the two lab sessions, the PAM was given to the participants for continuous physical activity recording
for one week. Differences between sessions and walking conditions (straight versus free walking) were assessed for Npam
and Nrer using repeated measures ANOVA. Bland-Altman plots were used to assess the agreement between Npav and
Nrer and the mean absolute percentage error (MPE) between them was also calculated. The reliability of the error
estimate was assessed using the Intraclass Correlation Coefficient (ICC(3,1)) [3]. Since walking speed is a commonly
used primary outcome measure in clinical studies on physical activity, the relationship between WS and MPE was also
investigated using power regression analysis.

Results: Five out of seventeen participants reached the low-active lifestyle threshold of 5000 steps per day.

The difference between Npam and Nrer was not statistically significant (p=0.065). No statistically significant differences
between visits or walking conditions were found for step count (p=0.60 and p=0.98) and for MPE (p=0.42 and p=0.27).
The mean (xSD) underestimation in the PAM was equal to 161220 steps for straight walking and 14128 steps for free

walking.
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The power regression trendline used to best fit the data showed a Pearson’s r=0.74 for straight walking and r=0.61 for

free walking. Two groups of patients where clearly identifiable from the MPE-WS plots (Figure 1), the first one having a
high error in step detection (MPE>40%) and a slow walking speed (MWS<0.5 m/s), the second having a lower error
(MPE<20%) and a higher WS. Test-retest relative reliability for MPE was high for both straight walking (ICC=0.80) and
free walking (ICC=0.89).

Conclusion: The method presented in this study allowed to reliably assess step detection error (MPE) in indoor straight
and free walking in a group of patients with multiple sclerosis. When using the same PAM adopted in the study or an
equivalently performing one, a walking speed of 0.5 m/s or higher is needed to ensure an error in step detection lower
than 20%. The consequences of inaccurate step count from a PAM can be estimated by projecting the error calculated in
the lab over the seven days period of observation: the average number of potentially not detected steps per day was 513
(£712), equal to 10% of the low-active daily lifestyle threshold. This method could be used to assess any available PAM
and the reference step calculation might be obtained with any alternative system. Reported results suggest that extreme
care should be used when interpreting physical activity monitors data obtained in patients walking at significantly reduced
speed.

References: [1] Chen et al., Med. Sci. Sports, 44:5S13-23, 2012.

[2] Aminian et al., J. Biomech., 35:689-699, 2002.

[3] Rankin et al., Clin. Rehabil., 12:187-199, 1998.
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BALLET DANCERS OF DIFFERENT BACKGROUNDS PERFORM SAUTE JUMPS WITH DIFFERENT HIP ROTATION
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1Federal University of Rio Grande do Sul, Porto Alegre, 2University of Sao Paulo, Sao Paulo, Brazil

Introduction and Objectives: The sauté is one of the first jumps a child learns in ballet class and the basis for other jumps
in ballet. The sauté jump takes off and lands on both feet, and may be performed in all five ballet positions [1], which
require the dancer to laterally rotate the lower limbs (turnout) [2]. While this is common in all ballet methods, the
methodology used for teaching the sauté depends on the teachers’ background [3]. Most ballet methods are empirical. At
least one method, the Royal Academy of Dance (RAD), has developed a pedagogical progression in the study of ballet.
This study aimed to evaluate the 3D kinematic characteristics of the ankle, knee and hip joints during the performance of
sauté movement in first position by ballet dancers trained in empirical and RAD methods.

Methods: Eighteen elite ballerinas (9 from RAD and 9 from empirical method) performed 2 series of 8 sauté movements
with classical music and the 6 central movements were analyzed. 3D kinematic data of hip, knee and ankle joint of the left
lower limb were acquired by 6 IR cameras (OptiTrack FLEX: V100, Natural Point). An AMTI force plate was used to
identify the contact and aerial phases of sauté. Kinematic trajectories were processed by low-pass 4t order Butterworth
filter, cut-off frequency of 6 Hz (Visual 3D, CMotion). A sauté starts when the dancer leaves the force plate until the end of
the next aerial phase (aerial phase + landing + full bending of the knees + push off until take off). Maximum and minimum
joint angles and the range of motion (ROM) of all joints in 3 planes of motion were compared between groups using t-tests
(p<0.05).

Results: Difference was found between hip ROM on the transversal plane (rotation), where the RAD group presented a
greater ROM than the empirical group. No differences were found between RAD and empirical methods in ROM and
maximum and minimum joint angles in all other planes (table 1, figure 1). Shippen showed that the lateral rotation of each
joint is not constant while maintaining the same summed turnout in the whole lower limb during the performance of the
demi-plié [4]. In a qualitative analysis of the time series of our results, we observed a similar kinematic pattern in the
transverse plane during both contact (demi-pli€) and aerial phases of the sauté. This qualitative analysis in addition to the
observed difference between the methods in the hip ROM in the transverse plane, suggests that the perceived change in
the lateral rotation happens in both movement phases in sauté. When the dancer is in contact with the floor, she can use
the contact forces to manage her turnout, but in the aerial phase, it was expected that only the hip would perform lateral
rotation, what did not happened. The RAD group had a significantly higher ROM than the empirical group, mainly when
the dancers were in contact with the floor. It is possible that the RAD dancers had used the contact forces in order to

enhance their natural lateral rotation.
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Figure:

Caption: Mean range of motion of all dancers in empirical (red) and RAD (blue) groups. Positive values represent ankle

and hip flexion, knee extension, ankle, knee and hip abduction and ankle, knee and hip lateral rotation. The contact phase

goes from 45 to 100%.

Conclusion: Dancers trained in the RAD method perform the sauté with higher hip ROM in the transverse plane compared

to dancers trained in empiric methods, suggesting that the use of a pedagogical method for teaching ballet may influence

the turnout position when performing the sauté movement.

Table:
Sagittal plane Frontal plane Horizontal plane
Empirical RAD p Empirical RAD p Empirical RAD p
Mean+SD | Mean+SD Mean+SD | Mean+SD Mean+SD | Mean+SD
A max 103.0+¢5.8 102.2+6.4 0.74 20.949.1 16.6+13.2] 0.31 241+6.5 24.2+13.4/ 0.98
A min 19.846.0 20.44+5.3 0.79 -4.844.3 -7.6+12.2 0.42 5.2+4.1 4.7+15.5 0.91
A 83.0+7.7  81.6t4.4 0.55 25.6+6.9 24.0+8.3 0.57 19.1£7.5  19.5+7.4/ 0.90
ROM
K max 7.317.6 4.946.7| 0.36 1.5+2.2 5.4+7.6/ 0.06 22.0+3.3 22.446.4/ 0.84
K min -51.4459 -52.6+8.3 0.65 -8.7£3.9 -6.1+4.5 0.10 7.314.9 7.2+7.7) 0.98
K 58.4+6.3 57.7t+6.6 0.78 10.1£3.6  11.546.4 0.49 14.8+3.4  15.6+2.4/ 0.45
ROM
H max 23.249.6  27.0+7.4] 0.22 12.612.8 13.1£5.9 0.78 35.8+8.8 39.6+£10.1| 0.28
H min 0.419.0 3.617.0 0.27 0.4+3.2 0.4+3.7| 0.99 26.248.3  26.81+9.2 0.84
H 22.8+4.20 23.2+3.7| 0.76 12.242.7,  12.9+4.4 0.60 9.842.2  12.6+3.7) 0.02
ROM
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of movement in ankle (A), knee (K) and hip (H), of each group of ballet dancer and the p-values of comparisons between
groups.

References: [1] Ryman, RS. Dictionary of classical ballet terminology. Royal Academy of Dancing, 1996.

[2] Hamilton, D. Br J Sport Med. 40(4):299-303, 2006. [3] Wilmerding, M, et al. J Dance Med Sci 5(3):69-74, 2001.

[4] Shippen, J. Arts Biomechanics 1(1):33-43, 2011.
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LOWER LIMB MUSCLE FASCICLE FUNCTION DURING GAIT IN CHILDREN WITH CEREBRAL PALSY

Lee Barber '"Chris Carty 23Luca Modenese 3John Walsh 2Roslyn Boyd 'Glen Lichtwark 4

'Queensland Cerebral Palsy and Rehabilitation Research Centre, School of Medicine, The University of Queensland,

2Queensland Children's Gait Laboratory, Queensland Health, Brisbane, 3Centre for Musculoskeletal Research, Griffith
Health Institute, Griffith University, Gold Coast, 4Centre for Sensorimotor Neuroscience, School of Human Movement

Studies, The University of Queensland, Brisbane, Australia

Introduction and Objectives: During gait in typically developed (TD) individuals, the muscles of the calf contract at levels
that maintain a relatively constant muscle fibre length while the more compliant Achilles tendon acts like a spring to
absorb and return energy during each step[1]. However the calf muscles of individuals with Cerebral Palsy (CP) adapt in
response to spasticity to become smaller, weaker, more resistant to stretch, have increased antagonist co-contraction and
the Achilles tendon becomes longer[2,3]. These neuromuscular adaptations of the calf in CP could reduce muscular force
generation capacity and contribute to altered gait kinematics, however it is difficult to know what impact these spasticity
driven adaptations will have on fascicle or tendon behaviour. The primary aim of this study was to investigate the function
of medial gastrocnemius and soleus muscle-tendon unit (MGmt, SOLmt) and fascicles (MGtas, SOLztas) in children with CP
compared to TD children.

Methods: 14 children with CP, age 9 years 10 months (2 years 9 months), 9 males, 5 female, 8 hemiplegia, 6 diplegia,
GMFCS I=10, GMFCS II=4, and 10 TD, age 9 years 11 months (2 years 3 months), 6 males, 4 females, participated in the
study. Participants performed 10 walking trials at a self-selected speed, barefoot, over a level walkway approximately 10m
in length with force platforms embedded in the centre of the walkway. Trajectories of reflective markers attached to the
trunk, pelvis, and upper and lower limbs were recorded and 3D gait kinematics and kinetics were computed. The vertical
ground reaction force data was used to determine the step and stride times. During walking B-mode ultrasound images of
the MGras and SOL+s were also acquired. Fascicle lengths were analysed using a semi-automated tracking algorithm and
MGmtu and SOLmtw were determined using OpenSim. Primary outcome measures were changes in MGmw and MGras length
during mid- and terminal-phase of stance. An independent t-test (p<0.05) was used to compare differences between
groups.

Results: In mid-stance the MGmw increased length similarly in both groups (CP = 5.5(3.8)mm; TD = 5.6(3.9)mm, p=0.96),
however fascicles underwent significantly different lengthening between groups (p=0.02) with CP = 1.6(1.9)mm and TD =
0.1(0.8)mm. During late-stance the MGmw and SOLmtu shortened similarly in both groups (CP = 21.0(6.8)mm, 7.7(2.4)mm;
TD = 19.9(6.9)mm,7.4(4.9)), while the MGtas shortened less (p=0.04) in the CP group (CP = 1.9(1.4)mm; TD =
3.4(1.9)mm). The SOLts underwent significantly different length changes between groups (p=0.04) with CP SOLas
lengthening 0.6(1.7)mm and TD shortening by 0.7(0.8)mm).
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Caption: Medial gastrocnemius and soleus muscle tendon unit (MTU) and fascicle length change during one gait cycle in
CP and TD. Data are mean = SEM.

Conclusion: During walking, while the MGmw lengthens comparably between the groups, the MGtas in the CP group
lengthens through mid-stance while they remain relatively isometric in TD individuals. The eccentric action of the CP
muscle fascicles during walking is consistent with the greater passive stiffness and perhaps greater reliance on passive
rather than active muscle force. During the “push-off” phase the CP group had less MGtas and SOLts shortening indicating
that active muscle contraction contributed less to forward propulsion during walking. The altered behaviour is thought to
result from structural and functional neuromuscular adaptations, however, conclusions about the contribution of the
lengthening fascicles to passive force generation within the MTU cannot yet be established without further investigation.
This is the first description of altered in vivo lower limb muscle fascicle and MTU behaviour during walking in children with
CP. These novel findings raise clinical questions about the effects of repeated eccentric contractions on muscle function
and recovery as eccentric contractions cause muscle damage, muscle soreness and delayed recovery in TD

muscles. Furthermore, investigations of the impact of walking speed and gradient, and most importantly, treatments on
fascicle, tendon and MTU behaviour are required to inform therapists, paediatric specialists and orthopaedic surgeons
and guide conservative, pharmacological and surgical management.

References: [1] Lichtwark et al., J. Biomech. 40: 157-164, 2007.

[2] Barber et al., J. Biomech. 44: 2496-2500, 2011.

[3] Barber et al., J. Biomech. 45: 2526-2530, 2012.
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PARTIAL DIRECTED COHERENCE APPLIED IN LOWER LIMB KINEMATIC DATA DURING RUNNING
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Technology of Sao Paulo, Salto, 3Eletrical Engineering Department, University of Sdo Paulo, Sdo Carlos, Brazil

Introduction and Objectives: Despite the increasing number of runners and the health benefits related to running, this
sport presents a potential risk to musculoskeletal injuries. Knee injuries are highly prevalent in runners. Although there is
evidence supporting the dynamic coupling between lower limb joints, the causal interaction and the direction of this
coupling is inconclusive [1]. In this sense, the Partial Directed Coherence (PDC), an approach of Granger causal
inference analysis, has the potential to fill this gap of knowledge [2] clarifying if the hip, knee and ankle interjoint couplings

occur in the distal to proximal or in the proximal to distal direction. Therefore, the purpose of this study was to analyze the

causal directed interaction pattern of the hip, knee and ankle kinematics during running in healthy runners.

Methods: Thirty-one recreational runners (age: 27.7 + 5.4 years; mass: 72.1 £ 13.6 kg; height: 23.7 + 2.9 m; average
running distance: 35.7 + 18.3 km/wk; running experience: 4.1 + 4.0 years) participated in this study. The participants were
between 18 and 35 years of age and met the following criteria: they were rearfoot strikers (RFS), familiar with treadmill
running and ran a minimum of 20 km/wk at least 3 months prior to study enroliment. After a 5-minute warm-up, the three-
dimensional (3D) hip, knee and ankle kinematic data of the dominant lower limb (5 left, 26 right) were recorded at 240 Hz
during treadmill running with a six-camera Qualisys motion analysis system (Qualisys Inc., Gothenburg, Sweden). The
running trial was performed for 1-minute and 30-s samplings of data were collected. The Cardan angles were calculated
using the Visual 3D software (C-Motion Inc, Rockville, MD). To compute PDC, the best Bayesian Information Criterion
(BIC) order was used to estimate auto-regressive model. Taken in pairs, all channels PDC values were calculated and the
average of their highest value was used in the results. All routines were developed in Python 2.7.4 (Python Software
Foundation, USA). Paired samples t-tests were used to compare the distal-proximal or proximal-distal causal influence of
the ankle-knee and hip-knee kinematics. The alpha level was set at .05.

Results: For the ankle-knee pair, the PDC value in the proximal-distal direction was significantly higher compared with the
distal-proximal direction in the sagittal, frontal and tranverse plane (Table 1 and Figure 1). The PDC was also higher in the
proximal-distal direction for the knee-hip pair in the frontal plane. There were no differences in the sagittal and transverse
plane for the knee-hip kinematic pair. Granger causality concept has been used to determine causal influences among
multivariate time series [3]. Its formulation is based on a simple idea: a causal interaction from a process Y to a process X
is suggested if there is a reduction of prediction error of X when including the past of Y. PDC is a different approach of
Granger causality applied in frequency-domain [1]. To the best of the author’s knowledge, this was the first study to apply
PDC analysis in the kinematic data in healthy runners. The causal influence of the ankle-knee and hip-knee pairs showed
a predominant proximal-distal influence, meaning that the movement of the proximal joints of the lower limb have greater

influence on the movements generate in the distal joints.
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Caption: Causal influence in kinematic data during running. Nodes 1 to 9 are the 3D kinematic joints, labeled at left. Each
edge represents the maximum PDC computed between the joints, where thicker stubs represent “arrows”. Right label
shows the ranges of maximum PDC values with different colors, where the first one is black (higher) and the last one is
white (lower, invisible due to the white background).

Conclusion: The causal directed influence of the hip, knee and ankle movements during running occurred predominantly
in the proximal-distal direction. The understanding of the pattern of causal directed influence may enhance the knowledge
about the human movement, allowing a better diagnostic of the movement disturbances and improving the prevention and
treatment programs for musculoskeletal injuries related to running.

Table: Mean (SD) of the joint pairs PDC values.

Joint Pairs PDC value

Sagittal Plane Distal-proximal Proximal-distal P- Direction Result
value

Ankle-Knee 0.24 (0.14) 0.71 (0.13) 0.000* Proximal-distal

Knee-Hip 0.24 (0.12) 0.26 (0.13) 0.51 ~

Frontal Plane

Ankle-Knee 0.45 (0.17) 0.75 (0.15) 0.000* Proximal-distal

Knee-Hip 0.35(0.11) 0.48 (0.18) 0.002* Proximal-distal

Transverse Plane

Ankle-Knee 0.41(0.13) 0.58 (0.15) 0.001* Proximal-distal

Knee-Hip 0.36 (0.14) 0.41 (0.13) 0.11 ~

Caption: *P< .05

References: [1] Chuter & Jonge, Gait Posture, 36(1): 7-15, 2012.
[2] Baccala & Sameshima, Biol Cybern, 84(6): 463-74, 2001.

[3] Chicharro, Biol Cybern, 105(5-6): 331-47, 2011.
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ACHILLES TENDON SHEAR WAVE SPEEDS SHOW NON-UNIFORM AGING EFFECTS
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Introduction and Objectives: Tendon injuries and disease increase in incidence during aging. This susceptibility may result
from age-related changes in tendon tissue properties, including reduced compliance of the interfascicular matrix [1] and
an increase in collagen cross-linking [2]. However, it remains unclear how these microstructural changes affect macro-
scale tendon compliance. Further, recent reports suggest that tendons are mechanically heterogeneous, with significant
variations in material properties both within regions of the same tendon [3], and between different types of tendons [4].
Thus, it is also important to consider whether age-related changes progress uniformly throughout the tendon structure.
Shear Wave Elastography is an ultrasound-based approach capable of noninvasively measuring localized shear wave
speed (SWS) in soft tissues [5]. In transversely isotropic materials, such as tendon, SWS is believed to primarily depend
on the shear elastic modulus [6], thus reflecting an important tissue mechanical characteristic. We have recently shown
that SWS varies spatially throughout the Achilles tendon and increases with passive stretch [3], with middle-aged adults
showing evidence of increased compliance in the proximal Achilles tendon (i.e. the gastrocnemius aponeurosis) [7]. The
purpose of this study was to test the hypothesis that older adults would exhibit even greater declines in proximal Achilles
SWS, and that evidence of the reduced compliance would extend into the more distal aspects of the Achilles tendon.
Methods: Thirty-five healthy adults (aged 21-71, mean: 46+19 yrs) were recruited for this study. Subjects provided written
consent and were positioned prone on an exam table with their leg extended. SWS data were collected from the Achilles
free tendon, the soleus aponeurosis and the medial gastrocnemius aponeurosis of the right limb. Data were collected from
three different ankle postures in a random order: resting (R), dorsiflexed (R-15 deg) and plantarflexed (R+15 deg). SWS
data were evaluated post-hoc at regions of interest defined within tendon boundaries. Regression analyses of SWS and
age were performed for each tendon region and ankle posture, with significance evaluated at p < 0.05.

Results: SWS varied significantly with age in all tendon regions. Similar to aging effects observed previously in middle-
aged adults [7], we found SWS in the dorsiflexed gastrocnemius aponeurosis to correlate negatively with age (p<0.001).
With the inclusion of older adults (aged 61+) in this study, we also saw evidence of increased compliance in the soleus
aponeurosis when the tendon was in a stretched position (p<0.001). This result suggests that not only does an age-
related change in tendon compliance progress in severity with increased age, but that the location of these aging effects
also progresses from the proximal region of the Achilles (i.e. the gastrocnemius aponeurosis) to more distal regions (i.e.
the soleus aponeurosis). To our knowledge, only a few studies have evaluated non-uniform progression of aging effects in
tendon, but of these, a similar progression was observed in a study of mouse tibalis anterior tendon stiffness [8].

In contrast to the other regions of the tendon, in the Achilles free tendon we found a significant aging effect only when the
ankle was plantarflexed, and in this posture we found aging to correlate with increased SWS (p=0.005). In this posture,

the Achilles tendon is close to its slack length [9], and is almost entirely unstretched. Thus, we hypothesize that this
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reduced compliance of the interfascicular matrix [1]).

Figure:

Caption: SWS data were collected from the Achilles tendon in plantarflexed (PF), resting (R) and dorsiflexed (DF)
postures. Regions of interest (represented in white) were defined within the tendon boundaries. Significant SWS trends
with aging are shown in red. *p<0.05, NS: Not significant, Calc: Calcaneus

Conclusion: Achilles tendon SWS is highly dependent on age, tendon stretch (i.e. ankle posture), and tendon region.
These results suggest that aging-related changes in tendon progress non-uniformly with age, with different regions of the
tendon showing contrasting effects of aging on compliance. Future studies will consider how spatially varying material
properties affect localized tendon tissue strains, which is important for understanding the increased susceptibility for

tendon tissue damage seen with aging.

References: 1. Thorpe CT et al., Eur Cells Mater 25: 48-60, 2013.
2. Couppe C et al., J Appl Physiol (1985) 107: 880-886, 2009.
. DeWall RJ et al., J Biomech 47: 2685-2692, 2014.
. Thorpe CT et al., J R Soc Interface 9: 3108-3117: 2012.
. Bercoff J et al., IEEE Trans Ultrason Ferroelectr Freq Control 51: 396-409, 2004.
. Royer D et al., J Acoust Soc Am 129: 2757-2760, 2011.
. Slane LC et al., J Appl Physiol, in review, 2014.
. Wood LK et al., J Appl Physiol 111: 999-1006, 2011.
. Hug F et al., J Biomech 46: 2534-2538, 2013.
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IMPACT OF COMPETITION ON STRIDE RATE IN DISTANCE RUNNING
Michelle Norris 1"Ross Anderson 'lan Kenny

Physical Education and Sport Sciences, University of Limerick, Limerick, Ireland

Introduction and Objectives: Stride rate (SR) has been identified as a major contributing factor to running economy and
run completion time (Hunter and Smith 2007). However, much of the research investigating stride rate has focused

around elite athletes. Whilst recent research surrounding recreational runners has investigated step width alterations
(Brindle et al. 2014) there is no data pertaining to stride rate over a longitudinal period within this population.

Objectives were to investigate how the stride rate of recreational runners during training compared to their stride rate
during a competitive distance running event and its relationship with event outcome i.e. time.

Methods: To investigate stride rate changes accelerometer data from four recreational runners training for, and
completing, a half marathon was collected. Participants were required to attach a tri-axial accelerometer (SHIMMER,
Dublin, Ireland) to their anterio-medial distal tibia bi-laterally for each training run and the half marathon event. Data were
sampled at 204.8 Hz (range = £6 g, sensitivity = 200 mV/g). Participants’ half-marathon race data were analysed as a
competitive race (114 £ 13 minutes), whilst their longest recorded training run was analysed as a non-competitive
comparison (106.5 £ 23 minutes). Data processing was performed using a custom built LabView™ programme (National
Instruments, Berkshire, UK) with subsequent analysis in Excel. Running stride time data was extracted with any stride
above 1s eliminated as this was designated to be a walking step (Rowe ef a/. 2011). Run time was then broken into 1%
epochs and stride rate (strides per minute) was calculated for each epoch. Predicted half marathon time was calculated
via the McMillan Running Calculator (McMillan 2014).

Results: Modal stride rate for the 1% epochs illustrated that competitive stride rate varied compared to non-competitive.
Participant 1 chose a lower stride rate during the competitive run compared to their non- competitive run (83 vs 86 strides
per minute). In contrast participant 4 ran at a higher stride rate than ran in their non-competitive run (90 vs 87 strides per
minute). When investigating half marathon completion time participants 1 and 3 completed in less time than predicted (-10
and -2.5 minutes), whereas participants 2 and 4 completed in greater time than predicted (+5 and +6 minutes) (Table 1).
Participant 1 and participant 4’s data (Figure 1) are comparable to their modal stride rate. Participant 1 ran at a lower
stride rate in all but 6 of the 1% epochs, while participant 4 ran at a higher stride rate in all but 5 of the 1% epochs. In
contrast participant 2’s stride rates indicate that for the majority of the competitive run they ran at a higher stride rate than
the non-competitive run, whilst their modal stride rates were the same. Participant 3’s data also illustrates variation to both
to a higher and lower stride rate, with clear differences for the beginning and end of the runs. Both participant 2 and
participant 4 completed the half marathon outside of their predicted completion time whilst also running at a higher stride

rate for the majority of the run than in their non-competitive run.
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Caption: Figure 1. Comparison of 1% epoch stride rates for competitive and non-competitive runs. Diagonal line inserted
representing no change in stride rate between competitive and non-competitive runs at that % epoch

Conclusion: Recreational runners’ stride rates are variable both within a competitive running event and when compared to
non-competitive runs. Results here indicate that variable and lower stride rate than previously utilised may be a better
strategy to completing a running event. Participants who ran at higher stride rates then had previously been performed
(participants 2 and 4) resulted in a decline in predicted performance outcome. Whilst participant 3 and participant 4 saw
identical increases (0.07 m/s) in speed from non-competitive to competitive runs participant 3 may have adopted more
efficient stride rates throughout the race resulting in a preferred race outcome. As increased stride rate is associated with
numerous biomechanical alterations linked to injury and efficiency, such as impact shock and decreased centre of mass
vertical excursion (Schubert ef al. 2014), perhaps more emphasis should be placed upon stride rate than previously
thought.
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Table:

Participant 1 Participant 2 Participant 3 Participant 4
Non-Competitive Average 2.96 2.47 3.48 3.04
Speed (m/s)
Competitive Average 3.06 2.71 3.55 3.11
Speed (m/s)
Non-Competitive Modal 86 86 85 87
Stride Frequency
(strides per minute)
Competitive Modal Stride 83 86 85 90
Frequency
(strides per minute)
Predicted Marathon Time 125 125 102.5 107
(minutes)
Half Marathon Completion 115 130 99 113

Time (minutes)

Caption: Table 1. Non-competitive and competitive speed and time parameters.
References: Brindle et al., Gait Posture, 39: 124-128, 2014.
Hunter et al., Eur J Appl Physiol, 100: 653-661, 2007.

Rowe et al., Med Sci, 43: 312-318, 2011.
Schubert et al., Sports Health, 6: 210-217, 2014.
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LEG LENGTH DISCREPANCY AFFECTS THE SAGITTAL PLANE BIOMECHANICS OF THE LOWER LIMBS DURING
THE STANCE PHASE OF WALKING
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Introduction and Objectives: Leg length discrepancy (LLD) occurs in up to 70% of the population?. LLD has been related
to the occurrence of different lower limb injuries, such as trochanteric bursitis2, patello-femoral pain3 and posterior tibial
tendon dysfunction4. Although it has already been demonstrated that LLD greater than 2 cm affects the biomechanics of
lower limbs during gait, there is no consensus regarding the effects of having LLD smaller than 2 cm. Therefore, the
purpose of the present study was to investigate the effects of small LLD on the angular displacement and moments of
force of the ankle, knee and hip in the sagittal plane during the stance phase of gait. These findings may improve
understanding of the relationship between LLD and the occurrence of lower limb injuries, since most people have LLD
smaller than 2 cm.

Methods: Kinematic and kinetic data of 19 participants were collected while they walked wearing flat thick and flat thin
sandals (1.45 cm of thickness difference between sandals). Individuals with true or functional LLD were excluded. Two
conditions were investigated: (1) control condition - the participant walked wearing flat thick sandals; (2) short limb
condition — thin flat sandal on the right foot and thick flat sandal on the left foot. The right lower limb biomechanics were
analyzed for both conditions. Ankle, knee and hip angular displacement and internal moments of force during the stance
phase were measured with a motion capture system and force platforms. Principal component analysis was used to
compare differences between conditions®. The scores of the principal components retained for analysis were compared
between conditions using Student’s t-test.

Results: Table 1 presents the results of this study. Gait waveforms represented by high (+ 1 standard deviation) and low (-

1 standard deviation) principal component scores for each significant principal component are shown in Figure 1.
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Caption: Control and short limb condition differences demonstrated by the Student's t-test. Shown in the figures are the

waveforms that represent high and low principal component (PC) scores for the indicated measure and PC. In all cases,

the waveform that represents the PC score (i.e. high or low PC score) that characterizes the short limb condition is shown

as a dashed line; the solid line is the waveform that represents the control condition PC score. The ankle dorsiflexion

angle PC1 (a); ankle dorsiflexion moment PC1 (b); knee flexion angle PC1 (c); knee flexion moment PC1 (d); hip flexion

angle PC1 (e); hip flexion moment PC1 (f).

Conclusion: The increased ankle plantarflexion and knee extension and reduced hip flexion angles may be the strategies

implemented by the participants in order to increase functional lower limb length during the short limb condition. The

increased ankle plantarflexion moment may help to explain the relationship between LLD and the posterior tibial tendon

dysfunction?. In addition, the increased knee extension angle and reduced knee extension moment during early stance

may indicate reduced quadriceps action on the short lower limb, which may help to explain the association between

patella-femoral pain and LLD3. Therefore, the results of this study suggest that LLD smaller than 2 cm should not be

overlooked in clinical settings.

¥ @ISB_Glasgow
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Table:
Measure P | Variance explained | p- Effect Interpretation based on the effects of the short limb

C (%) value @ size condition
Ankle 1] 537 <0.00 | 0.85 Had greater ankle plantarflexion throughout stance.
dorsiflexion 1
angle
Ankle 11 60.3 <0.00 | 0.92 Had greater ankle plantarflexion moment in early stance
dorsiflexion 1 and smaller plantarflexion moment in late stance.
moment
Knee flexion | 1 | 73.2 0.018 | 0.52 Had greater knee extension in early stance.
angle
Knee flexion | 1 | 76.2 0.002 | 0.64 Had smaller knee extension moment in early stance.
moment
Hip flexion 1]78.8 <0.00 | 0.90 Had smaller hip flexion during the first half of the stance
angle 1 phase.
Hip flexion 1504 <0.00 | 0.84 Had smaller hip extension moment in early stance and
moment 1 greater hip flexion moment in late stance.

Caption: Principal components (PCs) that demonstrated differences between short limb and control conditions.
Percentage of variance explained and an interpretation of each PC are also provided.

References: [1] Woerman et al., Leg length discrepancy assessment: accuracv and precision in five clinical methods of
evaluation. J. Orthop. Sports Phys. Ther. 5: 230-9, 1984.

[2] Rothenberg. Rheumatic disease aspects of leg length inequality. Semin. Arthritis Rheum 17: 196-205, 1988.

[3] Carlson et al., Are differences in leg length predictive of lateral patello-femoral pain? Physiother. Res. Int, 12: 29-
38, 2007.

[4] Sanhudo et al., Association between leg length discrepancy and posterior tibial tendon dysfunction. Foot Ankle
Spec. 7: 119-26, 2014.

[5] Kirkwood et al., Application of principal component analysis on gait kinematics in elderly women with knee
osteoarthritis. Rev Bras Fisioter. 15: 52-8, 2011.
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THE MECHANICAL FUNCTION OF THE TIBIALIS POSTERIOR MUSCLE AND ITS TENDON DURING WALKING
Jayishni Maharaj '-"Andrew Cresswell 'Glen Lichtwark 1

1School of Human Movement and Nutrition Sciences, The University of Queensland, Brisbane, Australia

Introduction and Objectives: During walking, the tibialis posterior (TP) muscle is active during initial contact, to resist
subtalar joint (STJ) pronation and presumably to absorb mechanical energy. The TP muscle is also active during mid- to
late-stance to enable STJ supination and generate mechanical energy in the frontal plane. The ability of a muscle to store
and release energy is highly dependent on the interaction of its muscle fascicles and series elastic element (SEE),
consisting of the tendon and aponeurosis. Compliant tissues are able to decouple the length changes of muscle fibres
from the whole muscle-tendon unit (MTU) during cyclic activities such as gait [1]. Therefore, distinguishing the roles of the
contractile and SEE is fundamental in understanding the mechanics and energetics of the whole MTU during locomotion.
Based on the architectural properties of the TP, which has short fibres and a long SEE, we hypothesised the TP tendon
might be sufficiently compliant to store and release energy during walking, particularly to buffer stretch in early stance. We
speculated a lengthening in the TP MTU during early stance with little or no stretching of its muscle fascicles.

Methods: We directly measured TP length and activation in healthy subjects (n=8, 6 male, age 19-35yrs, height 1.60-
1.87m, mass 54-100kg) at a preferred speed. Muscle electrical activity was recorded using bipolar fine-wire electrodes
inserted in the TP under ultrasound guidance. MTU strain and joint moments were modelled in Opensim [2] in a custom,
scaled model driven through an inverse kinematics and dynamics approach. Muscle fascicles were imaged in the sagittal
plane using dynamic ultrasound imaging (80 Hz) and fascicle length changes were tracked with a semi-automated optic
flow algorithm [3]. Length changes of the MTU and fascicles were calculated relative to mean fascicle length at foot
contact for each participant and mean values were calculated for complete stride cycles across all subject.

Results: As illustrated in Figure 1A, TP fascicles followed a different strain pattern than that of the MTU over the stride
cycle. At contact, the MTU rapidly lengthened, indicated by a peak positive velocity during early stance, whilst its
activation increased (Figure 1B). The TP muscle was actively generating a supinatory moment during this time to
decelerate the rapid STJ pronation. Active MTU lengthening with isometric fascicles (Figure 1A) indicates stretch and
absorption of energy in the SEE. Muscle fascicles did lengthen after the MTU ceased stretching, indicating some
absorption of energy by the fascicles, however the magnitude of the fascicle lengthening velocity was significantly less
than the MTU (P<0.05). During late stance, most of the shortening observed in the muscles fascicles occurred during
muscle deactivation (Figure 1B) when the elastic tissues were also rapidly recoiling. Energy stored in the SEE was likely

released during late stance to power supination of the STJ.
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Caption: Figure 1: Group mean and standard deviation of (A) velocity of tibialis posterior (TP) muscle fascicles (dotted
line) and MTU (solid line) and (B) TP muscle activity (rectified and filtered) during a stride cycle at preferred walking
speed. Initial contact occurs at 0% of the stride cycle.

Conclusion: The results of this study illustrate two important findings. First, decoupling of muscle fascicle strain from MTU
strain was enabled by the compliant SEE of TP. This finding is consistent with results from other distal lower limb muscles
(e.g. medial gastrocnemius) during gait [4], however this is the first demonstration in a lower limb muscle that acts
predominately in the frontal plane.

Second, we showed that immediately following contact, TP fascicles remained relatively isometric whilst its MTU
lengthened, suggesting stretch of the SEE. Energy absorbed in the SEE during this period was a result of a rapid
supinatory moment at the STJ with excessive STJ pronation (negative STJ power) in the braking phase of walking. It is
apparent that TP tendon compliance can mechanically buffer excessive strain and high velocities in the muscle fascicles,
potentially protecting its fascicles from eccentric muscle damage. The role of the SEE in dissipating energy has mainly
been illustrated in the distal tendons of wild turkeys and cats [5], [6]. This study, presents a similar role for the human TP
muscle during walking. Excessive strain of the SEE during early stance may, however, predispose some individuals to
overuse tendon pathologies. Further investigations into how extrinsic factors and foot dynamics influence TP tendon strain
is required.

References: [1] Fukunaga et al., Proc. R. Soc, 268:229-233, 2001.

[2] Delp et al., /EEE Trans. Biomed. Eng., 54:1940-1950, 2007.

[3] Croni et al., J. Applied Physiology, 111:1491-1496, 2011.

[4] Lichtwark et al., J. Experimental Biology, 209:4379-4388, 2006.

[5] Konow et al., Proc. R. Soc, 270:1108-1113, 2011.

[6] Griffiths, J. Physiology, 436:219-236, 1991.
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THE EFFECT OF A RIGID ANKLE BRACE ON JOINT KINETICS DURING MAXIMAL CYCLING
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Introduction and Objectives: Maximal cycling power is predominantly produced by hip extensor, knee extensor, knee
flexor and plantarflexor power. Hip extensor power is absorbed by the plantarflexors and transferred to the crank [1,2]. For
this mechanism to work effectively, the plantarflexors need to contract quasi-isometrically to stiffen the ankle joint, which
requires strong plantarflexor muscles.

It has previously been demonstrated that the plantarflexors are maximally recruited during maximal cycling [3], and that
ankle extension strength differentiates between more and less powerful sprint cyclists [4]. Interestingly, it has also been
reported that the hip extensors are not maximally recruited during maximal cycling [3] , and that hip extension strength
does not differ between more and less powerful sprint cyclists [4]. Taken together, these findings suggest that the amount
of usable hip extension power may be limited by the plantarflexor’s ability to stiffen the ankle joint sufficiently. If this was
the case, a stiffer ankle joint could allow the hip extensors to operate closer to its maximal capacity, which would in turn
result in higher overall maximum power.

In this study, we used an ankle brace to probe this mechanism. We hypothesized that the increased joint stiffness
imposed by a rigid brace that fixed the ankle in place would allow the hip extensors to generate more power during
maximal cycling.

Methods: Eight male cyclists (31 + 5 years old, 79.2 £ 6.1 kg), performed a short (4 s) isokinetic maximal cycling bout at
90 rpm with braces that held the ankle joints in a fixed-position. For the control condition, the participants performed the
same protocol with weights of equivalent mass to the braces (1.16 kg per leg) attached to each leg. Joint powers were
determined by means of sagittal plane inverse dynamics. Kinetic data were acquired by instrumented force cranks, and
kinematic data were acquired by means of high speed motion analysis. A paired t-test was used to test the hypothesis
that mean hip extension power would be greater when using the ankle braces compared to the ankle weights.

Results: In conformity with our hypothesis, cyclists produced greater hip extension power when cycling with the rigid ankle
braces compared to the ankle weights (Braces; 567 £ 112 W vs. Weights; 501 £ 74 W, p = 0.028). The magnitude of this
effect was moderate (effect size; 0.73). Figure 1 illustrates that the ankle brace (red) and ankle weights (blue) hip power

curves tend to diverge at the point of peak power production during the pedal cycle (approximately 135 degrees).
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Caption: Figure 1. Hip power during maximal sprint cycling when using ankle braces (red) and ankle weights (blue).
Conclusion: These results demonstrate that the ability to stiffen the ankle joint limits hip extension power during maximal
cycling. They thereby explain previous findings as to why the hip extensors are not maximally activated during maximal
cycling.

Confirmation of this mechanism gives significant insights into the mechanisms underlying power production during
maximal multi-joint movements. In particular, these results highlight the importance of all power producing muscle groups
during maximal cycling. Previous research focussed predominantly on the dominant power producing actions of knee
extension and hip extension during maximal cycling. Our results add to this body of knowledge that the plantarflexors are
an important muscle group to consider not only for their power producing capability but also for their ability to enable
muscular power to be transferred from the proximal muscles to the pedal.

From an applied perspective, these findings give insights into the potential benefits of training interventions targeting ankle
joint strength for sprint cycling performance. They suggest that strengthening the plantarflexors could result in improved
sprint cycling performance.

References: [1] Fregly BJ et al., J. Biomech, 29(1): 81-90, 1996

[2] Raasch CC et al., J. Biomech, 30(6): 595-602, 1997

[3] Dorel S et al., Med Sci Sport Exec, 44(11): 2154-2164, 2012

[4] Barratt PR, Ph.D Dissertation, Brunel University 2014
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Introduction and Objectives: There are two ways of griping the table tennis bat, pen-hold grip and hand-shake grip.
Argument about which grip is better is endless where one group belief suggests that the pen-hold grip provides a faster
speed but may more easily result in wrist injury; whereas others think that the hand-shake grip can get a larger range of
motion. Although there were some previous studies comparing the two grips, their research methods were limited to video
observation or literature review. The aim of this study was to investigate the movements and muscle activities in the upper
limbs, back, and waist during the hitting ball in both pen-hold grip and hand-shake grip and to compare the differences
between these two hand grips biomechanically.

Methods: Seventeen male subjects aged from 21 to 31 were recruited in this study. They were required to play the hitting
ball using four ways, pen-hold forehand, pen-hold backhand, hand-shake forehand, and hand-shake backhand. A set of
markers on their body were collected using Vicon® motion capture system, and the electromyography (EMG) in the
brachioradialis, pronator teres, biceps brachii, triceps brachii, deltoid, trapezius and erector spinae were synchronically
measured using wireless Delsys® system. An in-house made model was deigned to calculate the joint movements in the
shoulder, elbow and wrist.

Results: Significant differences were found in the shoulder, elbow and wrist joint angles and seven muscles EMGs
between the pen-hold and hand-shake grips. Four ways of holding bat produce different ranges of motion in the shoulder,
e.g. in Table 1. In general, the pen-hold backhand needs the largest movement of the three joints, followed by the hand-
shake forehand, the pen-hold forehand and the hand-shake backhand as the least. As whole, the pen-hold grip requires
larger movements in joints than hand-shake grip in a swing motion. Regarding to EMG, it is readily identified that the pen-
hold grip relies on the forearm, back and waist muscles much more than the hand-shake grip. Although the hand-shake
grip employs more upper arm muscles than the pen-hold one, the assessing scores from both grips are very similar.
Therefore, the pen-hold grip needs to active more muscles to achieve a swing motion than the hand-shake one.
Conclusion: Evidence of this study suggests the hand-shake grip is appropriately recommended for the table tennis
beginners, recreational players and amateurs, while the pen-hold grip is more suitable for the more skilful players. The
pen-hold grip generally needs a larger range of motion, especially in the elbow flexion, and involves more muscle
activities, especially in the forearm, back, and waist than the hand-shake grip. This may result in a higher risk in the injury

of wrist, elbow, and waist for using the pen-hold grip.
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Table:
Hand-grips Mean Std. Error
(Degree) p
Pen-hold 90.15 1.18 -
Forehand
Pen-hold 85.88 1.07 0.008
Backhand
Hand-shank 84.82 1.15 0.001
Forehand
Hand-shank 84.70 1.22 0.001
Backhand

Caption: Table 1. Range of motions in the shoulder flexion and extension from 4 holding ways (p values against the pen-
hold forehand)
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SPRINT ACCELERATION MECHANICS: THE ROLE OF HAMSTRING MUSCLES IN HORIZONTAL GROUND
REACTION FORCE PRODUCTION
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Introduction and Objectives: Recent literature has clearly shown the importance of horizontal ground reaction force (GRF)
production in sprint acceleration performance, with direct applications in numerous sports such as soccer, rugby or
athletics [1,2]. Furthermore, an increasing number of modeling and clinical studies have shown that hip extensors,
hamstring muscles in particular, are (i) very likely contributors of sprint acceleration performance [3] and (ii) some of the
most frequently injured and re-injured muscles in all sports that involve sprinting [4,5]. However, no study has approached
the problem using synchronous experimental measurements of GRF and muscle activity during accelerated (i.e. non-
constant speed) runs. In this context, the ability to develop high amounts of horizontal GRF during sprint acceleration,
notably at high velocity and/or in an upright body posture, could be related to a higher contribution of hip extensors. Our
aim was therefore to experimentally test the role of the main hip extensor muscles (hamstring and gluteus) in producing
horizontal GRF during short, maximal sprints.

Methods: The torque capability of knee and hip extensors and flexors were tested concentrically and eccentrically with an
isokinetic dynamometer in 14 males familiar with sprint running (team sports and athletics). Then, subjects performed 6-s
sprints from a crouched still start on a motorized instrumented sprint treadmill. EMG activity of Vastus Lateralis, Rectus
Femoris, Biceps Femoris and Gluteus Maximus muscles of the right leg was synchronized (1000 Hz) with horizontal and
vertical GRF measurements. For each muscle, EMG activity was expressed relative to the activity measured during a
maximal voluntary isometric contraction in a standardized position. EMG and GRF data were averaged for all the steps
from the second step to the end of the 6-s. EMG data were also averaged over the first half of stance, entire stance, entire
swing and end-of-swing phases.

Results: None of the isokinetic variables were significantly correlated with horizontal GRF. Only a tendency (P = 0.074)
was found between EMG activity of the BF at the end of the swing and horizontal GRF. However, multiple linear
regression analysis showed a significant relationship (P = 0.024) between horizontal GRF and the combination of both BF
EMG during the end of the swing and peak torque during eccentric knee flexion. Finally, gluteus force and EMG activity
were not related to horizontal GRF production. We found similar results when sub-dividing the analysis into an early

acceleration phase (first 3 seconds), and a late acceleration phase (last 3 seconds).
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Caption: Synchronized raw EMG data and vertical GRF signals during a typical sprint stride (7th stride of a maximal 6-s
acceleration). The following phases for EMG analysis were determined from vertical GRF data (30 N threshold): entire
swing, end-of-swing, entire stance and first half of the stance.

Conclusion: The greatest amount of horizontal GRF production during sprint acceleration was found in subjects who were
both able to highly activate their hamstring muscles just before ground contact and had the greatest capacity to produce
eccentric hamstring torque. In other words, hamstring EMG activity during the swing and end-of-the-swing phases and
eccentric knee flexor peak torque is related to the amount of horizontal GRF produced during sprinting, likely because of
the backward “pawing” action of the leg just before contact. This relationship, observed here experimentally for the first
time, makes even more sense when accounting for the electromechanical delay between EMG activity and force
production by the muscles.

References:
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UNEXPECTED CHANGES IN FRICTION ON CLAY COURT SURFACES ARE ASSOCIATED WITH ANKLE INVERSION
INJURY RISKS IN TENNIS PLAYERS
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Introduction and Objectives: Ankle inversion injuries are the most commonly reported injuries in tennis [1]. Although lower
friction clay surfaces have been associated with reduced injury risks [2, 3], lower limb injuries are still reported on clay [4].
During match play friction properties across the surface may change due to player interaction with the court. Therefore
there may be areas of expected and unexpected friction levels to which players must respond and attempt to maintain
balance in order to successfully execute a tennis stroke. The current study aims to examine players’ response to expected
and unexpected changes in friction and the implications biomechanical factors associated with injury risk.

Methods: Sixteen university tennis players (19.93 + 0.96 years, 1.74 £ 0.10 m and 66.75 £ 10.36 kg) volunteered for the
current study approved by the Institutional Ethics Committee. On a synthetic clay surface participants performed an 180°
turning movement (running approach speed 3.9 + 0.20 m.s-"). To adjust friction levels the volume of sand above the force
plate was altered (kg per m2 surface area). Five testing conditions consisted of a baseline condition (12 kg/m2), two
expected conditions (16 kg/m2and 20 kg/m?2) and two unexpected conditions (16 kg/m2and 20 kg/m?). The order of the
five testing conditions were randomly assigned. Ten trials of each condition were collected with any unsuccessful trials
omitted and repeated. Participants were told which condition (12/ 16/ 20 kg/m?2) they would receive for the expected trials.
However, for the unexpected trials the were told they would experience the baseline condition. Prior to each test trial
participants performed a baseline condition to allow them to make comparisons with the baseline condition. Ankle
kinematics (Peak Performance Technologies, 120 Hz), in-shoe pressure data (Pedar, 100 Hz) and onset time of tibialis
anterior muscle activity (Delsy trigo wireless system, 4000 Hz) were collected. Ankle frontal plane moments were
calculated using inverse dynamics from synchronised force (AMTI, 960 Hz) and kinematic data. A mixed model ANOVA
was conducted to examine the influence of expectation and friction level on players’ biomechanical response.

Results: The expected friction conditions resulted in lower ankle inversion angles at ground contact (-.33 + 3.820)
compared to the unexpected conditions (-7.73 + 3.24°; ES = .595, P =.001). For the lowest friction condition, the tibialis
anterior activated earlier during the expected conditions (.031 + .014 s) compared to the unexpected changes in friction
(.016 £ .021 s; ES = .343, P =.013). Significantly (P <.05) greater pressures were produced in the medial regions of the
foot (forefoot, midfoot and heel) for the expected conditions compared to the unexpected conditions. The expected 16
kg/m2 condition resulted in greater everter moments (-158.43 + 99.39 N.m) compared to the unexpected 16 kg/m?
condition (-150.56 + 95.04 N.m; ES = .330, P =.04). However, no differences in everter moments were observed between
the expected and unexpected conditions with 20 kg/m2 of infill.

Conclusion: Results indicated differences in biomechanical measurements associated with greater risk of ankle inversion

injuries during unexpected conditions on a clay court surface. Later onset of muscle activity of the tibialis anterior, which
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unexpected conditions. Previous reports have suggested larger initial inversion angles to increase risk of the occurrence
of an ankle inversion injury [5]. Thus, when clay court friction is unexpectedly reduced players are at greater risk of
sustaining an ankle inversion injury. During the expected conditions players increased their control of sliding through
greater pressures in the medial regions of the foot. Additionally, players had greater everter moments during the expected
conditions and therefore were able to control the subtalar joint during sliding. Greater control of sliding and of the subtalar
joint suggest reduced player risk of ankle inversion injuries during the expected conditions when compared to

the unexpected conditions. Unexpected changes in clay court friction may occur during match play as a result of players’
interaction with the surface, which could have implications on biomechanical aspects related to injury. Therefore
maintenance of the clay court surfaces during match play in addition to appropriate conditioning training of the lower limb
musculature controlling the subtalar joint is important in preventing ankle inversion injuries on clay court surfaces.
References: [1] Abrams et al., Br. J. Sports Med., 46: 492-498, 2012.

[2] Nigg et al., Sports Med., 5: 375-385, 1988.

[3] Bastholt. Med. and Sci. Tennis, 5: 2000.

[4] Hjelm et al., Scand. J. Med. Sci. Sports, 22: 40-48, 2012.

[5] Kristianslund et al., J. Biomech, 44: 2576-2578, 2011.
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Introduction and Objectives: Time difference of world records between able-bodied sprinters and amputee sprinters using
running-specific prostheses (RSPs) in the men’s 200-m sprint is still about 1.5 seconds (as of 12 December 2014).
Theoretically, forward velocity in a 200-m sprint is the product of step frequency and step length. According to a previous
study, the differences in 100-m sprint performance between able-bodied (ABS) and amputee sprinters (bilateral and
unilateral transtibial amputees using RSPs) groups would be due to a shorter step length rather than lower step frequency
[1]. However, it remains unclear if the step length deterioration in amputee sprinters exists or changes at other sprint
events. Therefore, the goal of this study was to examine the hypothesis that the difference in the 200-m sprint
performance of ABS and amputee sprinters is due to a shorter step length rather than a lower step frequency.

Methods: 16 ABS, 13 sprinters in the T44 class (defined as any athlete with lower limb impairment/s that meets the
minimum disability criteria for lower limb deficiency, impaired lower limb passive range of motion, impaired lower limb
muscle power, or leg length difference) and 5 sprinters in the T43 class (defined as double below-knee amputees and
other athletes with impairments that are comparable to a double below-knee amputation) competing in men’s 200-m races
were analyzed from publicly available internet broadcasts. These races included several Olympics and Paralympics (2008
and 2012) competitions, the International Association of Athletics Federations (IAAF) World Championships in athletics
(2009, 2011, and 2013), the International Paralympic Committee (IPC) Athletics World Championships (2011 and 2013),
and the IPC Athletics European Championship (2014).

Data were collected only from the finals in each competition. In the present study, individual races were excluded from the
analysis if the athlete did not complete the race or the athlete’s body was not visible throughout the entire race. In the
case of the T44 and T42 athletes, sprinters who did not use RSPs were also excluded from the analysis.

According to a previous study [1], we determined the mean forward velocity in the 200-m sprint ( V200) of each individual by
dividing the race distance (200 m) by the official race times, which were obtained from each competition’s official website.
In the present study, we calculated the average step frequency (%tep) by dividing the number of steps by the official race
time. Finally, average step frequency (Lstep) was computed by dividing race distance (200-m) by the number of steps.
One-way analyses of variance (ANOVA) were performed for Vaoo, £tep, and Lstep to determine whether there were
significant differences among the four groups (ABS, T44 and T43). Bonferroni post-hoc multiple comparison tests were
performed if a significant main effect was observed. Statistical significance was set to be p < .05.

Results: As shown in Figure 1-A, we found that the V200 of ABS was faster than that of the T44, T43 and T42 groups.
Furthermore, although there were no significant differences in £wp among the three groups, the Lstep of the ABS was
significantly longer than in the T44 and T43 groups (Figure 2-B and C). The results of the present study suggest that the
differences in 200-m sprint performance between ABS and amputee sprinters can indeed be attributed to a shorter Lstep

rather than a lower %tep. A shorter Lstep in amputee sprinters may be the result of lower force generation in their RSPs
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compared with the legs of ABS [2-5]. Additionally, in 200-m sprint events, races are performed in a counterclockwise

direction, beginning on the curve and ending on the home straight. Amputee sprinters have to compensate for higher

rotational forces by using remaining joints when running in the bend track, leading to a relatively shorter step length.
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Caption: Comparison of average forward velocity (A), step frequency (B), and step length (C) for the four groups.

Conclusion: In conclusion, the results of the present study support our initial hypothesis that the difference in the 200-m

sprint performance of ABS and amputee sprinters is due to a shorter step length rather than a lower step frequency. A

shorter step length in amputee sprinters may be the result of lower force generation in their RSPs compared with the legs

of ABS, or compensatory strategies for running on a curved track.
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