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1 Introduction 

1.1 Motivation 

Decision makers, like managers in corporations or consumers, often face challenging decision making 

scenarios. Managers are confronted with structured, semi-structured, and unstructured decisions 

(Alter 2004; Hosack et al. 2012). Examples are make-or-by decisions, software selections, or invest-

ment and R&D planning (Turban et al. 2010). In addition to quickly reacting to an ever changing envi-

ronment these decisions require the processing of large amounts of data and information (Turban et 

al. 2010). Consumers searching for a product to meet their individual preferences face preferential 

choice problems (Todd and Benbasat 1994; Xiao and Benbasat 2007). These decisions can be cogni-

tively demanding, since consumers compare product alternatives taking up to eight attributes into 

consideration (Jacoby et al. 1977; Moorthy et al. 1997; Olson and Jacoby 1972; Sheluga et al. 1979). 

Furthermore, a reasonable amount of consumers nowadays purchase products online (Schultz and 

Block 2015), thus having to deal with large assortment sizes. Amazon.de for example, currently offers 

more than 2,200 digital compact cameras, 3,400 TV sets and even in narrowly defined product cate-

gories, like movies released within the last month on Blue-ray, a choice of more than 270 alternatives 

(Amazon, 2016).  

Without assistance, the decisions made in these situations may suffer from reduced quality. Since 

decision makers have a limited cognitive capacity to process information on decision alternatives 

(Payne 1982; Payne et al. 1988; Xiao and Benbasat 2007), having more information than can be han-

dled leads to information overload (O’Reilly 1980) and bounded rationality (Simon 1955; Xiao and 

Benbasat 2007). Chewning and Harrell (1990) found evidence that information to a certain amount is 

beneficial for decision making performance and information beyond this point leads to information 

overload and decisions of lower quality. Decision makers then rather aim at making a satisfactory 

decision, not necessarily an optimal one (Simon 1955; Xiao and Benbasat 2007). 

Decision support systems (DSSs) have been largely developed to overcome the problem of infor-

mation overload and bounded rationality in decision making (Hosack et al. 2012). Basically, DSSs are 

information systems that take over the processing of decision relevant data in order to recommend 

possible solutions (Mallach 2000; Turban et al. 2010; Xiao and Benbasat 2007). Evidence on the value 

of DSSs can be found in prior research.  Consumer DSSs, for example, have been shown to reduce the 

effort and improve the quality of decision making (Häubl and Trifts 2000), or to raise add-on and 

cross-selling opportunities (Hinz and Eckert 2010). Nowadays, DSSs are used to support decision 

making not only of consumers and managers, but also in areas like natural sciences or medical deci-
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sion making (Hosack et al. 2012). The focus of this dissertation, however, is on DSSs supporting man-

agerial and consumer decision making. 

Research on DSSs is prospering, but still far from being complete as can be seen in recent literature 

reviews (e.g., Hosack et al. 2012; Park et al. 2012; Xiao and Benbasat 2007). This dissertation contrib-

utes to the literature on DSSs focusing on research domains related to three core elements each DSS 

consists of (Turban et al. 2010): i) data management, ii) model management, and iii) user interface.  

Data management provides decision relevant information to a DSS (Turban et al. 2010). Within data 

management, this dissertation focuses on the data quality of online transaction data sets. Online 

transaction data can be used as an input to econometric models supporting decisions on, for exam-

ple, shipping cost strategies (Frischmann et al. 2012) or optimal auction designs (Shiu and Sun 2014). 

The quality of online transaction data can suffer from unobserved product heterogeneity (e.g., Einav 

et al. 2015), which might affect the validity of the results if not properly addressed (Becker et al. 

2013) and thus the decisions derived from those results. To address this problem, this dissertation 

proposes a novel approach for reducing unobserved product heterogeneity in online transaction data 

and investigates the approach’s accuracy and impact on the goodness of econometric models. 

The model management then provides specific quantitative models to analyze the decision relevant 

data (Turban et al. 2010). This dissertation extends the functionality of utility-based models applied 

to consumer DSSs in two aspects. The first functionality is the elicitation of exponential utility func-

tions for modeling preferences and making product recommendations, which are held to reflect con-

sumer preferences more precisely than linear functions (Van Ittersum and Pennings 2012). The sec-

ond functionality extension enables the prediction consumers’ individual willingness to pay (WTP) for 

all products within a category. Having reliable estimates of consumers‘ preferences and individual 

WTP for products is a valuable input for supporting management decisions (e.g., Jedidi et al. 1996; 

Rusmevichientong et al. 2010; Schlereth and Skiera 2012; Wu et al. 2014). Therefore, this disserta-

tion further investigates the question, which function (linear vs. exponential) predicts product utili-

ties and consumers’ WTP more accurately and shows how these data can be used to support pricing 

decisions of managers. 

User interfaces, which enable the interaction and communication between a DSS user and the sys-

tem (Turban et al. 2010) frequently apply visual depictions of information to support the decision 

making of managers and consumers (Dilla et al. 2010; Lurie and Manson 2007; Kelton et al. 2010). 

Focusing on coordinate systems as visualization method, this dissertation investigates the question 

whether visual depictions of information in 2D or 3D format supports decision making better when 

decision making scenarios are simple or complex. This research responds to a long debate on the 
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question which visualization format (2D vs. 3D) supports decision makers best. Answering this ques-

tion is important, since providing inappropriate decision support might lead to diminished decision 

quality and acceptance of DSSs (e.g., Xiao and Benbasat 2007), which would in case of this disserta-

tion be due to the use of an inappropriate visualization format for supporting a decision of a particu-

lar level of complexity.  

The following subsection contains a brief description of the theoretical framework of this dissertation 

and the gaps addressed in the related literature. The subsection thereafter briefly describes the 

structure of this dissertation, which consists of three published articles addressing the research gaps 

described in the following.  

1.2 Theoretical Framework 

The three core elements of a DSS are i) data management, ii) model management, and iii) a user in-

terface (Turban et al. 2010). This dissertation addresses specific gaps in the literature on all three 

related research domains, which is briefly summarized in Figure 1. 

 

 

Figure 1: Theoretical Framework of this Dissertation 
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in data management concern the security, integration, scalability and quality of the data used and 

stored for supporting decision making (Turban et al. 2010). 

This dissertation addresses a gap in the literature on the quality of online transaction data. Online 

transaction data are generated when consumers order or bid on products from a seller on the Inter-

net. These data can be used by econometric models to assist decisions with respect to optimal selling 

strategies, for example, regarding the optimal design of online auctions (Shiu and Sun 2014) or ship-

ping cost strategies (Frischmann et al. 2012). The quality of online transaction data can suffer from 

unobserved or unexpected heterogeneity stemming from at least three sources: i) consumers (Bapna 

et al. 2003), ii) sellers (Goes et al. 2013), and iii) products (e.g., Einav et al. 2015). If not properly con-

trolled, unobserved heterogeneity can lead to biased results and misleading conclusions (Becker et 

al. 2013). Approaches to control for unobserved consumer and seller heterogeneity have already 

been proposed by prior research (Bapna et al. 2004; Goes et al. 2013). More work is required ad-

dressing unobserved product heterogeneity, which is the focus of this dissertation. 

Unobserved product heterogeneity occurs when identical or only marginally different products can-

not be identified in a set of online transaction data due to a missing product identifier (Einav et al. 

2015). In other words, there is no control for effects stemming from distinct products. Existing ap-

proaches for reducing unobserved product heterogeneity comprise the restriction of data sets to a 

few products (Bajari and Hortaçsu 2003; Bapna et al. 2009; Mudambi and Schuff 2010; Shiu and Sun 

2014), conducting controlled experiments (Lucking-Reiley 1999; Ostrovsky and Schwarz 2009), man-

ual classification of transaction data (Frischmann et al. 2012) or matching products based on exactly 

identical product tiles (Einav et al. 2015; Elfenbein et al. 2012). These approaches, however, limit the 

scope of products, are expensive or suffer from error proneness. 

To address this gap in the literature, the authors propose the Ambiguous Identifier Clustering Tech-

nique (AICT) for reducing unobserved product heterogeneity in online transaction data sets. It is 

based on the idea of clustering heterogeneous and unidentified product offerings based on their 

product title (i.e., a short, textual description) for the purpose of identifying and controlling for (vir-

tually) identical products in the data set. In an empirical study, the authors furthermore investigate 

the accuracy of the proposed solution and the impact of controlling for product clusters identified by 

AICT on the goodness of econometric models. 

1.2.2 Model Management 

The model management of DSSs contains quantitative models for analyzing data in order to support 

decision making (Turban et al. 2010). There are strategic, tactical, operational and analytical models 

which are designed for supporting top management, middle management or day-to-day decisions in 
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organizations (Turban et al. 2010). Supporting consumer decisions usually relies on choice models 

aiming at finding products meeting consumers’ preferences (Benbasat et al. 1991; Xiao and Benbasat 

2007; Zachary 1986). Content-based and collaborative models are frequently applied for this purpose 

(Xiao and Benbasat 2007). A rather new approach in supporting consumer decision making applies 

utility-based models which are the focus of this dissertation. 

Utility-based models are frequently based on multi-attribute utility theory (MAUT; Huang 2011; 

Keeney and Raiffa 1993). Since MAUT considers decision alternatives as bundles of attributes, a mul-

ti-attribute utility (MAU) function is used to calculate a utility value for each decision alternative in 

order to recommend products to consumers for purchase (Huang 2011; Scholz Dorner 2012). The 

MAU function therefore (usually additively) combines: i) single-attribute utility (SAU) functions trans-

forming the level of each attribute into a utility value that are ii) weighted by an individual weight for 

each attribute (Butler et al. 2008; Huang 2011). 

Recent research came up with a number of DSSs applying utility-based models (e.g., Choi and Cho 

2004; Guan et al. 2002; Huang 2011; Lee 2004; Liu and Shih 2005; Manouselis and Costopoulou 2007; 

Schickel-Zuber and Faltings 2005; Schmitt et al. 2002; Scholz and Dorner 2012; Stolze and Stroebel 

2003; Tewari et al. 2002). This dissertation addresses two gaps in the literature on utility-based mod-

els regarding their ability to elicit and the suitability of using exponential SAU functions to predict 

product utilities and consumers’ individual willingness to pay.  

First, SAU functions can have linear (Green et al. 2001; Scholz et al. 2010) and exponential (Harvey 

1981; Van Ittersum and Pennings 2012) shapes, which may be different for each consumer and each 

of the decision alternative’s attributes (Van Ittersum and Pennings 2012). Utility-based DSSs should 

thus elicit flexible SAU functions. Whereas the elicitation of linear SAU functions is rather uncompli-

cated, exponential SAU functions are rather unpopular for utility based DSSs (Butler et al. 2008; 

Scholz and Dorner 2012). Approaches like manual selection of appropriate SAU function shapes (e.g., 

DeSarbo et al. 1995; Green et al. 2001) are not practical for consumer DSSs. Other approaches, like 

specifying utility values for each attribute level (e.g., Butler et al. 2008) require additional interaction 

and effort. Consumers though are typically not willing to incur high levels of effort for the purpose of 

preference elicitation (De Bruyn et al. 2008). This dissertation contributes to the literature of utility-

based models by proposing a new approach for eliciting exponential SAU functions at a low level of 

effort and by empirically investigating the utility accuracy of linear vs. exponential SAU functions. 

Second, consumers‘ preferences and individual WTP for products both are critical inputs for manage-

rial decision models. Examples are pricing strategies (e.g., Schlereth and Skiera 2012; Wu et al. 2014), 

market share estimation (e.g., Jedidi et al. 1996) or product assortment decisions (e.g., 
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Rusmevichientong et al. 2010). WTP can be defined as a consumer’s indifference price regarding a 

purchasing decision (Moorthy et al. 1997). Methods for estimating consumers’ WTP are based on 

direct WTP elicitation (e.g., Backhaus et al. 2005; Voelckner 2006; Miller et al. 2011), bidding behav-

ior observed in auctions (e.g., Voelckner 2006; Chan et al. 2007; Barrot et al. 2010), direct utility elici-

tation (e.g., Louviere and Islam 2008; Park et al. 2008), conjoint analyses (e.g. Jedidi and Zhang 2002; 

Gensler et al. 2012;  Voelckner 2006) or market data (e.g., Kamakura and Russell 1993; Leeflang and 

Wittink 1992). These methods are rather designed for evaluating consumers’ WTP at one point in 

time. Preferences of consumers may however change. Repeating the measures to keep the estimates 

current may result in high costs for companies and high effort for consumers. Furthermore, consum-

ers’ WTP should be elicited under the actual marketing mix conditions in order to be reliable 

(Wertenbroch and Skiera 2002). In this dissertation, the authors extend the functionality of utility-

based models towards predicting consumers’ individual WTP at the time and at the point of purchase 

for all products within a category. In an empirical study, the authors further investigate the accuracy 

of the proposed WTP estimation approach when preferences are modeled using linear vs. exponen-

tial SAU functions and demonstrate how the data on consumer preferences and individual WTP can 

be used to support pricing decisions. 

1.2.3 User Interface 

User interfaces take on the task of communicating between users and the DSS. By using interfaces, 

DSS users can interact with the data and model management systems and access decision relevant 

data, knowledge and information. The interaction with a DSS can be facilitated by using graphical, 

auditive or other sensing devices (Turban et al. 2010). 

This dissertation addresses a specific gap in the literature on information visualization applied to user 

interfaces of DSSs. Information visualization (Card et al. 1999) encompasses the process of trans-

forming information (e.g., texts or numbers) into a visual representation (Lurie and Manson 2007). 

The idea behind information visualization is to free up cognitive resources for solving problems by 

transferring cognitive load into the human perceptual system and making use of the human capabili-

ties to process and encode visual information (Kosslyn 1994; Lurie and Manson 2007; Tegarden 

1999). Information visualization is frequently used to support management and consumer decision 

making (Dilla et al. 2010; Kelton et al. 2010; Lurie and Manson 2007). Research on information visual-

ization investigates the links between task characteristics, decision maker characteristics, different 

visualizations and decision making (Dilla et al. 2010). Supporting decision making inappropriately can 

negatively affect decision quality or the intention to adopt a DSS (Xiao and Benbasat 2007). There-

fore choosing an appropriate visualization is an important decision.  
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This dissertation addresses a debate regarding the question whether 2D or 3D visualizations support 

decision making best. Previous studies comparing 2D to 3D visualizations mostly focus on decision 

making performance measures and differ in their suggestion for one particular visualization format 

(Dull and Tegarden 1999; Kumar and Benbasat 2004; Pilon and Friedman 1998) or find mixed evi-

dence on the value of 2D vs. 3D visualizations (Kim et al. 2011; Nah et al. 2011; Van der Land et al. 

2013; Zhu and Chen 2005). Only the studies of Lee et al. (1986) and Tractinsky and Meyer (1999) find 

support for a particular visualization format depending on certain conditions (i.e., the information 

format and purpose of the visualization). Supporting decisions can, however, impact on decision 

making performance and the decision makers’ perceptions of the decision support (Xiao and Benba-

sat 2007). The authors address this gap by investigating the decision support of 2D and 3D visualiza-

tions in simple and complex (consumer) decision making scenarios jointly in terms of decision making 

performance and decision makers’ perceptions of the decision support. 

1.3 Structure of the Dissertation 

This dissertation contributes to specific research gaps in the literature on data management, model 

management and user interfaces of DSSs. This contribution is made in three published articles in-

cluded in this dissertation (see Table 1). 

Table 1: Articles Included in this Dissertation 

Article Article 1 Article 2 Article 3 

Title The Ambiguous Identifier Clus-
tering Technique 

Measuring Consumers' Willing-
ness to Pay with Utility-Based 
Recommendation Systems 

2D versus 3D Visualizations in 
Decision Support – The Impact 
of Decision Makers’ Perceptions 

Authors Scholz, M. / Franz, M. / Hinz, O. Scholz, M. / Dorner, V. / Franz, 
M. / Hinz, O. 

Franz, M. / Scholz, M. / Hinz, O. 

Research Gap Reducing unobserved product 
heterogeneity in online transac-
tion data 

Linear vs. exponential utility 
functions for predicting prod-
uct utilities and WTP 

2D vs. 3D visualizations for 
supporting simple and complex 
decisions 

Study Type Field study  
(N = 5,511) 

Laboratory experiment 
(N1 = 93, N2 = 77) 

Laboratory experiment 
(N = 112) 

Main  
Findings 

AICT is highly accurate, im-
proves goodness of economet-
ric models, reveals impacts on 
regression estimates and ena-
bles creating new variables 

Exponential SAU functions 
better suited for predicting 
product ranks, linear better for 
predicting most preferred prod-
ucts and WTP 

For a given level of complexity, 
decision making performance is 
unaffected by visualization 
format, but superior percep-
tions of 2D visualizations in 
simple scenarios 

Publication Electronic Markets (2016), 
26(2), 143-156 

Decision Support Systems 
(2015), 72, 60-71 

International Conference on 
Information Systems (2015), 
Fort Worth, USA 

 

Article 1 addresses the research gap regarding unobserved product heterogeneity in online transac-

tion data sets identified in the literature on data management. The extension of utility-based model 
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functionalities, which is related to the literature on model management, is the content of Article 2. 

Finally, the research gap regarding the use of 2D vs. 3D visualizations to support decision making 

identified in the literature on user interfaces is addressed in Article 3. Table 1 contains a summary of 

each article with respect to publishing information, the research gaps addressed, the study type and 

the study’s main finings. The following passages give a brief overview of the three articles. 

Article 1: The Ambiguous Identifier Clustering Technique 

Current approaches addressing unobserved product heterogeneity in online transaction data suffer 

from some limitations with respect to the scope of products, error proneness or costs. To improve 

the data quality of online transaction data, the first article of this dissertation proposes the AICT ap-

proach for reducing unobserved product heterogeneity. In an empirical setting, the authors further 

investigate AICT’s clustering accuracy, i.e. its ability to correctly identify and group (virtually) identical 

product offerings, and the impact of controlling for product clusters identified by AICT on the good-

ness of econometric models. 

AICT uses product titles (short, unstructured texts describing a product offering) to identify (virtually) 

identical products in online transaction data sets with heterogeneous products. Product titles are 

therefore standardized, divided into charter-based bi-grams (sequences of two letters; e.g., Abbasi 

and Chen 2008), and clustered using agglomerative hierarchical clustering algorithms with average 

linkage (e.g., Kaufman and Rousseeuw 2005) and multiscale bootstrap resampling (Shimodaria 2004) 

to determine the optimal clustering solution. The authors use the resulting product clusters to re-

duce unobserved product heterogeneity by controlling for identified groups of (virtually) identical 

products in econometric models.  

For the empirical investigation, the authors collected and clustered an online transaction data set 

applying AICT including 5,511 products auctioned on eBay in the categories books, music CDs and 

digital cameras. A manually generated product identifier serves to evaluate the clustering accuracy of 

AICT and to compare its accuracy to different clustering specifications with respect to clustering 

methods, linkage methods, n-gram lengths and multiscale bootstrap specifications. To evaluate the 

goodness of econometric models that control for product clusters, the authors tested four different 

regression models aiming at predicting auctions’ closing prices. All models included the same set of 

variables that have been identified to impact on an auction’s outcome (Shiu and Sun 2014; Hou and 

Blodget 2010; Tan et al. 2010). AICT’s data on product clusters is then used to stepwise extend a 

baseline model (Model 1) by controlling for cluster-specific intercepts (Model 2) and cluster-specific 

slopes (Model 3). Clustering products further allows creating a new variable counting auctions offer-

ing identical products at an overlapping time span, which is added in Model 4. The authors further 
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evaluate the goodness of Model 4 based on clustering solutions provided by different clustering 

methods. 

Our main results show that, compared to other tested clustering methods and specifications, AICT is 

highly accurate in identifying (virtually) identical products in online transaction data sets. Reducing 

unobserved product heterogeneity by controlling for product clusters identified by AICT improves the 

goodness of econometric models explaining an auction’s closing price, also compared to other clus-

tering methods, and affects the respective regression estimates. Finally, clustering products enables 

the determination of new variables explaining an auction’s closing prices, in this case the number of 

overlapping auctions. Overall, this article provides a novel approach for improving the quality of 

online transaction data and demonstrates impacts of controlling for unobserved product heteroge-

neity using AICT on the goodness of econometric models, which can in this case be used to assist the 

decision regarding an optimal online auction design. 

Article 2: Measuring Consumers' Willingness to Pay with Utility-Based Recommendation 

Systems 

The second article extends the functionality of utility-based consumer DSS models in two different 

aspects: i) estimating not only linear, but also exponential SAU functions at low cognitive effort and 

ii) predicting consumers’ willingness to pay for products within a specific category. The authors fur-

ther compare the accuracy of linear and exponential SAU functions for predicting product utilities 

and consumers’ individual WTP and show how the information on preferences and WTP generated 

by the extended utility-based model can be used to support managerial decisions with respect to 

pricing. 

The authors develop a low effort approach to enable the elicitation of exponential SAU functions. 

Compared to eliciting linear SAU functions, the approach requires consumers to additionally specify 

the average attribute level’s utility to determine the function’s shape. Based on Butler’s et al. (2012) 

utility exchange approach, the authors further develop an approach to enable the prediction of con-

sumers’ individual WTP for all products within a category. The approach requires the elicitation of 

the price for the best recommended product that makes a consumer indifferent between buying and 

not buying (i.e. the consumer’s WTP for that particular product; Moorthy et al. 1997). The WTP for 

this particular product gets transformed into a utility threshold value. In this case the utility threshold 

is a product’s utility at which a particular consumer is indifferent between buying and not buying a 

product in that category. This information is further used to determine the consumer’s individual 

WTP for all products in that category. 
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These approaches were empirically investigated in two laboratory experiments using between-

subject designs. The main experiment was designed to compare the accuracy of linear to exponential 

utility functions in terms of predicting product utilities and a consumer’s willingness to pay. The 93 

participants were randomly distributed among two versions of a utility-based DSS to search for a 

preferred digital camera. The first DSS elicited linear and the second one exponential utility func-

tions. In a two part questionnaire, the authors elicited the participants’ WPT and purchase probabil-

ity for the first ten recommended products, the search effort, user perceptions, e-shop usage and 

demographics. In a supplementary experiment with 77 participants, the authors tested the fulfill-

ment of basic assumptions of the approaches and the empirical setting. 

The main results of this study are that linear utility functions do more accurately predict the consum-

ers most preferred products and, since the WTP estimates are based on a modification of the top 

recommended product, also more accurately predict a consumers’ WTP. Exponential SAU functions 

in contrast are slightly better at predicting product ranks, that is, the order among the recommended 

products. Additionally, the authors show how information on utility thresholds and WTP estimates 

generated by the extended utility-based model can be used to compute revenue-maximizing market 

prices and individual profit-maximizing product configurations. Overall, this study extends to the 

functionality spectrum of utility-based models, contributes to the question which SAU function (line-

ar vs. exponential) is more suitable for predicting consumers’ WTP and product utilities and illus-

trates how the data generated by this extended model can be utilized to support pricing decisions. 

Article 3: 2D versus 3D Visualizations in Decision Support – The Impact of Decision Makers’ 

Perceptions 

The third article addresses a gap in the literature on information visualization of DSS interfaces. Most 

previous studies compared 2D to 3D visualizations in terms of decision making performance 

measures and found mixed evidence and thus no clear advice regarding the use of 2D vs. 3D visuali-

zations for supporting decision making. Focusing on coordinate systems as visualization method, the 

study extends previous literature by investigating the question which visualization format, 2D vs. 3D, 

supports decision makers best in simple and in complex decision making scenarios. The authors fur-

ther evaluate the decision support of both visualization formats based on a framework from Xiao and 

Benbasat (2007) not only in terms of decision making performance, but also user perceptions. 

To approach the underlying research question, the authors conducted a laboratory experiment on a 

consumer decision making scenario. The participants were asked to use a particular DSS to search for 

a preferred digital camera. Decision making complexity was modified by the number of attributes 

describing a digital camera. The authors created a simple (complex) situation, where digital cameras 



11 
 

were described by four (eight) camera attributes. Singular value decomposition (SVD; e.g., Zhang et 

al. 2007) was used to provide visual information about digital cameras and camera attributes in a 2D 

or in a 3D coordinate system. To investigate the decision support of a visualization format at a par-

ticular level of decision making complexity the authors compared the following four treatments: i) 

2D/4 attributes vs. 3D/4 attributes and ii) 2D/8 attributes vs. 3D/8 attributes. 112 students from the 

University of Passau participated in the experiment and were randomly distributed among the 

treatments using a 2x2 between-subjects design. By tracking user behavior and a two-part question-

naire the authors collected information on the participants’ decision making performance, user per-

ceptions, demographics, psychographics and experience. 

This study provides a novel finding: While the decision making performance is unaffected by the in-

terplay of decision making complexity and visualization format, in simple decision making scenarios, 

when products are described by only a few attributes, users perceive 2D visualizations significantly 

better than 3D ones. Overall, this study contributes to the understanding of the questions i) which 

visualization format is appropriate for simple and complex decision making scenarios and ii) which 

measures should be applied to evaluate the decision support of visualizations in DSS interfaces. 

This dissertation proceeds as follows. The study on data quality of online transaction data (Article 1) 

is included in Section 2. Section 3 comprises Article 2, which focuses on extending the functionality of 

utility-based models. Finally, Section 4 comprises the study addressing user interfaces (Article  3). 
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Abstract 

Investigations of online transaction data often face the problem that entries for identical products 

cannot be identified as such. There is, for example, typically no unique product identifier in online 

auctions; retailers make their offers at price comparison sites hardly comparable and online stores 

often use different identifiers for virtually equal products. Existing studies typically use data sets that 

are restricted to one or only a few products in order to avoid product heterogeneity if a unique 

product identifier is not available. We propose the Ambiguous Identifier Clustering Technique (AICT) 

that identifies online transaction data that refer to virtually the same product. Based on a data set of 

eBay auctions, we demonstrate that AICT clusters online transactions for identical products with high 

accuracy. We further show how researchers benefit from AICT and the reduced product heterogenei-

ty when analyzing data with econometric models. 

Keywords: Product heterogeneity, clustering, online transaction data, e-commerce 
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2.1 Introduction 

The Internet has radically improved the opportunity for IS practitioners and researchers to get access 

to valuable online transaction data. Such data can be used to get insights into seller strategies and 

consumer behavior—for example, the determinants of successful online auctions (Shiu and Sun 

2014), shipping cost strategies (Frischmann et al. 2012), or the impact of customer reviews on sales 

(Forman et al. 2008). Empirical investigations rely on comparing transactions of identical products 

that are offered at different prices, at different times or to different consumer segments. These stud-

ies often face the problem of unobserved product heterogeneity: products that are identical or that 

differ only marginally are not identifiable as such because a unique identifier is missing or the identi-

fier is ambiguous (Einav et al. 2015). 

Online stores like Amazon often use unique product identifiers, but product variants such as the 

Sprint, the Verizon, the AT&T or the unlocked version of Samsung’s Galaxy S6 have different identifi-

ers. Customer reviews are assigned to only one of the versions, but almost all customers evaluate 

only product-specific characteristics, such as battery time, speed or handling. Reviews across these 

product variants are rather homogeneous and should be considered as reviews for the same product 

in econometric analyses. 

Online auctions at eBay, for example, are described with a title and a product category but not with a 

product identifier that allows identifying all auctions for the same product. Without a product identi-

fier, as is the case with eBay data, researchers and practitioners either need to restrict their data sets 

to only one product in order to avoid unobserved product heterogeneity or classify the offers manu-

ally. 

These two examples capture the problem of unobserved product heterogeneity that often occurs in 

online transaction data due to missing or ambiguous product identifiers. Recent research has either 

ignored the problem of unobserved product heterogeneity (Stern and Stafford 2006) or avoided the 

problem by restricting their data sets to only one or a few products (Bajari and Hortaçsu 2003; Bapna 

et al. 2009; Mudambi and Schuff 2010) or classified the data by hand (Frischmann et al. 2012). Einav 

et al. (2015) use a simple strategy to match identical products on eBay. They consider products as 

identical if they are sold at eBay with the same title in the same category and by the same seller. This 

strategy helps to identify products that are definitely identical, but it neglects that identical products 

are typically sold by different sellers in often different categories and also with different titles (e.g., 

“Michael Jackson: Thriller” vs. “CD Thriller from Michael Jackson”). 

Identifying (virtually) identical products in online transaction data and hence reducing product heter-

ogeneity in econometric analyses helps researchers to i) estimate demand curves for particular prod-
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ucts or product categories, ii) identify product-specific effects on online transaction success variables 

such as auction success, auction price, conversion rate, or demand, iii) evaluate the effectiveness of 

transaction parameters such as the buy-it-now option in online auctions, and iv) analyze online con-

sumer behavior. 

In this paper, we contribute to existing research by proposing AICT (Ambiguous Identifier Clustering 

Technique) as, to the best of our knowledge, first method to cluster transaction data based on prod-

uct titles (i.e., very short texts) to identify offers for virtually identical products. This allows reducing 

unobserved product heterogeneity in online transaction data sets by identifying and controlling for 

identical products. AICT clusters online transactions by the titles of the products offered in the trans-

actions and finds those possible cluster solutions that are highly robust without knowing the number 

of corresponding products—and as we show in an empirical setting—with an outstanding accuracy. 

We hence provide a research method for helping IS and marketing researchers to better estimate 

demand curves from online transaction data, to better identify product-specific effects on online 

transaction success variables, to better evaluate the effectiveness of online transaction parameters, 

and to better examine online consumers’ behavior. 

In the next section, we discuss the types and implications of heterogeneity in online transaction data 

for econometric models. We then draw on recent research on identifying duplicates in databases and 

develop a novel method (AICT) for identifying duplicates based on unstructured very short texts (i.e., 

product titles) that might be incorrectly typed, rephrased or slightly different due to product vari-

ants. We demonstrate that AICT clusters online transaction data with respect to products with high 

accuracy and thereafter show how product clusters are applicable to reduce product heterogeneity 

and improve robustness and prediction accuracy of econometric models. In the final section, we con-

clude with a discussion of the managerial and research implications. 

2.2 Heterogeneity in Online Transaction Data 

Online transaction data describe events in which a consumer orders or bids on products offered by a 

seller. Researchers largely investigate these transaction data to get insights into i) the demand of 

products, ii) sales strategies, and iii) consumer behavior (Liu and Sutanto 2012; Zhou and Hinz 2015). 

Although collecting these data is fairly easy, analyzing the data is challenging. Transaction data can 

contain unexpected or unobserved heterogeneity which limits the ability to correctly model econom-

ically relevant effects. Both, unexpected and unobserved heterogeneity thus lead to biased parame-

ter estimates and ultimately erroneous conclusions (Becker et al. 2013). Online transaction data can 

be subject to unexpected or unobserved heterogeneity of at least three sources: i) consumers (e.g., 
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different bidding strategies in online auctions; Bapna et al. 2003), ii) sellers (e.g., different experience 

levels of sellers; Goes et al. 2013), and iii) products (e.g., substitutes; Einav et al. 2015). 

Recent research has proposed methods to control for unobserved consumer and seller heterogeneity 

(Bapna et al. 2004; Goes et al. 2013). Methods for controlling unobserved product heterogeneity are 

largely lacking. Products are heterogeneous especially in their value and their market size (Hou and 

Blodgett 2010). This heterogeneity affects important and frequently used performance variables such 

as the price in an online transaction. Product heterogeneity is easily manageable if products have a 

unique identifier and product variants can be matched. This is, however, not the case on several 

online platforms such as eBay, Pricewatch or Epinions. The problem of unobserved product hetero-

geneity is typically addressed by restricting data sets to only one or a few products (Bajari and Hor-

taçsu 2003; Bapna et al. 2009; Mudambi and Schuff 2010; Shiu and Sun 2014), conducting experi-

ments (Lucking-Reiley 1999; Ostrovsky and Schwarz 2009), classifying data by hand (Frischmann et al. 

2012), or matching products having exactly identical titles (Einav et al. 2015; Elfenbein et al. 2012). 

 
 

Figure 2: Example of Identical Products with Different Product Titles and No Product Identifier 
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Restricting data sets to only a few products strongly limits the insights of a study. Field experiments 

suffer from a limited scope of products that can be investigated and high costs for conducting such 

experiments. Classifying data by hand is time-consuming, costly, and error-prone. Matching products 

by their title and product category helps to identify products that are definitely identical. Such a 

strategy, however, is not suitable to identify identical products with different titles or in different 

categories. Figure 2 shows different auctions for identical products that are described with different 

titles. These products hence cannot be matched by their title when focusing on exact matches with 

the identical word order. The products shown in Figure 2 are furthermore sold by different sellers. 

Empirical strategies such as matching products (Einav et al. 2015) do consider the CDs in Figure 2 as 

distinct products. Since products such as CDs often do not have a product description but, as shown 

in Figure 2, offered at very different prices, there is often no other information than the product title 

for matching virtually identical products in online transaction data. 

Analyzing, for example, factors that determine auction success requires knowing how many substi-

tutes are available at which prices. The last CD on Figure 2 is probably not sold due to the availability 

of substitutes that are offered at lower prices. The starting price hence might determine auction suc-

cess but this effect is typically moderated by the starting prices and the availability of substitutes. 

We contribute to existing research by providing an approach for identifying online transactions that 

refer to virtually the same product based on product titles – a variable that is available in almost all 

data sets. Our problem is similar to the identification of duplicates in databases. We hence discuss 

approaches for identifying duplicates and relate our approach to this literature in the next section. 

2.3 Identification of Duplicates 

The problem of identifying duplicates in databases has long been studied in computer science (Fellegi 

and Sunter 1969; Jaro 1989; Lim et al. 1993). The general problem is a missing unique identifier, so 

that the data itself are used to identify duplicates. Existing algorithms belong to one of three possible 

approaches: rule-based, probabilistic or distance-based. 

Rule-based approaches (e.g., Arasu and Kaushik 2006; Lim et al. 1993; Zhao and Ram 2008) aim at 

applying predefined rules to test if two data entries are duplicates. Such rules might be the removal 

of word suffixes or the rearrangement of words (Ananthanarayanan et al. 2008). Rule-based ap-

proaches are simple to implement, but have been shown to be only moderately accurate (Anantha-

narayanan et al. 2008). Differences between two duplicates that are not caused by any systematic 

(e.g., spelling errors) are not removable with predefined rules; rule-based approaches are thus not 

appropriate for data that are subject to random noise. Identifying online transaction data for identi-

cal products seems not promising with such approaches, due to the high effort of creating and main-
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taining rules for several product categories and the existence of random noise in product titles (e.g., 

spelling errors, rephrased titles). 

Probabilistic approaches (e.g., Dey 2003; Li et al. 2005; Jaro 1989; Larsen and Rubin 2001; Sadinle and 

Fienberg 2013) first compare two data entries based on a fixed set of attributes (e.g., name of the 

artist, name of the song) and thereafter compute the probability that based on the comparison vec-

tor the two data entries are duplicates. These approaches are theoretically well founded and have 

been found to be highly accurate. The requirement of a fixed set of attributes makes these ap-

proaches applicable for structured data (e.g., student database) and unstructured data for which 

latent attributes can be assumed (Bhattacharya and Getoor 2006). Product titles are described with a 

varying set of attributes such as brand, product name or color and latent attributes may not exist in 

such short texts. Applying a probabilistic approach to identify duplicates based on product titles is 

thus not promising. 

Distance-based approaches (e.g., Arasu et al. 2006; Cohen 2000; Dey et al. 2002; Tejada et al. 2001) 

compute the distance for each pair of data entries and identify based on a distance threshold or a 

cluster technique duplicates among the pairs. These approaches do not rely on rules and do not as-

sume (latent) attributes in the data. Distance-based approaches can hence be applied to identify 

duplicates in almost all types of data. However, distance-based approaches are subject to two major 

challenges: first, identifying duplicates in a set of m data entries requires (𝑚
2
) pairwise comparisons 

and second, clustering data based on distances is often not robust to small data changes (e.g., new 

data entries). Distances between product titles can be computed based on several textual features 

(e.g., character n-grams, word n-grams1) and for all categories of products without defining any rules.  

In the next section, we propose a new distance-based approach for identifying online transaction 

data that refer to virtually the same product. Our approach identifies robust clusters of online trans-

action data based on product titles. We thereafter demonstrate the accuracy of our approach to 

identify product duplicates in online transaction data and show how our approach helps to control 

product heterogeneity in econometric analyses. 

2.4 Ambiguous Identifier Clustering Technique  

2.4.1 Text Preparation 

Product titles are short texts that often consist of less than 50 characters. Methods typically used to 

prepare texts before comparing them for similarity (e.g., stop word removal, stemming) would fur-

                                                           
1 An n-gram is a successional subsequence of n items (characters or word) of a text. The character-based n-grams of size 2 
(bi-grams) of the word “text” are “te”, “ex”, “xt”. A detailed example of character-based n-grams can be found in Table 2. 
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ther reduce the number of characters. Most titles furthermore consist of merely a brand and/or 

product name. Part-of-speeches such as verbs or pronouns are unlikely to occur and if they occur, 

they are almost always a part of either the brand or the product name (e.g., “Eat This Not That”). 

Removing common words or words with a particular part-of-speech as in other text clustering meth-

ods (Cagnina et al. 2014) is hence not recommendable when clustering product titles. In order to 

improve the accuracy of identifying transactions for virtually identical products, we propose remov-

ing all words or phrases of a product title that cannot be ascribed to a particular product. Such words 

might point to a product category (e.g., "CD Thriller from Michael Jackson") or are used for promo-

tion (e.g., "Best Album ever Released by Michael Jackson: Thriller").  

Product titles in online platforms are defined by the seller and might hence vary due to three rea-

sons. First, product titles might include spelling errors such as missing or swapped characters (e.g., 

"Micheal Jacksen: Thriler"). Second, sellers might rephrase product titles and, for example, include 

additional words (e.g., "Thriller from Michael Jackson"). And third, sellers might use different ver-

sions of a product title (e.g., title vs. title and subtitle) to describe their offers. 

Titles of virtually identical products can thus significantly differ from each other. This complicates 

identifying identical product offerings. Word-based or sentence-based text measures (e.g., the num-

ber of equal words) do not tolerate differences such as spelling errors or rephrased titles. Character-

based n-grams are, in contrast to other textual features such as sentences, words or word-based n-

grams2, similar for titles with spelling errors and for rephrased titles. 

Separating words into character-based n-grams helps finding similar product titles also in the pres-

ence of spelling errors, rephrased titles or different versions of product titles. Titles with spelling 

errors differ only marginally in terms of their character-based n-grams from correctly spelled titles. 

For example, take the product titles for the first two transactions of Michael Jackson's album "Thrill-

er" in Table 2. Although the second title includes three spelling errors, it is characterized by nearly 

the same bi-grams as the first auction title. 

In the case of rephrased titles or different versions of a product title, the number of corresponding n-

grams is unaffected, while the number of n-grams per title changes. We propose using bi-grams, 

because spelling errors such as missing or swapped characters have a smaller effect on bi- than larger 

n-grams. The bi-gram vectors for “dangerous” and “dagnerous” are different in three positions (“an”, 

“ng”, “ge”) whereas the tri-gram vectors for these two words are different in four positions (“dan”, 

“ang”, “nge”, “ger”). Both words furthermore consist of eight bi-grams but only seven tri-grams.  

                                                           
2
 An overview of textual features is presented in Abbasi and Chen (2008) and in Zheng et al. (2006). 
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Product titles of transactions 1 and 3 have the same number of corresponding bi-grams as the prod-

uct title of transaction 1 has with itself. The total number of bi-grams is different for transaction 1 

and 3. A high proportion of the bi-grams of transaction 3 also occur in the bi-gram vector for transac-

tion 1 making both bi-gram vectors rather similar.  

Table 2: Product Titles of Sample Transactions 

Transaction Title Prepared Title Bi-grams 

1 Michael Jackson: Thrill-
er 

michael jackson thrill mi, ic, ch, ha, ae, el, l_, _j, ja, ac, ck, ks, so, on, n_, 
_t, th, hr, ri, il, ll 

2 Micheal Jacksen: Thriler micheal jacksen thril mi, ic, ch, he, ea, al, l_, _j, ja, ac, ck, ks, se, en, n_, 
_t, th, hr, ri, il 

3  Thriller from Michael 
Jackson 

thrill from michael 
jackson 

th, hr, ri, il, ll, l_, _f, fr, ro, om, m_, _m, mi, ic, ch, 
ha, ae, el, l_, _j, ja, ac, ck, ks, so, on 

 

To further improve the accuracy of clustering product titles, we recommend stemming those words 

that remain after stop word removal. We then compute the distance between two prepared product 

titles. 

2.4.2 Clustering 

We propose using a hierarchical algorithm to cluster product titles based on a distance matrix. Cen-

troid-based algorithms (e.g., k-means, fuzzy c-means) require the number of clusters to be known in 

advance. Distribution-based (e.g., EM-clustering, DBCLASD) and density-based algorithms (e.g., 

DBSCAN, OPTICS) are not appropriate for clustering sparse text-feature × object matrices as is the 

case with short texts such as product titles. We adapt agglomerative hierarchical algorithms due to 

their lower computational complexity compared to divisive algorithms (Kaufman and Rousseeuw 

2005). Agglomerative algorithms start with one cluster for each title and combine two clusters based 

on their distance. The distance between clusters is a function of the distance between pairs of titles. 

We use average linkage as function to compute between-cluster distances, because of its accuracy 

which is typically higher compared to other linkage functions such as single linkage or complete link-

age (Kaufman and Rousseeuw 2005).  

We follow existing literature and compute the distance between two bi-gram vectors Gi and Gi' for 

two product titles i and i' based on the cosine measure (Cagnina et al. 2014; Li et al. 2008; Pa-

papetrou et al. 2011). 

𝑑𝑖𝑠𝑡(𝑖, 𝑖′) = 1 − 
𝐺𝑖 ∙ 𝐺𝑖′

‖𝐺𝑖‖‖𝐺𝑖′‖
 (1) 
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We use bi-grams because the possible number of larger n-grams is very high which consequently 

leads to very sparse n-gram vectors when 𝑛 > 2. If we consider an alphabet consisting of, for exam-

ple, 40 symbols (letters, numbers and punctuation marks), there are 402 = 1600 possible bi-grams 

but already 403 = 64000 possible tri-grams. The average number of titles that contain a particular n-

gram hence substantially decreases when n increases. Ultimately, the distance between similar but 

not identical product titles increases which might reduce the clustering accuracy. 

The cosine measure is scaled in [0, 1] and it is a measure that is independent of the Euclidean length 

of the bi-gram vectors. Adding further bi-grams with a value of 0 to the bi-gram vectors of two prod-

uct titles does not affect the cosine measure between these two titles. This independence of the 

Euclidean length is important for the identification of robust clusters. Bi-gram vectors that differ in 

their length – as is the case for transaction 1 and 3 in Table 2 – are distant only due to different bi-

grams, but not due to different lengths. 

We get a distance of 0.27 between transaction 1 and 2, a distance of 0.18 between transaction 1 and 

3 and a distance of 0.41 between transaction 2 and 3 of our example in Table 2. Spelling errors hence 

increase the distance between two titles but only moderately. Since the distance between two prod-

ucts is symmetric (i.e., dist(i,i') = dist(i',i)), we need to compute (𝑚
2
) distance values to cluster m 

product titles. 

The result of an agglomerative clustering for m product titles contains m to 1 clusters, depending on 

the maximal distance allowed between two clusters for agglomerating them. The existence of any of 

the possible clusters is, however, unknown because the true number of distinct products in a data 

set is unknown. Any definition of a maximally endorsed distance between two clusters is thus with-

out evidence. We therefore use multiscale bootstrap resampling, a technique that has been devel-

oped for approximately unbiased tests for the exponential family with unknown expectation parame-

ters (Shimodaira 2004), to estimate the accuracy of any of the possible cluster solutions.  

This method conducts an agglomerative clustering for 𝑑 = |𝑟|𝐵 samples of the title × bi-gram-matrix. 

B is the number of replications a title × bi-gram-matrix is generated with relative sequence length 

𝑟𝑘 ∈ 𝑟 of the bootstrap replicate. Each sample k is characterized by a title × bi-gram-matrix that con-

sists of all product titles as rows and 𝑟𝑘 bi-grams randomly drawn with replacement as columns. In 

the case of 𝑟𝑘 = 0.5 and 500 identified bi-grams, sample k is characterized by a matrix with all titles 

as rows and 250 bi-grams randomly drawn with replacement as columns. The frequency of the sam-

ples that generate a particular cluster is counted for each scaling factor 𝑟𝑘 ∈ 𝑟 and used to calculate 

p-values (Shimodaira 2002, 2004). The more frequent a particular cluster occurs in the B replications 
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for a particular size 𝑟𝑘 and the less this frequency changes when changing 𝑟𝑘, the higher is the p-

value.   

To calculate the p-values, we first need to count the frequency 𝑓𝑖 for a specific cluster i in the B repli-

cations for a particular sample size 𝑟𝑘. We get the bootstrap probability 𝑝𝑟𝑜𝑝𝑖,𝑟𝑘  by dividing 𝑓𝑖 by B. 

Next, we can estimate the following regression model 

−𝜙−1(𝑝𝑟𝑜𝑝𝑖,𝑟𝑘) = 𝑋𝛽 + 𝜖 (2) 

where 𝜙−1(•) is the inverse density function of a normal distribution and X is a two-element vector 

representing the probability scale for the occurrence of a particular cluster with √𝑟𝑘 as the first and 

1/√𝑟𝑘 as the second element. Vector β consists of the estimates for the two elements of X and is 

estimated by the weighted least squares method. The error term ϵ is assumed to be multivariate 

normally distributed with mean vector 0 and non-constant variance-covariance matrix 𝜎2𝑊. The 

weights W are calculated as the inverse of the variance of each sample k as follows 

𝑊−1 = 𝑉𝑎𝑟(𝑘) =
𝐵(1 − 𝑝𝑟𝑜𝑝𝑖,𝑟𝑘)𝑝𝑟𝑜𝑝𝑖,𝑟𝑘

𝜙 (−𝜙1(𝑝𝑟𝑜𝑝𝑖,𝑟𝑘))
2  (3) 

The p-value is now calculated as 

𝑝 = 1 −𝒩(𝛽1, 𝛽2) (4) 

where 𝒩(•) refers to the standard normal distribution function. 

The p-value is normalized in [0, 1] and expresses the probability of a cluster to be existent in different 

variations of the input data. In other words, the p-value expresses the probability that the null hy-

pothesis that a cluster exists in the data cannot be rejected. We are interested in those clusters for 

which the alternative hypothesis (a cluster is not existent in the data) would be highly unlikely (i.e., 

clusters that have a p-value which surpasses a pre-specified α-value). 

2.5 Clustering Accuracy 

We collect data from eBay auctions to illustrate the capabilities of the proposed method AICT and 

examine its performance. Online auctions have become increasingly important with eBay being the 

largest online auction platform. With a gross merchandise volume of more than US$ 67.76 billion in 

2013, eBay assists millions of transactions a year. Recent research has intensively investigated the 

determinants of online auction success (Duan 2010; Gilkeson and Reynolds 2003; Shiu and Sun 2014), 

closing prices (Easley et al. 2010; Shiu and Sun 2014), bidding behavior (Cheema et al. 2012; Sriniva-
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san and Wang 2010), consumer surplus (Bapna et al. 2008) or the effect of attention scarcity on auc-

tion outcomes (Hinz et al. 2016).  

Auction platforms such as eBay provide its users functionality to sell almost everything – books as 

well as cars or tickets. Although a seller can define only a few auction parameters like the starting 

price, the auction length or the number of pictures, auctions are rather heterogeneous due to the 

products offered to potential buyers. Most auction platforms provide no mechanism for identifying 

the product offered in an auction. Auction data are hence typically subject to unobserved product 

heterogeneity. 

We focus in the following on the domain of online auctions while our method is not limited to this 

area. Other data like those from price comparison sites or other platforms can suffer from this prob-

lem too, but we use the case of online auctions to illustrate our method and then ultimately to test it 

empirically. 

2.5.1 Data 

We collect data from eBay auctions for books, music CDs and digital cameras between 22nd and 29th 

of April 2014. We focus on products that were listed as top sellers between 2009 and 2013 at Ama-

zon.com to ensure that multiple auctions exist for exactly the same product. "CD" is a sub-category 

of the top-level category "Music" and has no sub-categories. "Books" is a top-level category with 12 

sub-categories such as "Children & Adults", "Cookbooks", "Fiction & Literature", "Nonfiction", and 

"Textbooks & Education". "Digital Camera" is a sub-category of the top-level category "Cameras & 

Photo" and has no sub-categories. 

Table 3: Descriptive Statistics 

Variable  All Auctions  Successful Auctions 

Mean SD Mean SD 

Bidders per Auction 2.22 6.21 6.58 9.27 

End Price (in US$) – – 125.17 370.88 

Start Price (in US$) 53.03 294.24 64.57 245.00 

Duration (in days) 5.79 1.96 5.77 2.01 

# Pictures per Auction 7.79 9.31 9.20 10.93 

Seller Feedback Score 17,698.15 100,186.50 35,392.22 165,799.70 

# Payment Methods 1.07 0.46 1.06 0.40 

Title Length (in Letters) 63.51 14.38 62.79 14.37 

# Ending During Week  3,829  1,332  

# Ending During Weekend 1,682  523  

# Accepting Returns 2,770  825  

Observations 5,511  1,855  
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Our data set includes information about the products offered at eBay (e.g., start price, closing price, 

and title) and information about the sellers (e.g., seller feedback score). All data were collected using 

eBay's Developer API. Our data set consists of 5,511 auctions (3,718 book auctions, 1,257 music CD 

auctions and 536 camera auctions) that were initiated by 3,595 different sellers. We observe 2.22 

bids on average per auction and 1,855 auctions resulted in a sale. Table 3 provides a comprehensive 

summary of the variables used in our study. 

2.5.2 Analysis 

We prepare auction titles as described in Section "Text Preparation" and finally extract a title × bi-

gram-matrix which constitutes the basis for computing distances between pairs of titles3. We then 

cluster the resulting title distance matrix using an agglomerative method with average linkage func-

tion. We use multiscale bootstrap resampling as previously introduced with scaling factors 𝑟 = {0.5, 

0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4} and generate B = 10,000 replications for each scaling factor. 

To assess the quality of the clustering method and identify auctions offering the same product, we 

also manually add a product identifier to each auction. We evaluate the quality of our clustering al-

gorithm with two common measures: purity and adjusted Rand index (Manning et al. 2009). Purity is 

the number of correct auction to cluster assignments divided by the number of auctions and ranges 

from 0 (poor clustering) to 1 (perfect clustering). The purity index overestimates the accuracy if the 

number of clusters is large compared to the number of items to be clustered. Purity is 1 if each auc-

tion gets its own cluster, a typical case of overfitting. We hence compute the adjusted Rand index 

which calculates for all (𝑚
2
) pairs of auctions one of four possible cluster assignments: i) two similar 

auctions are assigned to the same cluster (true positive, TP), ii) two dissimilar auctions are assigned 

to the same cluster (false positive, FP), iii) two dissimilar auctions are assigned to different clusters 

(true negative, TN) and iv) two similar auctions are assigned to different clusters (false negative, FN). 

The Rand index is computed as the percentage of decisions that are correct (i.e., the sum of true 

positives and true negatives divided by the number of auctions). The Rand index is scaled between 0 

and 1, but its value when randomly generating clusters is not constant. Hubert and Arabie (1985) 

introduced the adjusted Rand index (ARI) which can also take negative values and has a value of 0 for 

a random cluster assignment. Values between 0 and 1 characterize a clustering that is better than a 

random segmentation. ARI is computed as follows: 

𝐴𝑅𝐼 =
(𝑚
2
)(𝑚𝑇𝑃 +𝑚𝑇𝑁) − [(𝑚𝑇𝑃 + 𝑛𝐹𝑃)(𝑚𝑇𝑃 +𝑚𝐹𝑁) + (𝑚𝐹𝑁 +𝑚𝑇𝑁)(𝑚𝐹𝑃 +𝑚𝑇𝑁)]

(𝑚
2
)
2
− [(𝑚𝑇𝑃 +𝑚𝐹𝑃)(𝑚𝑇𝑃 +𝑚𝐹𝑁) + (𝑚𝐹𝑁 +𝑚𝑇𝑁)(𝑚𝐹𝑃 +𝑚𝑇𝑁)]

 (5) 

                                                           
3
 We use a very short stop word list containing only one entry for each year between 1999 and 2013, and the following 

words: album, cd, digipack, dvd, edition, emi, hardback, hardcover, limited, paperback. 
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A cluster is considered as robust if the null hypothesis "the cluster is existent in the data" cannot be 

rejected. The likelihood of a cluster to be supported by the data is expressed by the p-value comput-

ed based on the proposed multiscale bootstrap resampling method. We consider clusters with a p-

value of at least 0.95 to be robust (i.e., clusters having a probability of not more than 5% to be not 

existent in the data) and thus allow an α-error of 0.05. 

2.5.3 Results 

In total, we collected auction data for 525 different products, a number that we manually deter-

mined. We found 10.50 auctions per product on average (SD = 25.32). 65 distinct products in our 

data set (12.38%) were offered in only one auction each. Our proposed cluster algorithm identified 

452 clusters with an average of 12.19 (SD = 27.47) auctions per cluster. Most clusters (80.31%) con-

sist of auctions that offer exactly the same product. These highly accurate clusters cover 3,164 of our 

5,511 observed auctions. All other clusters consist of auctions for at least two different products. 

Although different, these products are quite similar (e.g., "Sony Cyber-shot DSC-HX50V 20.4 MP Digi-

tal Camera Black" and "Sony Cyber-shot DSC-RX100 20.2 MP Digital Camera – Black"). With a purity 

of 0.81 and an adjusted Rand index of 0.68 we achieved an outstanding clustering accuracy. We 

hence can use the clusters as additional information in econometric models. 

2.5.4 Robustness Checks 

We conducted several additional tests in order to check the robustness of AICT parameters. Specifi-

cally, we tested different linkage methods, different α-levels and different n-grams. Although average 

linkage – the linkage method we propose to use – typically performs better than single linkage and 

complete linkage, there is no evidence that average linkage is always the best option. Complete link-

age, for example, will result in very homogeneous clusters in the early agglomeration stages (Kauf-

man and Rousseeuw 2005). This can improve the accuracy of identifying clusters of very homogene-

ous auction titles. We also tested different levels of α for the proposed multiscale bootstrap 

resampling method and different n-grams for computing the distances between the auction titles. 

Table 4: Clustering Accuracy across Different Linkage Methods 

Metric  Average Single Complete 

Clusters 452 1 648 

Auctions per Cluster 12.19 5,511 8.50 

Purity 0.81 0.06 0.85 

Adjusted Rand Index 0.68 0.00 0.51 

 

Average linkage clustered auctions with highest accuracy as presented in Table 4. Complete linkage is 

better in terms of purity compared to average linkage which is due to a higher number of identified 
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clusters. The adjusted Rand index indicates that average linkage is superior to complete linkage. The 

application of single linkage resulted in a one-cluster solution which is of course not accurate. 

We propose using multiscale bootstrap resampling to identify those clusters that are highly accurate. 

Our previous results are based on an α-level of 0.05 which is used as quasi-standard in most empiri-

cal studies. With a higher α-level AICT will agglomerate more clusters which will finally lead to a solu-

tion with a lower number of clusters. Decreasing the α-level will hence result in a solution with more 

clusters. We also computed the cluster accuracy for an α-level of 0.10 and 0.01. 

Table 5: Clustering Accuracy across Different α-Levels 

Metric α  = 0.05 α = 0.10 α = 0.01 

Clusters 452 2 695 

Auctions per Cluster 12.19 2,755.50 7.93 

Purity 0.81 0.06 0.83 

Adjusted Rand Index 0.68 0.00 0.58 

 

Table 5 indicates that an α-level of 0.10 leads to a solution with only two clusters and is ultimately 

very inaccurate. With an α-level of 0.01, we can identify clusters also highly accurate. However, such 

a low α-level produces more clusters which finally reduces the adjusted Rand index compared to an 

α-level of 0.05. 

We proposed to use distances of bi-gram vectors as input for clustering. Uni-grams transport not 

much information because each uni-gram is rather likely to occur also in short texts such as product 

titles. In our data set, we found 40 different uni-grams. With an average title length of 63.51, each 

uni-gram occurs on average 1.59 times in each title which makes uni-grams not very helpful in sepa-

rating distinct products based on their titles. Tri-grams transport much more information than bi-

grams because it is rather unlikely that a particular tri-gram occurs in a particular title. We found 

5,249 distinct tri-grams in our data set. Each tri-gram hence occurs 0.01 times on average in each 

title. Each bi-grams occurs on average 0.07 times in each title4. Tri-grams are more sensitive to 

spelling errors and rephrased titles which results in a larger distance between similar titles. 

The number of n-grams determines the size of the distance matrix and hence the α-level that should 

be chosen. Larger distance matrices (i.e., more observations) require smaller α-levels (Mingfeng et al. 

2013). We hence computed the clustering accuracy for uni-grams and tri-grams with different α-

levels.  

                                                           
4
 We found 942 different bi-grams in our data set. 
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Table 6 shows that AICT performs best with bi-gram vectors as input for the clustering. Uni-gram 

vectors are not very distant to each other which leads to many misclassifications and hence a low 

clustering accuracy. We found an average cosine distance of 0.165 (SD = 0.082) between the uni-

gram vectors. Tri-gram vectors in contrast are very different to each other – we found an average 

cosine distance of 0.928 (SD = 0.099). This high distance is because of the low probability that a par-

ticular tri-gram occurs in a particular auction title and due to the fact that spelling errors and re-

phrased titles do have a high impact on the distance of tri-gram vectors. Slightly different variants of 

the same title do not have such a high impact when using bi-gram vectors. We found an average dis-

tance of 0.826 (SD = 0.106) between the bi-gram vectors. 

Table 6: Clustering Accuracy across Different n-grams 

Metric 2-g 

α = 0.05 

1-g 

α = 0.05 

1-g 

α = 0.25 

3-g 

α = 0.05 

3-g 

α = 0.001 

Clusters  452 708 438 2 836 

Auctions per Cluster 12.19 7.78 12.58 2755.5 6.59 

Purity 0.81 0.173 0.143 0.07 0.72 

Adjusted Rand Index 0.68 0.00 0.01 0.00 0.33 

 

In summary, AICT consists of three parameters: i) the distance measure used to identify similar prod-

ucts, ii) the α-level, and iii) the type of n-grams. Our robustness checks provide implications for cali-

brating AICT with respect to these parameters. First, average linkage is the preferred method for 

AICT. Single linkage is not recommendable and complete linkage tends to extract too many clusters. 

Second, an α-level of higher than 0.05 seems to be not meaningful whereas a lower α-level produces 

also very accurate results but tends to also extract too many clusters. Third, the distances between 

the auction titles should be computed based on bi-grams, because bi-gram vectors are not as sensi-

tive to spelling errors than tri-gram vectors and bi-gram vectors of different auction titles and hence 

different products are more likely to be rather distant to each other than uni-gram vectors. We com-

pare AICT to other clustering methods in the next section. 

2.5.5 Comparison to Other Clustering Methods 

The previous section demonstrated an outstanding clustering accuracy for AICT. Our proposed meth-

od is based on agglomerative clustering with average linkage. The difference to a simple agglomera-

tive clustering is the multiscale bootstrap resampling, a method that ensures to identify only robust 

clusters. We computed the clustering accuracy also for a simple agglomerative clustering in order to 

demonstrate the effect of the multiscale bootstrap resampling method. We found a height of ℎ = 10 

to produce a similar number of clusters (467) as we have products (525) in our data set. 
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We furthermore evaluated the accuracy of a distribution-based (EM-clustering; Dempster et al. 1977) 

and a density-based (DBSCAN; Ester et al. 1996) clustering method, in order to better interpret the 

accuracy values presented in the previous section. Distribution-based and density-based clustering 

methods have been found to be very accurate in many applications (Aliguliyev 2009; Chehreghani et 

al. 2009; Mumtaz et al. 2007; Sarkar et al. 2008).  Expectation maximization (EM) and density compu-

tation are both not very robust for very sparse data matrices as is the case with bi-gram matrices for 

short texts such as auction titles.  

The results in Table 7 reflect the problem of distribution-based (EM-clustering) and density-based 

(DBSCAN) clustering methods in our case. The accuracy of both is below that of AICT. DBSCAN per-

formed much better than EM-clustering but found only 161 clusters in our data set that consisted of 

525 actual clusters. 

Table 7: Clustering Accuracy across Different Clustering Methods 

Metric AICT 

(with α = 0.05) 

Agglomerative Clustering 

(with h = 10) 

EM-Clustering DBSCAN 

Clusters 452 467 9 161 

Auctions per Cluster 12.19 11.80 612.33 34.23 

Purity 0.81 0.42 0.11 0.31 

Adjusted Rand Index 0.68 0.33 0.02 0.62 

 

Table 7 also shows that our proposed method – AICT – outperformed a simple agglomerative cluster-

ing. The difference between both methods is the process of extracting clusters. A simple agglomera-

tive clustering forms clusters based on those objects whose similarity is within a defined threshold 

(height h in a dendrogram). AICT forms clusters based on multiple simple agglomerative clustering 

iterations. Clusters that occur in many resampling iterations independent of a similarity threshold are 

more likely to be really existent and are hence extracted as final clusters in AICT.  

AICT shows the highest accuracy compared to a simple agglomerative clustering, EM-clustering and 

DBSCAN. The results of our robustness check also indicate that AICT might be inferior to other clus-

tering methods if single linkage or a too large α-level is chosen. We therefore recommend using the 

above mentioned average linkage and an α-level of 5%. 

2.6 Enhancing Econometric Analysis  

We conduct regression analyses with closing price of our collected eBay auctions (c.f. described in 

the previous section) as dependent variable. We consider all successful auctions to investigate the 

closing price of auctions. 
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2.6.1 Models 

As baseline, we compute a pure fixed-effects model without integrating the identified clusters (see 

Model 1 in Table 8). The clusters identified with AICT allow us to i) model cluster-specific intercepts, 

ii) model cluster-specific slopes, and iii) create new variables such as the number of overlapping auc-

tions. Model 2 adds an idiosyncratic random-intercept effect 𝜓𝑖 at the cluster level to Model 1. We 

compute clusters based on all auctions for Model 2. Several of our variables characterize sellers’ 

strategies (e.g., duration, payment methods) and we do not expect product-specific differences 

across these variables. Starting price, however, is a variable that represents a seller’s strategy and a 

product’s value. Model 3 thus extends Model 2 with a cluster-specific random slope for starting 

price. We finally count the number of overlapping auctions (i.e., auctions – successful as well as un-

successful – offering the same product as auction i at a time span that overlaps with the time span of 

auction i) based on the results of the clusters identified with AICT. 

We use the starting price, the duration, the number of pictures, the seller’s feedback, the number of 

payment methods, whether the auction ends at weekend and the ending time as independent varia-

bles 𝑋𝑖  for auction i. These variables have been found to impact an auction’s outcome in recent re-

search (Hou and Blodgett 2010; Shiu and Sun 2014; Tan et al. 2010). 

Table 8: Regression Model Specification 

Model Specification Description 

Model 1 𝑦𝑖 = 𝛼 + 𝛽𝑋𝑖 + 𝜖𝑖 Baseline model  

Model 2 𝑦𝑖 = 𝛼 + 𝛽𝑋𝑖 + (1|𝜓𝑖) + 𝜖𝑖 Baseline + cluster-specific random-intercept 

Model 3 𝑦𝑖 = 𝛼 + 𝛽𝑋𝑖 + (1 + 𝑆𝑡𝑎𝑟𝑡𝑖𝑛𝑔𝑃𝑟𝑖𝑐𝑒𝑖|𝜓𝑖) + 𝜖𝑖 Baseline + cluster-specific random-intercept and 
cluster-specific random-slope for starting price 

Model 4 𝑦𝑖 = 𝛼 + 𝛽𝑋𝑖 + 𝛾𝑂𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔𝐴𝑢𝑐𝑡𝑖𝑜𝑛𝑠𝑖 
         +(1 + 𝑆𝑡𝑎𝑟𝑡𝑖𝑛𝑔𝑃𝑟𝑖𝑐𝑒𝑖|𝜓𝑖) + 𝜖𝑖 

Baseline + cluster-specific random-intercept, cluster-
specific random-slope for starting price and overlap-
ping auctions as additional variable 

 

According to Lucking-Reiley et al. (2007) we did not include the number of participating bidders in 

our models because it is endogenously related with the number of bids. 

2.6.2 Analysis 

Each of the models presented in Table 8 is estimated with a restricted maximum likelihood (REML) 

estimator. We used the natural logarithm of starting price and closing price in our regressions. We 

found support (p < 0.05) to split auctions into two categories according to ending hour: those closed 

between 11 p.m. and 2 a.m. and those closed between 2 a.m. and 11 p.m.5 We hence created a 

                                                           
5
 We used conditional inference trees (see Hothorn et al. (2006) for a detailed description of this method) with 10,000 

Monte Carlo replications to test for significant splits of ending time. 
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dummy variable for ending time that is 0 for auctions ending in the daytime (i.e., between 2 a.m. and 

11 p.m.) and 1 otherwise. We compared our regression models with Akaike’s information criterion 

(AIC) and the Bayesian information criterion (BIC). 

Researchers as well as practitioners often are interested in predicting online transaction outcomes 

such as closing prices of online auctions. We estimated prediction accuracy of our 4 regression mod-

els with 10-fold cross validations. In each replication, we divided our sample in 10 parts and use 9 of 

them for estimating the regression models and 1 for prediction (hold-out). We ran 10,000 such repli-

cations and calculated the average MPE (mean percentage error) as prediction accuracy measure. 

The MPE is the average of percentage errors by which the predictions differ from observed values 

and is used as a measure of the bias of a prediction. 

2.6.3 Results 

Table 9 demonstrates that the identified clusters help to significantly improve the goodness of fit of 

our econometric models. Model 1 has the worst AIC, BIC and R² and predicts closing prices for new 

auctions with a very high error. Adding a cluster-specific random intercept significantly improves all 

fitness measures and hence leads to less erroneous interpretations and predictions as Model 1. We 

could further improve the econometric analysis by adding a cluster-specific random slope effect for 

starting price (Model 3) and an additional variable representing the number of overlapping auctions 

(Model 4). 

Table 9: Regression Results for Closing Price as Dependent Variable 

Variable Model 1 Model 2 Model 3 Model 4 

Est. SE Est. SE Est. SE Est. SE 

Intercept 1.380
***

 0.148 1.417
***

 0.119 1.196
***

 0.108 1.295
***

 0.106 

ln(Start Price) 0.455
***

 0.016 0.257
***

 0.012 0.473
***

 0.025 0.440
***

 0.024 

Duration -0.011 0.017 0.006 0.012 0.014 0.010 -0.006 0.010 

# Pictures 0.065
***

 0.003 0.024
***

 0.002 0.018
***

 0.002 0.017
***

 0.002 

Seller Feedback/10,000 0.021
***

 0.002 0.013
***

 0.002 0.019
***

 0.002 0.018
***

 0.002 

# Payment Methods 0.203
*
 0.082 0.041 0.058 0.029 0.048 0.040 0.046 

Weekend -0.023 0.072 -0.048 0.049 -0.045 0.040 -0.029 0.039 

Accept Returns -0.226
***

 0.066 0.029 0.047 -0.028 0.040 -0.034 0.038 

Ending Time -0.179
*
 0.077 -0.037 0.052 -0.048 0.044 -0.042 0.042 

# Overlapping Auctions – – – – – – 0.009
***

 0.001 

Log-Likelihood -3,236.05 -2,660.27 -2,388.01 -2,338.72 

AIC 6,492.10 5,342.54 4,802.02 4,705.45 

BIC 6,547.36 5,403.32 4,873.85 4,782.81 

R² 0.53 0.84 0.90 0.91 

MPE (in %) 122.86 89.52 48.63 46.02 
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Table 9 indicates that so far unobserved product heterogeneity significantly affects regression esti-

mates and prediction accuracy. Based on Model 1, we expect the number of payment methods, 

whether returns are accepted and ending time to have a significant influence on an auction’s closing 

price. This is, however, not indicated by Model 4, the best model in our analysis. Model 1 further-

more overestimates closing prices (as indicated by a positive MPE) by approximately 123% whereas 

the overestimation reduces to approximately 46% with Model 4. 

The number of overlapping auctions is interestingly positively correlated with the auctions’ closing 

price. We found support that more expensive products are offered significantly more frequently in 

our data set (p < 0.001). The number of overlapping auctions is thus rather a proxy for a product’s 

attractiveness and not a proxy for competition. 

2.6.4 Comparison to Other Clustering Methods 

Table 10: Regression Results for Model 4 and Different Clustering Methods 

Variable AICT Agglomerative 

Clustering 

EM-Clustering DBSCAN 

Est. SE Est. SE Est. SE Est. SE 

Intercept 1.295
***

 0.106 2.178
***

 0.156 2.053
***

 0.410 1.136
***

 0.190 

ln(Start Price) 0.440
***

 0.024 0.351
***

 0.024 0.357
***

 0.036 0.489
***

 0.022 

Duration -0.006 0.010 -0.035
**

 0.011 0.022 0.015 -0.008 0.017 

# Pictures 0.017
***

 0.002 0.018
*** 

0.002 0.039
***

 0.003 0.057
***

 0.003 

Seller Feedback/10,000 0.018
***

 0.002 0.021
***

 0.001 0.012
***

 0.002 0.020
***

 0.002 

# Payment Methods 0.040 0.046 -0.003 0.048 0.087 0.073 0.178
*
 0.078 

Weekend -0.029 0.039 0.002 0.040 0.008 0.063 -0.033 0.069 

Accept Returns -0.034 0.038 0.029 0.038 -0.339
***

 0.058 -0.193
**

 0.065 

Ending Time -0.042 0.042 0.028 0.043 -0.077 0.068 -0.173
*
 0.074 

# Overlapping Auctions 0.009
***

 0.001 1.203
***

 0.067 0.636
***

 0.106 -0.099 0.114 

Log-Likelihood -2,338.72 -2,377.45 -3,046.75 -3,223.17 

AIC 4,705.45 4,782.89 6,121.50 6,474.34 

BIC 4,782.81 4,860.25 6,198.86 6,551.70 

R² 0.91 0.90 0.64 0.59 

MPE (in %) 46.02 47.44 138.03 116.40 

 

We computed Model 4 also with clusters generated with a simple agglomerative clustering, EM-

clustering and DBSCAN in order to show the impact of different clustering methods. Table 10 shows 

that Model 4 has the lowest AIC, BIC and MPE as well as the highest R² if product clusters are gener-

ated with AICT. Although the cluster accuracy of DBSCAN is moderately high, the generated clusters 

do not enhance econometric models. Model 1 (without clustering) is even better than Model 4 with 
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clusters identified with DBSCAN in terms of AIC and BIC. Model 4 with DBSCAN furthermore indicates 

that the number of overlapping auctions does not have an effect on an auction’s closing price. Ac-

cepting returns has been found to have no effect on closing prices in Model 4 with AICT. We, howev-

er, found a significant effect in Model 4 with EM-clustering and DBSCAN. 

The applied clustering methods hence lead to substantially different cluster solutions that determine 

the fitness of econometric models and which effects are statistically significant. Poor cluster solutions 

might not improve econometric models much and can also decrease the fitness of econometric 

models. Clustering products should help to reduce unobserved product heterogeneity in econometric 

analyses. EM-clustering and DBSCAN do not help much to reduce unobserved product heterogeneity 

which would finally result in an improvement of econometric models. AICT and a simple agglomera-

tive clustering both substantially improved our analysis of closing prices. AICT showed the highest 

accuracy and is hence well suited to overcome the problem of unobserved product heterogeneity in 

econometric analyses. 

2.7 Conclusions 

This paper highlights the problem of unobserved product heterogeneity in many online data sets. For 

example, online auctions for identical products can typically not be matched without tremendous 

manual effort. The same is true for product variants on most online stores. If products are virtually 

identical, we can assume that they attract the same type of consumers, have the same probability to 

be purchased or reviewed. In other words, the process that generates economically relevant data 

such as the number of purchases, the number of reviews, the average product rating or the closing 

price in an auction is similar if not identical across virtually identical products. 

We propose the Ambiguous Identifier Clustering Technique (AICT) that clusters online offers based 

on their titles to identify offers for (quasi) identical products and use this information to control for 

product-specific heterogeneity. We apply AICT to data from eBay auctions and demonstrate that i) 

AICT can identify auctions for identical products with a high accuracy, ii) clustering auctions helps to 

reduce unobserved product heterogeneity and improves the goodness of the econometric models 

for explaining an auction's closing price, iii) AICT is better suited for reducing product heterogeneity 

than other methods such as agglomerative clustering, EM-clustering and DBSCAN, and iv) we can 

define further determinants of closing price based on product clusters. With multiscale bootstrap 

resampling, AICT identifies only those product clusters having a high probability to exist in the data.  

Researchers and practitioners hence benefit from AICT if they face the problem of missing unique or 

ambiguous product identifiers. This is, for example, the case if online auctions for identical products 

(Easley et al. 2010) or entries in price comparison engines should be matched (Kocas 2002). This 
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matching can be furthermore used to form clusters of online offer data or to generate new variables 

such as the number of overlapping online auctions.  

The implications for managers and consumers are twofold. First, managers can use AICT to analyze 

the performance of their products in the electronic secondary market (e.g., eBay auctions). Previous 

research has presented conditions under which firms should operate in such markets to improve 

their profit (Ghose et al. 2005). AICT helps to evaluate if these conditions are valid for a particular 

product or product category. And second, AICT can help to improve online-market transparency. 

Online consumers intensively contact price comparison engines to get information about products 

and their prices. However, prices listed by these engines are still rather nontransparent due to vary-

ing shipping costs, product variants and product supplements that are listed when searching for a 

particular product6. Our method could help to separate products from product bundles or supple-

ments and ultimately support consumers to identify the best market price of a particular product. 

AICT could further help managers to easier observe their competitors and improve their own pricing 

strategies. 

AICT identifies clusters of products having very similar titles, but it does not incorporate other infor-

mation such as product quality. Identifying a product’s quality based on product descriptions and 

product pictures might further improve econometric analysis as presented in this paper. Incorporat-

ing additional information in AICT hence provides an interesting avenue for future research. 

  

                                                           
6
 PriceGrabber.com, for example, lists more than 120 products when searching for "canon powershot sx50 hs". Some of 

these products are colored variants of the camera, some are bundles including the camera and some are supplements such 
as bags or tripods. 
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Abstract 

Our paper addresses two gaps in research on recommendation systems: first, leveraging them to 

predict consumers' willingness to pay; second, estimating non-linear utility functions – which are 

generally held to provide better approximations of consumers' preference structures than linear 

functions – at a reasonable level of cognitive consumer effort. We develop an approach to simulta-

neously estimate exponential utility functions and willingness to pay at a low level of cognitive con-

sumer effort. The empirical evaluation of our new recommendation system's utility and willingness 

to pay estimates with the estimates of a system based on linear utility functions indicates that expo-

nential utility functions are better suited for predicting optimal recommendation ranks for products. 

Linear utility functions perform better in estimating consumers' willingness to pay. Based on our ex-

perimental data set, we show how retailers can use these willingness to pay estimates for profit-

maximizing pricing decisions. 

Keywords: Willingness to pay, utility-based recommendation system, utility function, e-commerce 
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3.1 Introduction 

Consumers' willingness to pay (WTP) and their utilities for different products are indispensable inputs 

for many prediction and optimization models that support core business decisions and processes. 

They help decision makers define efficient pricing strategies (e.g. Schlereth and Skiera 2012; Wu et al. 

2014), estimate market share (e.g. Jedidi et al. 1996), determine the optimal pace for product up-

dates (e.g. Druehl et al. 2009), realign service operations (e.g. Coltman et al. 2010), or identify opti-

mal product assortments (e.g. Rusmevichientong et al. 2010). 

These decision models will, of course, yield reliable results only if valid estimates for consumer pref-

erences and WTP are available, which is difficult for two reasons. First, the cost of estimating current 

utility values and WTP is high. Eliciting this information empirically is expensive because valid esti-

mates for WTP can often be obtained only at the time of purchase and under the prevailing market-

ing mix conditions (Wertenbroch and Skiera 2002). This problem is exacerbated by the fact that con-

sumer preferences change over time. Hence, preference elicitation must be repeated at regular in-

tervals to monitor the estimates' validity. Second, consumers are typically not willing to expend a lot 

of effort and time (repeatedly, no less) for specifying their preferences (De Bruyn et al. 2008), which 

reduces the reliability of their inputs and, in consequence, reduces recommendation accuracy (Huang 

2011). 

These two issues can be solved with utility-based recommendation systems. Recommendation sys-

tems are very frequently employed as consumer decision support systems in online retailing, and 

most consumers use them regularly. That consumers are intrinsically motivated to use them, and to 

use them repeatedly, makes it possible to recognize structural changes in consumer preferences and 

WTP immediately, and to obtain utility estimates for new products almost at once. Despite these 

advantages, recommendation systems data are seldom suggested as inputs for marketing and man-

agement decision models (Denguir-Rekik et al. 2009) or as inputs for WTP estimation. 

We contribute to recent research in operations research, information systems and marketing by pro-

posing a utility-based recommendation system which measures consumer preferences and WTP 1) 

reliably and 2) at low costs for companies and 3) low cognitive effort for consumers. Specifically, we 

develop a new low-effort approach, based on Butler et al.'s (2001) utility exchange approach. This 

approach proposes that utility in one attribute can be exchanged for utility in another. We propose 

to exchange utility in price for the utility of entire products to estimate consumers' WTP. 

We extend utility-based recommendation systems to estimate consumers' individual WTP for zero-

switch utility functions (Abbas and Bell 2012): linear and exponential utility functions. In addition, our 

research sheds light on the question which of the two most popular single-attribute utility (SAU) 
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functions from operations and marketing research – exponential (Harvey 1981; Van Ittersum and 

Pennings 2012) or linear functions (Green et al. 2001; Scholz et al. 2010) – are better suited for utili-

ty-based recommendation systems. 

The remainder of our paper is organized as follows. The next section briefly introduces the utility and 

WTP model we are proposing. Section 3.3 shows how this model can be integrated into recommen-

dation systems. Section 3.4 describes our design and setting for testing this model in a laboratory 

experiment. Section 3.5 presents the results of this experiment. Section 3.6 provides a closer look at 

how this information can be used to optimize pricing decisions and discusses economic implications. 

Section 3.7 concludes the paper with an outlook on future research. 

3.2 Modeling Utility-Based Recommendation Systems 

Utility-based recommendation systems are a rather novel feature of online retailing. Usually, rec-

ommendations are generated with collaborative filtering or content-based techniques (Xiao and 

Benbasat 2007). Content-based techniques recommend items similar to those a consumer has 

bought in the past. Collaborative filtering techniques recommend items to a consumer based on pur-

chase decisions by other consumers who have similar tastes and preferences. But though ubiquitous, 

both techniques frequently produce low quality recommendations, which is due to three major is-

sues (Ansari et al. 2000). First and most important is the cold-start problem (Kim et al. 2011). Con-

tent-based and collaborative filtering techniques cannot provide recommendations unless multiple-

item purchasing profiles for a number of consumers, or at least for the consumer currently using the 

system, are available. Second, preference estimates based on purchasing profiles are inaccurate 

when, as is often the case, these profiles contain products purchased as gifts for or on behalf of other 

consumers. Third, purchasing profiles are historical data, revealing past but not necessarily current 

preferences. 

None of these issues arises in utility-based recommendation systems. Utility-based recommendation 

systems compute consumers' individual utilities for all products of a given category (Huang 2011; 

Scholz and Dorner 2012). Individual multiple-attribute utility (MAU) functions are constructed based 

on explicit preference statements provided by the consumers (i.e. ratings of attributes or products). 

This preference information can then be used to obtain estimates for consumers' individual WTP 

(Gensler et al. 2012). However, the drawback of utility-based recommendation systems is the fact 

that consumers must actively provide input before a recommendation is possible.  

Designing a utility-based recommendation system for estimating consumers' WTP poses three major 

challenges. First, recommendation systems ought to be flexible with regard to the shape of the esti-

mated utility function. Utility functions for different attributes and consumers may be linear, convex 
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or concave (Van Ittersum and Pennings 2012), and the shape of utility functions must be defined 

prior to estimating and generating recommendations. In other words, only if all attribute levels' utili-

ty values are known (in theory, consumers need to specify utility values for each attribute level for 

each attribute), or at least predictable, can the system generate recommendations. Estimating utility 

values for only a few attribute levels and manually selecting an appropriate utility function based on 

these utility values – as done in many marketing studies (e.g. DeSarbo et al. 1995; Green et al. 2001) 

– is not feasible for a recommendation system. Flexible recommendation systems thus require higher 

consumer effort, whose level depends on the methods used for measuring attribute weights (Section  

3.2.1), SAU functions (Section 3.2.2) and WTP (Section 3.2.4). This raises the second challenge for 

utility-based recommendation system design: system usage ought to be easy and require little effort. 

Consumers are typically unwilling to invest much time and cognitive effort in eliciting preferences or 

utility functions (De Bruyn et al. 2008). High-effort systems have a negative influence both on con-

sumers' willingness to use these systems and on the reliability of consumers' inputs. And third, con-

sumers' WTP must be computed for all conceivable products. 

In the next sections, we show how these challenges can be met by adapting the utility model and 

system interaction design, and propose a new model for a utility-based recommendation system. 

3.2.1 Utility Estimation 

Utility estimation methods have been applied to a wide range of issues including vendor selection (Yu 

et al. 2012), the evaluation of knowledge portal development tools (Kreng and Wu 2007), the predic-

tion of market shares (Gensch and Soofi 1992), WTP estimation (Gensler et al. 2012) and product 

recommendation (Huang 2011). But despite their importance and the large number of different ap-

proaches to estimating utilities, no model has been proven superior so far (e.g. Corner and Buchanan 

1997; Moore 2004; Pöyhönen and Hämäläinen 2001). Table 11 provides an overview of utility esti-

mation methods that have been put forward as core methods for utility-based recommendation sys-

tems. 

Table 11: Utility Estimation Methods in Utility-Based Recommendation Systems 

Utility Estimation Input Effort Accuracy References 

DR Attribute Weights Low High 
Bottomley et al. (2000); Cao and Li 
(2007); Theetranont et al. (2007)  

SMARTER Attribute Weights High High Huang (2011) 

RBFN Attribute Weights Low Low Huang (2011) 

RBCA Product Ratings High High Scholz and Dorner (2012) 

CBCA Product Choices High High Pfeiffer and Scholz (2013) 
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The majority of commonly used utility estimation methods have severe shortcomings with respect to 

at least one criterion, accuracy or consumer effort. Methods such as SMARTER (Huang 2011) or rat-

ing-based conjoint analysis (RBCA; Scholz and Dorner 2012) generate highly accurate estimates, but 

they are cognitively very expensive (Pfeiffer and Scholz 2013). Radial basis function networks (RBFN) 

are easier to use, but less accurate than SMARTER (Huang 2011). Using product ratings for estimating 

individual utility functions poses much the same problems as using content-based and collaborative 

filtering systems: consumers rate only a fraction of available products, and these ratings become 

obsolete over time (Ansari et al. 2000). 

One particularly simple method, direct rating (DR), has been shown to generate surprisingly accurate 

attribute weights (Bottomley et al. 2000), outperforming more complex approaches like AHP and 

requiring much less consumer effort (Häubl and Trifts 2000; Pöyhönen and Hämäläinen 2001). At-

tribute weights are, however, only a part of utility estimates and need to be combined with single-

attribute utility functions for computing overall product utilities. Recent research often assumes line-

ar single-attribute utility functions with a utility of 0 for the worst and a utility of 1 for the best level 

of a particular attribute (Cao and Li 2007; Theetranont et al. 2007). These linear functions can be 

estimated without incurring user effort and are easily combined with attribute weights elicited with 

direct rating, direct ranking or AHP (see Section 3.2.2). 

In the following sections, we show how reliable WTP and utility values can be estimated based on 

consumer inputs elicited with DR, which are then combined in multi-attribute utility functions. 

3.2.2 Multi-Attribute Utility Model 

Multi-attribute utility theory (MAUT) assumes that products are bundles of attributes and that con-

sumers evaluate products by evaluating their attributes. Each attribute 𝑖 that affects the purchase 

decision is described by a weighted single-attribute utility (SAU) function 𝑤𝑖𝑢𝑖(𝑥𝑖), 𝑥𝑖 being the level 

of attribute 𝑖 and 𝑤𝑖 the weight for attribute 𝑖. Linear SAU functions are easier to estimate than non-

linear SAU functions, but the latter are held to be a better approximation of consumers' preferences 

(Van Ittersum and Pennings 2012) and to generate more accurate estimates. 

For linear SAU functions, estimating the scaling parameters 𝑎𝑖  and 𝑏𝑖 

  𝑢𝑖(𝑥𝑖) = 𝑎𝑖 + 𝑏𝑖𝑥𝑖 (6) 

does not pose a large problem. We assign a utility value of 0 to the worst level 𝑥𝑖
𝑤𝑜𝑟𝑠𝑡 of attribute 𝑖 

and a utility value of 1 to the best level 𝑥𝑖
𝑏𝑒𝑠𝑡, assuming that 𝑥𝑖 is normalized in [0; 1] (Butler et al. 

2008). The scaling parameters are now given as 𝑎𝑖  = 0 and 𝑏𝑖 = 1. 
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For modeling non-linear SAU functions, we choose the more flexible exponential shape (Butler et al. 

2001; Harvey 1981; Van Ittersum and Pennings 2012). 

𝑢𝑖(𝑥𝑖) = 𝑎𝑖 − 𝑏𝑖𝑒
𝑐𝑖𝑥𝑖 (7) 

If empirical SAU functions are non-linear (Van Ittersum and Pennings 2012), exponential SAU func-

tions provide more accurate utility estimates. By introducing the scaling constant 𝑐𝑖, SAU functions 

can now be modeled as linear, convex or concave. Despite its great flexibility, however, Equation (7) 

is an unpopular choice for practical applications of utility-based recommendation systems (Butler et 

al. 2008; Scholz and Dorner 2012). Estimating 𝑐𝑖 requires additional consumer input and thus effort, 

which increases the likelihood of consumers terminating the recommendation process prematurely 

and of obtaining less reliable preference and WTP estimates. 

We propose a new effort-minimizing approach for estimating 𝑐𝑖 which requires consumers merely to 

specify their utility for the average attribute level 𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

. We suggest that the additional effort will 

be overcompensated by better recommendations due to more accurate utility estimates. 

Given that 𝑥𝑖
𝑤𝑜𝑟𝑠𝑡 = 0, 𝑥𝑖

𝑏𝑒𝑠𝑡 = 1, 𝑢𝑖(𝑥𝑖
𝑤𝑜𝑟𝑠𝑡) = 0, and 𝑢𝑖(𝑥𝑖

𝑏𝑒𝑠𝑡) = 1, we can then estimate 𝑐𝑖 (Equa-

tions (8) and (9)). 

𝑐𝑖 = 𝑙𝑛((
1−√1−4𝑢𝑖(𝑥𝑖

𝑎𝑣𝑒𝑟𝑎𝑔𝑒
)(1−𝑢𝑖(𝑥𝑖

𝑎𝑣𝑒𝑟𝑎𝑔𝑒)
)

2𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

)
)

2

) if    𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) > 0.5 

𝑐𝑖 = 𝑙𝑛((
1+√1−4𝑢𝑖(𝑥𝑖

𝑎𝑣𝑒𝑟𝑎𝑔𝑒
)(1−𝑢𝑖(𝑥𝑖

𝑎𝑣𝑒𝑟𝑎𝑔𝑒)
)

2𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

)
)

2

) if    𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) ≤ 0.5 

𝑐𝑖 = 0   if   𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) = 0.5 (8) 

Parameters 𝑎𝑖  and 𝑏𝑖 are now given by 

𝑎𝑖 = 
1

1 − 𝑒𝑐𝑖
 (9) 

𝑏𝑖 = 𝑎𝑖.  

Depending on the level of 𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

), the exponential SAU function is either convex 

(𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) < 0.5), concave (𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) > 0.5) or linear (𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) = 0.5). Compared to the 

specification effort for linear SAU functions, exponential SAU functions thus require only one addi-

tional step per function (i.e. per attribute) in which the consumer states her utility for 𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

. 
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To compute the overall product utility 𝑈(𝑋𝑘), SAU functions are aggregated in a MAU function 

(Huang 2011). The additive MAU function is 

𝑈(𝑋𝑘) =∑𝑤𝑖𝑢𝑖(𝑥𝑖)

𝑛

𝑖=1

 (10) 

where 0 ≤ 𝑤𝑖 ≤ 1, and ∑ 𝑤𝑖
𝑛
𝑖=1  = 1. 

Specifying additive functions requires the lowest consumer effort, but they rest on two strict as-

sumptions: mutual utility independence for each pair of attributes and additive independence among 

all attributes. Attributes are mutually utility independent if and only if each subset of attribute levels 

𝑥 = (𝑥1, 𝑥2, …, 𝑥𝑛) is independent of its complementary subset in terms of its utility. Attributes are 

additively independent if the interaction between two or more attributes has no effect on alterna-

tives' utilities. Clearly, these assumptions hold in few decision scenarios. But additive models have 

been shown to be robust even if additive independence does not hold (Butler et al. 1997; Dawes 

1979). Combining 𝐼 exponential SAU functions in an additive MAU function requires consumer input 

on 𝐼 parameters for 𝑤𝑖 and 𝐼 parameters for 𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

); combining linear SAU functions additively 

requires input on 𝐼 parameters. In the following sections, we suggest a new approach for estimating 

WTP with a MAUT-based approach. 

3.2.3 Willingness to Pay Estimation 

WTP estimation methods suitable for practical application must meet two criteria: one, that they 

yield valid measurements for products and product categories, and two, that they require very little 

consumer input. Empirical studies usually apply WTP estimation methods that elicit WTP i) directly, ii) 

based on auction bids for a product or iii) from utility functions (e.g. conjoint analysis). 

For direct WTP elicitation, consumers are simply asked to state their WTP, for instance by way of an 

open question. Direct WTP measurements are surprisingly accurate, considering the low level of con-

sumer effort required (Miller et al. 2011). However, this only holds true for one or few products. In 

cases where WTP for a greater number of products or even an entire product category needs to be 

elicited, direct WTP elicitation is quite taxing for the consumer. Also, consumers may not like to 

openly state their WTP if they feel that companies use this information for price discrimination. 

In auctions like the Vickrey auction, first price auction, or the BDM mechanism, the dominant bidding 

strategy is to exactly bid the WTP. It is therefore not surprising that auctions measure consumers' 

WTP with high accuracy (Barrot et al. 2010). Drawbacks of auctions are, first, that auction fever 

(Jones 2011), market competition (Chan et al. 2007) and other factors can bias WTP measurement. 

Second, WTP estimates based on auctions are limited to the products used in the auction. It is not 



40 
 

possible to infer the WTP for other products in the same category. As with direct WTP measurement, 

one data point must be elicited for each (new) product. 

Methods which estimate WTP from utility functions do not share this drawback. WTP for all products 

in a category for which a set of utility functions is valid can be estimated without further consumer 

input for each product. Some utility-based methods, like direct rating or self-explication approaches 

(e.g. Netzer and Srinivasan 2011), require direct input on SAU functions. Others, like rating-based or 

choice-based conjoint analysis, measure SAU functions by decomposing consumer evaluations of 

entire products (e.g. Gensler et al. 2012). Direct utility elicitation methods are cognitively less de-

manding than compensatory approaches (De Bruyn et al. 2008; Pfeiffer and Scholz 2013). 

Yet another data source for WTP estimation is market data: scanner data, for instance, are often 

used for estimating demand curves (Kamakura and Russell 1993; Leeflang and Wittink 1992). Their 

major advantage is that real purchases are used. Their major drawback is their aggregation level, 

which makes them unsuitable for estimating individual WTP. Perhaps even more importantly, data 

for estimating demand curves must contain a sufficiently high level of price variation which, in prac-

tice, it may not always be feasible to induce. 

Table 12: Comparison of WTP Estimation Methods 

Method Individual 
Measure-
ment 

Revealed 
Preferences 

WTP  
Prediction 
for Similar 
Products 

Repeated 
Measure-
ment 

Consumer 
Effort 

References 

Direct WTP 
Elicitation 

Yes No No No
* 

Low 
Backhaus et al. (2005); Miller 
et al. (2011); Voelckner 
(2006) 

Auctions Yes Yes No Yes Low 
Barrot et al. (2010);  Chan et 
al. (2007); Voelckner (2006) 

Direct utility 
Elicitation 

Yes No Yes No
* 

Low 
Louviere and Islam (2008); 
Park et al. (2008) 

Conjoint 
Analyses 

Yes No Yes No
*
 High 

Jedidi and Zhang (2002); 
Gensler et al. (2012); Voelck-
ner (2006)  

Market Data No Yes No Yes Low 
Leeflang and Wittink (1992); 
Kamakura and Russell (1993) 

UBRS Yes Yes Yes Yes Low This study 

Note: * Repeated measurements are possible, but usually expensive. 

 

Comparing methods for WTP measurement (Table 12) shows that most methods are designed for 

single-point measurements. Repeated measurements with conjoint experiments, auctions, or sur-

veys lead to high effort on part of the consumer and high costs on part of the executing company. 
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We propose to solve this problem by integrating direct utility elicitation (see Section 3.2) in recom-

mendation systems. Direct utility elicitation methods require little consumer effort (Table 12), but, as 

stated by (Park et al. 2008), they need to be adapted for WTP measurement. We introduce an exten-

sion to direct utility elicitation, which is based on the utility exchange approach (Butler et al. 2001), in 

the next section. 

3.2.4 Willingness to Pay Model 

A consumer's WTP for a specific product 𝑋𝑘 is defined as the price at which she is indifferent be-

tween buying and not buying 𝑋𝑘 (Moorthy et al. 1997). Consumer 𝑗's utility function for product 𝑋𝑘 is 

given by 𝑈𝑗(𝑋𝑘 , 𝑦𝑗), where 𝑦𝑗  refers to the composite product consisting of all products other than 

𝑋𝑘 which consumer 𝑗 purchases. She uses her budget 𝑚𝑗 for purchasing both the composite product 

𝑦 and zero or one units of product 𝑋𝑘. Consumer 𝑗's budget equation is 

𝑚𝑗 = 𝑝(𝑋𝑘) + 𝑝(𝑦𝑗) (11) 

where 𝑝(𝑋𝑘) is the price of product 𝑋𝑘 and 𝑝(𝑦𝑗) is the price of the composite product 𝑦𝑗. Her utility 

function is 𝑈𝑗(𝑋𝑘 , (𝑚𝑗 − 𝑝(𝑋𝑘))/𝑝(𝑦𝑗)) if 𝑋𝑘 is attractive enough to be purchased. This is only the 

case if the utility of 𝑋𝑘 exceeds the so-called utility threshold 𝜏𝑗 (Scholz and Dorner 2012). All prod-

ucts whose utilities lie below the threshold 𝜏𝑗 are not attractive enough to consumer 𝑗 for her to se-

riously consider purchasing them. In that case, her utility function equals 𝑈𝑗(0,𝑚𝑗/𝑝(𝑦𝑗)) and her 

WTP equals7 

𝑈𝑗 (𝑋𝑘 ,
𝑚𝑗 −𝑊𝑇𝑃𝑗(𝑋𝑘)

𝑝(𝑦𝑗)
) − 𝜏𝑗 ≡ 0. (12) 

Once we know consumer 𝑗's utility threshold 𝜏𝑗, we can predict her purchase decision for any prod-

uct 𝑋𝑘. Prediction accuracy thus depends on obtaining reliable estimates for consumers' utility 

thresholds 𝜏𝑗. We propose to identify 𝜏𝑗 and 𝑊𝑇𝑃𝑗(𝑋𝑘) for product 𝑋𝑘 by combining MAUT with 

Butler et al.'s (2001) utility exchange approach (Figure 3). 

At a given level of WTP for product 𝑋𝑘, the utility threshold 𝜏𝑗 expresses the utility of product 𝑋𝑘 with 

a price of 𝑊𝑇𝑃𝑗(𝑋𝑘). Consumer 𝑗 is indifferent between purchasing and not purchasing the product. 

We now need to find, for all other attractive products, the prices which would render their utilities 

equal to 𝜏𝑗. In order to do that, we use the utility exchange approach as proposed by Butler et al. 

(2001). This approach is based on the idea of even swaps (Hammond et al. 1998; Mustajoki and 

Hämäläinen 2007). 

                                                           
7
 See Jedidi and Zhang (2002) for a similar definition of WTP. 
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Note: * adapted from Butler et al. (2001); ** Jedidi and Zhang (2002); Keeney and Raiffa (1993) 

Figure 3: Estimating WTP from Recommendation Data 

 

Consider a consumer whose utility threshold is 𝜏𝑗 = 9 and for whom 𝑈(𝑋𝑘) = 10. If we were to down-

grade one of the attributes of 𝑋𝑘 just so much that the consumer's utility for 𝑋𝑘′ decreased by one 

utility unit to 9 units, she would still perceive the product to be attractive. Now assume that the at-

tribute in question is the price. A reduction in utility corresponds to an increase in price, and the new 

increased price equals the consumer's WTP for 𝑋𝑘′. Thus one utility unit has been “exchanged” for 

price units, at the consumer's individual “exchange rate”. 

In Equations (13) and (14), price is assumed to be attribute 𝑖 = 1 and the underlying MAU function to 

be additive. In the case of exponential SAU functions, WTP for product 𝑋𝑘′ is given by 

𝑊𝑇𝑃𝑗(𝑋𝑘′) = 𝑙𝑛

(

 
 
𝑎1 − (

(𝜏𝑗 −∑ 𝑤𝑖𝑢𝑖(𝑥𝑖)
𝑛
𝑖=2 )
𝑤1

)

𝑏1

)

 
 
/𝑐1. (13) 

For linear SAU functions, WTP for product 𝑋𝑘 can be computed as: 

𝑊𝑇𝑃𝑗(𝑋𝑘′) =

𝜏𝑗 − ∑ 𝑤𝑖𝑢𝑖(𝑥𝑖)
𝑛
𝑖=2

𝑤1
− 𝑎1

𝑏1
. 

(14) 

The next section describes the design of a utility-based recommendation system implementing our 

approach (Figure 3), in particular how attribute weights 𝑤𝑖, average attribute level utility 

𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) and WTP for any product 𝑋𝑘 are elicited and estimated. 

3.3 Recommendation System Design 

In designing our recommendation system, we must balance consumer effort and recommendation 

accuracy. The level of consumer effort depends on the methods used for measuring attribute 
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weights, SAU functions and WTP. We use DR for eliciting attribute weights 𝑤𝑖, a method both simple 

and accurate (Section 3.2.1; Pöyhönen and Hämäläinen 2001). 

For estimating single attribute utilities, we use linear and exponential SAU functions (Section 3.2.2). 

Exponential SAU functions can generate more accurate recommendations than linear functions (Sec-

tion 3.2) but require additional information about the average attribute levels' utilities (Equation (8)). 

We elicit this information by displaying the lower and upper bounds, 𝑢𝑖(𝑥𝑖
𝑏𝑒𝑠𝑡) = 1 and 𝑢𝑖(𝑥𝑖

𝑤𝑜𝑟𝑠𝑡) = 

0, of the attribute level intervals to the consumer and asking her to state 𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) (Figure 4; 

Netzer and Srinivasan 2011; Scholz et al. 2010). 

 
 

Figure 4: Elicitation of Parameter 𝒄𝒊 of Exponential SAU Functions 

 

Finally, we need to elicit consumer 𝑗's utility threshold 𝜏𝑗 to estimate WTP. Butler et al. (2001) sug-

gest asking her: “If products 𝐴 and 𝐵 are identical on all criteria except price and product 𝐴 costs 𝑃, 

what is the lowest price of 𝐵 that could make you feel that 𝐵 is significantly better than 𝐴?”. 

Unfortunately, this approach has shown low empirical validity (Scholz and Dorner 2012). For one, 

thinking in utility units and thinking in price units appear to be two cognitively different tasks. For 

another, rational consumers will feel that 𝐵 is significantly better (i.e. they will prefer it over 𝐴) even 

if the price difference is extremely small. Extremely small price differences, however, lead to an 

overestimation of the utility threshold 𝜏𝑗 (Scholz and Dorner 2012). WTP elicitation can be a sensitive 

issue when stated WTP is used to predict WTP for other products. We avoid this issue by asking con-

sumers to state their individual WTP for a hypothetical product 𝑋𝑘. Because our approach requires 

WTP for 𝑋𝑘 to be greater than zero, we define 𝑋𝑘 as a modified version of the best expected product. 

Specifically, we take the best expected product and decrease the level of its least important attribute 

(only if 𝑤𝑖 > 0) to 𝑥𝑖
𝑤𝑜𝑟𝑠𝑡 to generate the hypothetical product 𝑋𝑘, which ensures that the probability 

for 𝑊𝑇𝑃𝑗(𝑋𝑘) > 0 is high. After consumer 𝑗 stated her 𝑊𝑇𝑃𝑗(𝑋𝑘), we can compute her utility thresh-

old 𝜏𝑗. Applying Equations (13) or (14) yields the WTP estimates for all real products. 

Consumers typically do not know exactly how much they are willing to pay for a product — they sel-

dom possess perfect information about product quality (March 1978). It is easier for consumers to 
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specify WTP as a range than a price point, and results are generally more valid (Schlereth et al. 2012; 

Wang et al. 2007). WTP is therefore elicited as a range over three price points (Wang et al. 2007): 

1. Floor WTP: The highest price at which a consumer will (still) definitely purchase the product, 

i.e. 100% purchase probability. 

2. Indifference WTP: The price at which a consumer is indifferent between purchasing and not 

purchasing the product, i.e. 50% purchase probability. 

3. Ceiling WTP: The lowest price at which a consumer will definitely not purchase the product 

(anymore), i.e. 0% purchase probability. 

WTP is elicited directly with open questions because they are of low cognitive complexity and meas-

ure consumers' WTP as validly as more complex methods like choice-based conjoint analysis (Miller 

et al. 2011). 

3.4 Empirical Investigation 

We conducted two laboratory experiments with between-subject designs. The main experiment was 

used to compare the performance of linear and exponential SAU functions, specifically with regard to 

the accuracy of utility function and WTP estimates. We implemented one recommendation system 

for each treatment (linear and exponential). Both recommendation systems (treatments) operated 

on a product data base of 162 camera models by 16 manufacturers, which reflected the actual mar-

ket situation at the time of the experiment quite well. Each camera was described by eight attributes: 

photo resolution, optical zoom, camera size, display resolution, video resolution, range of settings 

options, ISO sensitivity and price. 

We chose a search good because estimating product utilities requires attribute levels to be opera-

tionalized objectively and reliably (Butler et al. 2008), which is impossible for experience goods. Their 

attribute levels can be determined, subjectively, only after purchase and use (Mudambi and Schuff 

2010; Nelson 1970). Digital cameras are a very popular category of search goods, which we could 

assume all our participants to be reasonably familiar with (Wang and Benbasat 2007). To ensure a 

minimal level of product expertise, we provided all participants with information on each of the eight 

camera attributes. 

Since one of our goals was to measure participants' WTP, we did not display product pictures or pric-

es to participants when measuring WTP, thus excluding two potential sources of bias. Product pic-

tures can affect consumers' WTP (Dewally and Ederington 2006), and prices can serve as an anchor 

for consumers' WTP (Bohm et al. 1997). 



45 
 

We conducted a supplementary experiment for checking three important assumptions inherent in 

our approach and empirical setting, namely that SAU functions were monotonous, that participants 

in our subject pool were indeed sufficiently familiar with the product category to state their prefer-

ences, and that there existed no systematic gender related differences in expertise between partici-

pants in our subject pool, as have sometimes been found for technical products (Meeds 2004). Set-

ting and instructions remained unchanged from the main experiment, but the SAU functions in this 

experiment were “free” in the sense that no prior shape (linear or exponential or otherwise) was 

assumed, and additional questions on participant familiarity with digital cameras were added to the 

post-experimental survey (see Section 3.4.1). 

The following subsections describe the experimental procedure and results. 

3.4.1 Experimental Procedure 

All recommendation systems (treatments) implement the screening and evaluation stages of the 

purchasing process as described by Payne (1976) and Hauser and Wernerfelt (1990) (Figure 5). 

 
 

Figure 5: Research Procedure 

 

In the screening task (Task A in Figure 5), designed to remove unattractive cameras from the recom-

mendation set, participants specified aspiration levels for all attributes. In the evaluation task (Task B 

in Figure 5), participants indicated attribute weights 𝑤𝑖 by directly allocating between one and eleven 

points to each attribute. Participants in the exponential treatment additionally stated for each attrib-

ute how attractive they would consider a camera equipped with an average level (𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) of that 

particular attribute.8 Participants in the supplementary experiment were asked the same questions 

for 5 levels for each attribute so that we could test the shape of the SAU functions and estimate 

                                                           
8
 This information was used to estimate the exponential SAU functions as defined in Equations (8) and (9). 
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more flexible SAU functions.9 The information from tasks A and B was used to compute overall prod-

uct utilities. 

In the third task (Task C in Figure 5), participants specified their WTP for a modified version (Section 

3.3) of the best recommended product. This information was then used to estimate participants' 

utility thresholds 𝜏𝑗 (Section 3.2.4). 

In the fourth task (Task D in Figure 5), recommendation set evaluation, we displayed the top 10 rec-

ommended products in descending order of their utilities. Participants rated these products on an 

eleven-point scale and specified their WTP for each product in three open questions (Section 3.3).We 

used task D for validating both utility and WTP accuracy.10 

After both experiments, participants answered a questionnaire on basic demographic information; 

their perceptions of the system (perceived ease of use, perceived satisfaction with the system, per-

ceived usefulness, perceived reuse intention and perceived task difficulty); and their e-shop usage. 

Thus we were able to control for potential effects of participant and system characteristics on utility 

and WTP estimation accuracy. 

After the supplementary experiment, participants answered an additional expertise questionnaire 

with two comprehension questions for each attribute. We examined both “theoretical” knowledge, 

i.e. how attribute functionality is defined, and “applied” knowledge, i.e. how to use different func-

tions in a real setting. 

3.4.2 Pretest 

We tested the treatments with 13 undergraduate students in think aloud protocols (Gena and 

Weibelzahl 2007), which are particularly well suited for exploring user-system interactions and user 

decision making (Isaacs and Senge 1992). After completing the experiment, participants answered a 

small questionnaire on treatment comprehensibility and perceived effort of system use. We con-

ducted four rounds of pretests with three or four participants each, adjusting the system according 

to the feedback from each round until no further suggestions for improvement were made. 

                                                           
9
 The effort required for this approach is much greater (see Section 3.5.1), which makes it impractical to use in real-life 

recommendation systems. We used it only to check our assumptions (Section 3.4). 

10
 While task C – eliciting WTP for a hypothetical product – is part of our proposed approach, task D – asking for WTP for 

real products – is only part of the experimental evaluation of our approach. In a real-life setting, it is doubtful whether 
consumers would openly specify their WTP for real products (see Section 3.3). The experimental setting, however, is both 
anonymous and does not culminate in a real purchase. Thus participants have no reason to deviate from their true WTP. 
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3.4.3 Samples 

77 undergraduate and graduate students of a German university took part in the supplementary 

experiment. 55 were female and 22 were male. In this experiment, we specifically tested for gender-

related differences in camera expertise. More precisely, we compared, for each attribute, the per-

centages of male and female participants who were able to answer the two expertise questions cor-

rectly. Participants had to select the correct answer out of four given answers. There were no signifi-

cant differences between male and female participants' comprehension of camera attributes with 

the exception of ISO sensitivity. Although a greater percentage of female than male participants 

knew what ISO sensitivity is (F = 96.4% and M = 81.8%, p = 0.034), male participants had a better idea 

of how to apply this knowledge in practice (F = 52.7% and M = 77.2%, p = 0.049). For all other attrib-

utes, at least 78% of participants (male and female respectively) were able to answer both questions 

correctly; indeed for most attributes, over 90% could do so. These results are much higher than the 

25% criterion (randomly choosing one out of the given four answers). We conclude that in our sam-

ple, the level of product expertise was sufficiently high for attribute-level preference elicitation, and 

that differences in expertise could not be explained with gender. 

In the main experiment, 93 students from the same university took part. The samples for both exper-

iments were drawn randomly from the same subject pool (without replacement), and we have no 

indication that they differed substantially. The sample was evenly distributed across treatments with 

43 participants in the linear treatment and 50 in the exponential treatment. Participants were aged 

between 19 and 32 years. 61 participants were female, 32 were male. 

Ordered logit regressions did not show any significant differences with respect to gender (p = 0.60), 

e-shop usage frequency (p = 0.26), perceived ease of use (p = 0.45), perceived usefulness (p = 0.84), 

end user satisfaction (p = 0.33) or reuse intentions (p = 0.49) between treatments. We did find a sig-

nificant difference in age between treatment groups (p = 0.02), but no effect of age on utility accura-

cy (p  > 0.3)11 or WTP accuracy (p = 0.66).12 Results indicate that differences in accuracy depend on 

the different SAU functions only. 

3.5 Analysis and Results 

As suggested by (Xiao and Benbasat 2007), we used search time to approximate the level of cognitive 

effort during the use of the recommendation system (Section 3.5.1) and to determine the additional 

effort of specifying exponential utility functions. To ensure that WTP estimates were based on relia-

                                                           
11

 We used first-choice hit rate and the correlation between predicted and actual ranks of a product (Section 3.5.2) as the 
dependent variables. 

12
 We used correlation between predicted and actual WTP as dependent variable (Section 3.5.3). 
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ble and valid input, we examined the accuracy of utility estimates (Section 3.5.2) before comparing 

the accuracy of WTP estimates (Section 3.5.3) of the two experimental groups in the main experi-

ment. 

3.5.1 Effort 

Search time was measured as time lapsed between participants' first interaction (defining aspiration 

levels) and last interaction (rating recommended products) with the recommendation agent (tasks A–

D in Figure 5). Task difficulty was measured with 4 items ranging from 1 (very easy) to 7 (very diffi-

cult). All items referred to the measurement of the utility parameters. 

It took our participants on average 804.721 s (SD = 325.153) to complete the search task with the 

linear system and 889.640 s (SD = 280.438) with the exponential system. In other words, participants 

spent significantly more time (gamma regression; p < 0.1) on specifying exponential functions. De-

spite this difference in time, however, perceptions of task difficulty did not differ between treat-

ments (ordered logit regression; p = 0.200). All participants considered the task to be quite easy on a 

seven-point scale ranging from1 (very easy) to 7 (very hard) (linear: 2.634 (SD = 1.009); exponential: 

2.430 (SD = 1.080)). 

The supplementary experiment with “free” function shapes, allowing for instance U-shaped SAU 

functions, was by far the most strenuous for participants. It took them on average 1038.038 s (SD = 

279.370) to complete the search task. In other words, participants in the supplementary experiment 

spent 16% more time on that task than participants in the exponential treatment and nearly 30% 

more than participants in the linear treatment. 

3.5.2 Utility Accuracy 

Before assessing the utility accuracy for linear and exponential systems, we checked whether treat-

ments affected participants' preferences. We found no effect of preference elicitation method on the 

stated preferences. 

Average attribute weights in the two treatments indicate that there was virtually no difference in 

overall attribute rankings between treatments. Moderately high standard deviations point to hetero-

geneous preferences within the two treatments (Table 13). 

We found no significant differences for estimated utility thresholds 𝜏𝑗 (t-test, p > 0.1). Participants in 

the linear treatment had an average utility threshold of 28.345 (SD = 7.277), and participants in the 

exponential treatment a threshold of 29.315 (SD = 10.070). 
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Exponential SAU functions were predominantly concave (𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) > 0.5; Table 13). Only 16% of 

participants in the exponential treatment specified the scaling parameter 𝑐𝑖 such that the function 

shape was equivalent to a linear SAU function (𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) = 0.5) for most attributes. This is con-

sistent with previous findings indicating that consumers generally do not perceive linear relationships 

between attribute levels and utilities (Van Ittersum and Pennings 2012) and underlines the im-

portance of estimating exponential functions. 

Table 13: Elicited Utility Parameters (Minimum = 0, Maximum = 1) 

Attribute  Linear   Exponential 

 Weights  Weights  𝒖𝒊(𝒙𝒊
𝒂𝒗𝒆𝒓𝒂𝒈𝒆

) 

 Mean SD  Mean SD  Mean SD 

Photo Resolution 0.789 0.193  0.736 0.229  0.670 0.158 

Zoom Factor 0.611 0.267  0.632 0.157  0.662 0.178 

Size 0.586 0.266  0.484 0.264  0.550 0.212 

Display Size 0.448 0.278  0.432 0.225  0.638 0.147 

Video Resolution 0.448 0.287  0.472 0.281  0.626 0.159 

Settings 0.595 0.241  0.544 0.252  0.542 0.142 

Photosensitivity 0.650 0.255  0.714 0.175  0.568 0.158 

Price 0.714 0.222  0.720 0.257  0.582 0.199 

 

We used our supplementary experiment to test the notion that SAU functions may be of (inverted) 

U-shape. For most attributes, the great majority of participants specified monotonously increasing 

SAU functions (i.e. utility is increasing from the worst to the best attribute level), except size and the 

range of settings options (Table 14). 

Table 14: Supplementary Experiment: Percentage of Participants' SAU Shapes 

Attribute Monotonously Increasing U-Shaped Other Shape 

Photo Resolution 81.58 13.16 5.26 

Zoom Factor 71.05 23.68 5.27 

Size 23.68 76.32 0.00 

Display Size 76.32 21.05 2.63 

Video Resolution 86.84 13.16 0.00 

Settings 42.11 55.26 2.63 

Photosensitivity 84.21 10.53 5.26 

Price 52.63 36.84 10.53 

Note: Bold values indicate the shape the majority of consumers has specified. 

Apparently, participants perceived these attributes not as unidimensional but containing trade-offs 

between several factors; “size”, for instance, may imply a trade-off between “ease of transportation” 

and “fragility”. All remaining attributes were considered independently of other attributes by most 
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participants. This suggests that by splitting multi-dimensional attributes into atomic attributes, the 

performance of our approach could be further improved due to better SAU estimation. 

The accuracy of the utility estimates in both treatments was similar to that reported in other empiri-

cal studies on utility estimation and prediction of consumers' purchase decisions (Table 15). Note 

that the studies' settings were very diverse, which somewhat reduces comparability. For instance, 

task complexity ranged from 12 attributes and 42 levels (Netzer and Srinivasan 2011) to 5 attributes 

and 10 levels (Jedidi and Zhang 2002). Required effort varied widely, with rating-based conjoint 

methods requiring as many as 24 attribute-level ratings and 24 product-level pairwise comparisons 

and self-explicated approaches only 24 attribute-level ratings (Netzer and Srinivasan 2011). Choice-

based conjoint methods typically required greater effort, for instance in (Gensler et al. 2012) with 12 

choice sets containing 3 products each. Predictive accuracy was computed with differently sized and 

constructed choice sets, ranging from four (Gensler et al. 2012; Netzer and Srinivasan 2011) to 

twelve (Green et al. 1993), which brings random FCHR to between 25% and 8.33%, and ratings were 

given on different scales (e.g. 4-point scales in Green et al. (1993), 100-point scale in Jedidi and Zhang 

(2002)). Overall, our results for first-choice hit rate – 66.7% (linear) and 56% (exponential) – fall with-

in the bounds of previously attained accuracy values (35.5% to 74%); rank correlations are slightly 

worse. Bearing in mind that the best-performing methods are variants of conjoint analysis and thus 

cognitively very challenging and not easily applicable for repeated measurement, our low-effort ap-

proach performed very well. 

Surprisingly, first-choice hit rate was higher in the linear treatment and, on average, participants in 

the linear treatment rated the top 10 recommended products higher although the exponential sys-

tem predicted product ranks beyond first place better. The exponential system produced slightly 

higher correlations between product ranks and participant ratings.13 One possible explanation might 

be the fact that specifying exponential SAU functions is cognitively more complex and leads to higher 

error levels than does specifying linear functions. This supposition is supported by our system usage 

log data: participants in the exponential treatment spent on average 10% more time on specifying 

their preferences than participants in the linear treatment. 

Based on the five attribute levels for which participants specified preferences in the supplementary 

experiment, we computed piecewise linear SAU functions to assess preference fit.14 Although most 

                                                           
13

 A higher R² (linear = 0.49, exponential = 0.51, free = 0.28) and a lower RMSE (linear = 1.52, exponential = 1.23, free = 
4.28) underline that the exponential system better predicted the sorting of the products. 

14
 We also fitted linear, exponential, quadratic and cubic SAU functions based on the 5 attribute level evaluations, but found 

utility accuracy to be lower than that of the linear and exponential treatment in each case. 
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flexible, utility accuracy of the “free” specification of SAU functions was below the accuracy of both 

linear and exponential utility functions (Table 15). 

Table 15: Utility Accuracy Compared to Other Studies 

Method FCHR (%) Rank Correlation (%) Study 

RBCA 38.0 – 74.0 52.0 – 67.7 De Bruyn et al. (2008); Green et al. (1993); 
Karniouchina et al. (2009); Moore (2004); 
Moore et al. (1998); Scholz and Dorner (2012)  

Adaptive RBCA 35.5 – 39.8 63.5 Green et al. (1993); Netzer and Srinivasan 
(2011) 

CBCA 38.0 – 67.0 – Gensler et al. (2012); Karniouchina et al. 
(2009); Moore (2004); Moore et al. (1998) 

Adaptive CBCA 56.5 – 58.5 – Gensler et al. (2012) 

Augmented CA 54.7 – 62.3 – Jedidi and Zhang (2002) 

Self-Explicated 43.6 – 44.0 53.7 Green et al. (1993); Netzer and Srinivasan 
(2011) 

Adaptive Self-
Explicated 

61.0 – Netzer and Srinivasan (2011) 

DR + Linear SAU 66.7 47.7 

This Study DR + Exponential SAU 56.0 49.4 

DR + Free SAU 36.1 41.0 

Note: FCHR = First choice hit rate; CBCA= Choice-based conjoint analysis; RBCA= Ranking-based conjoint analysis; CA= Con-
joint analysis; DR= Direct rating. 

 

3.5.3 Willingness-to-Pay Accuracy 

 

 
 

Figure 6: WTP Density Functions 
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For the top 10 products, participants specified their WTP as a range and our systems estimated each 

participant's WTP as a range. We assume that both WTP ranges follow a truncated normal distribu-

tion (Dost and Wilken 2012) with 𝑁(𝑊𝑇𝑃𝑖𝑛𝑑., 𝜎,𝑊𝑇𝑃𝑓𝑙𝑜𝑜𝑟,𝑊𝑇𝑃𝑐𝑒𝑖𝑙). If a participant's WTP is esti-

mated accurately, its range must be within the stated WTP range (see overlapping area in Figure 6). 

We computed the percentage of the estimated WTP range within the stated WTP range as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝐹(𝑊𝑇𝑃𝑑𝑖𝑟𝑒𝑐𝑡
𝑐𝑒𝑖𝑙 ,𝑊𝑇𝑃𝑒𝑠𝑡.

𝑖𝑛𝑑., 𝜎𝑒𝑠𝑡.,𝑊𝑇𝑃𝑒𝑠𝑡.
𝑓𝑙𝑜𝑜𝑟

,𝑊𝑇𝑃𝑒𝑠𝑡.
𝑐𝑒𝑖𝑙) 

                     −𝐹(𝑊𝑇𝑃𝑑𝑖𝑟𝑒𝑐𝑡
𝑓𝑙𝑜𝑜𝑟

,𝑊𝑇𝑃𝑒𝑠𝑡.
𝑖𝑛𝑑., 𝜎𝑒𝑠𝑡.,𝑊𝑇𝑃𝑒𝑠𝑡.

𝑓𝑙𝑜𝑜𝑟
,𝑊𝑇𝑃𝑒𝑠𝑡.

𝑐𝑒𝑖𝑙) 
(15) 

with 

𝐹(𝑊𝑇𝑃𝑑𝑖𝑟𝑒𝑐𝑡
𝜋 ,𝑊𝑇𝑃𝑒𝑠𝑡.

𝑖𝑛𝑑., 𝜎𝑒𝑠𝑡.,𝑊𝑇𝑃𝑒𝑠𝑡.
𝑓𝑙𝑜𝑜𝑟

,𝑊𝑇𝑃𝑒𝑠𝑡.
𝑐𝑒𝑖𝑙) 

=

𝜙(
𝑊𝑇𝑃𝑑𝑖𝑟𝑒𝑐𝑡

𝜋 −𝑊𝑇𝑃𝑒𝑠𝑡.
𝑖𝑛𝑑.

𝜎𝑒𝑠𝑡.
) − 𝜙(

𝑊𝑇𝑃𝑒𝑠𝑡.
𝑓𝑙𝑜𝑜𝑟

−𝑊𝑇𝑃𝑒𝑠𝑡.
𝑖𝑛𝑑.

𝜎𝑒𝑠𝑡.
)

𝜙 (
𝑊𝑇𝑃𝑒𝑠𝑡.

𝑐𝑒𝑖𝑙 −𝑊𝑇𝑃𝑒𝑠𝑡.
𝑖𝑛𝑑.

𝜎𝑒𝑠𝑡.
) − 𝜙(

𝑊𝑇𝑃𝑒𝑠𝑡.
𝑓𝑙𝑜𝑜𝑟

−𝑊𝑇𝑃𝑒𝑠𝑡.
𝑖𝑛𝑑.

𝜎𝑒𝑠𝑡.
)

 
(16) 

where 𝜎𝑒𝑠𝑡. is (𝑊𝑇𝑃𝑒𝑠𝑡.
𝑐𝑒𝑖𝑙 −𝑊𝑇𝑃𝑒𝑠𝑡.

𝑓𝑙𝑜𝑜𝑟
)/𝑠 and 𝜙 is the cumulative distribution function of 

𝑁(𝑊𝑇𝑃𝑖𝑛𝑑., 𝜎,𝑊𝑇𝑃𝑓𝑙𝑜𝑜𝑟,𝑊𝑇𝑃𝑐𝑒𝑖𝑙). We used 10 variations of 𝑠 (2, 4, 6, 8, 10, 12, 14, 16, 18, 20). 

 
 

Figure 7: WTP Accuracy 

 

WTP accuracy was much higher in the linear treatment than in the exponential treatment (Figure 7). 

This result is due to the higher first-choice hit rate in the linear treatment, which indicates that the 
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product with the highest expected utility was identical with product perceived to be the best by a 

participant more frequently. We used variants of the products with the highest expected utilities to 

estimate a participant's WTP for all products (Section 3.3). WTP accuracy for the supplementary ex-

periment was much worse than for either treatment in the main experiment at values between 

13.04% and 15.52%. 

We also found evidence that, on average, estimated WTP was lower than stated WTP in both treat-

ments. For floor WTP, differences between estimated and stated indifference WTP were larger in the 

exponential treatment. For ceiling WTP, average differences were virtually identical in both treat-

ments. In summary, stated WTP was underestimated in both treatments, and the exponential system 

was more prone to underestimation than the linear system. Identical utility thresholds 𝜏𝑗 in both 

treatments (p = 0.595) and identical attribute weights 𝑤𝑖 (see Table 13) indicate that the utility pa-

rameters (𝑎𝑖, 𝑏𝑖 and 𝑐𝑖) of the exponential SAU functions were subject to a higher estimation error 

than the utility parameters (𝑎𝑖  and 𝑏𝑖) of the linear SAU functions.15 

Logit regressions showed that WTP accuracy was not influenced by any differences in participants' 

preference structures. We also controlled for effects of demographic factors, e-shop usage and sys-

tem perception on accuracy but found no significant differences between treatments (p > 0.1). 

Linear system WTP estimates outperformed exponential system WTP estimates in terms of correla-

tion between estimated WTP and stated WTP. Indifference and ceiling WTP were estimated accu-

rately by the linear system, but predictions for floor WTP were less accurate than those of the expo-

nential system (Table 16). Again, the supplementary experiment results show that piecewise linear 

(i.e. free) SAU functions lead to less rather than more accurate WTP estimates. 

Table 16: WTP Correlation (in %) 

WTP Point Linear Exponential Free 

Floor 41.51 44.54 40.25 

Indifference 50.38 47.33 44.59 

Ceiling 67.48 44.94 41.51 

Note: Bold values indicate the system with the higher WTP correlation (i.e. more accurate WTP prediction). 

 

Compared to most other WTP estimation methods, WTP accuracy was outstanding with correlations 

of nearly 50% in both groups in the main experiment. Prior studies report correlations between 10% 

and 21% for choice-based conjoint analysis and correlations of 33% to 42% for adapted choice-based 

conjoint analysis (Gensler et al. 2012), and correlations of 15% to 43% for augmented conjoint analy-

                                                           
15

 This can be derived from Equations (13) and (14). 
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sis (Jedidi and Zhang 2002). We conclude that our recommendation systems estimated WTP as accu-

rately as or better than established methods. 

3.6 Implications 

Knowledge about a consumer's utility threshold and willingness to pay makes it possible to compute 

revenue-maximizing market prices and profit-maximizing individual product configurations. We dis-

cuss both practical implications in the following subsections. 

3.6.1 Pricing 

The WTP estimates of our proposed utility-based recommendation systems can be used to compute 

revenue-maximizing market prices. To compare the effect of both treatments on revenue, we fol-

lowed a four-step procedure. In the first step, we extracted all products that had been rated in 

Task D (see Figure 5) by at least 10 participants (32 out of 162) to obtain robust estimates for the 

demand functions. In the step 2, we estimated the demand function 𝑑(𝑝) for each of these products. 

We used a logit model of the form 𝑑(𝑝) = (𝑒𝛼+𝛽𝑝)/(1 + 𝑒𝛼+𝛽𝑝) (Dost and Wilken 2012; Miller et al. 

2011; Wertenbroch and Skiera 2002), where 𝑝 denotes participants' stated indifference price and 

𝑑(𝑝) is the ratio of participants willing to purchase the product at price 𝑝. In step 3, we predicted a 

revenue-optimal price 𝑝𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
∗  based on the WTP estimates. We selected the revenue-maximizing 

value (i.e. price multiplied with number of participants willing to purchase at this price) for WTP as 

𝑝𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
∗ . Instep 4, we computed revenue as 𝑟(𝑝) = 𝑑(𝑝)𝑝 for real market prices 𝑝𝑟𝑒𝑎𝑙  and pre-

dicted revenue-maximizing prices 𝑝𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
∗ . Since 𝑑(𝑝) is the predicted probability that a consumer 

will purchase a product at price 𝑝, revenues were calculated for each consumer considering the 

product. 

For each estimated demand function 𝑑(𝑝), we conducted a likelihood-ratio test, computed 

Nagelkerke's R² and checked whether the function was monotonously decreasing. All estimated de-

mand functions were monotonously decreasing and fitted our data well with significant likelihood-

ratio tests (p < 0.05). On average Nagelkerke's R² was 69.73% (SD = 5.26%) indicating validly estimat-

ed demand functions. 

We found that, on average, 𝑝𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
∗  was significantly lower than the market price 𝑝𝑟𝑒𝑎𝑙  for both 

treatments. This is not surprising considering that both treatments underestimated stated WTP. Still, 

market prices calculated based on the WTP estimates of either system led to an increase in revenue 

in all but one case (Table 17). 

Increase in revenue is highest when calculated based on linear system indifference WTP estimates. 

As a reference, we computed maximal revenue improvements based on the estimated demand func-
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tions 𝑑(𝑝) and found a maximal improvement of 18.35%. Although WTP accuracy was only moder-

ate, WTP estimates were accurate enough for improving pricing strategies. 

Table 17: Average Revenue Improvement with WTP Estimates (in %) 

Point in Estimated WTP-Range Linear System Exponential System 

Floor WTP + 1.87 − 5.57 

Indifference WTP + 6.05 + 1.53 

Ceil WTP + 1.61 + 2.78 

Note: Bold values indicate the system with the highest revenue improvement. 

 

3.6.2 Special Offers 

Establishing new market prices is often impossible due to high price transparency, especially in online 

markets. However, knowledge about a consumer's willingness to pay and utility threshold can be 

employed to create individually optimal and profit-optimal product configurations (e.g. digital cam-

eras or racing bikes) or special offers (Table 18). 

Table 18: Special Offer Opportunities 

Notebook Processor in GHz Memory in GB HDD in GB Procurement Costs in EUR 

A 3.2 4 500 500 

B 2.8 8 500 550 

C 2.8 4 750 520 

 

Consider a consumer who is planning to purchase a new notebook and has recently used our utility-

based recommendation system to search for attractive products. Based on the elicited utility func-

tions for processor speed (𝑤𝑖 = 6 and 𝑢𝑖(𝑥𝑖) = −1.25 + 0.625𝑥𝑖), memory size (𝑤𝑖 = 5 and 𝑢𝑖(𝑥𝑖) = 

−0.143 + 0.071𝑥𝑖), HDD size (𝑤𝑖 = 7 and 𝑢𝑖(𝑥𝑖) = −0.333 + 0.0013𝑥𝑖) and price (𝑤𝑖 = 8 and 𝑢𝑖(𝑥𝑖) = 

1.667 − 0.0017𝑥𝑖), we can compute each notebook's utility. 

Let us assume that the retailer offers a notebook X with 2.8 GHz processor speed, 4 GB memory size 

and 500 GB HDD for a regular price of 600 EUR. We further assume that the retailer has purchased 

this notebook for 450 EUR. Because its utility (𝑈(𝑋) = 11.1) lies below the consumer's utility thresh-

old (𝜏𝑗 = 12.0), she will not be tempted to buy it. If the retailer wishes to attract this particular con-

sumer, they might consider giving her a special offer applying a price discrimination strategy. In this 

case, the retailer can realize a profit of 83 EUR, since the consumer has a willingness to pay of 𝑊𝑇𝑃𝑋 

= 533. Alternatively, the retailer might offer her one of the three other notebooks (notebooks A, B, 

and C in Table 18). Assuming that prices for A, B, and C are identical, notebook A is most attractive 

from the retailer's point of view because its procurement costs are lowest. However, notebook C 
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leads to the highest utility improvement for our consumer. In other words, our consumer has the 

highest willingness to pay (701 Euro) for product C (𝑊𝑇𝑃𝐴 = 644 Euro and 𝑊𝑇𝑃𝐵 = 638 Euro). Selling 

notebook C at 701 Euro will maximize the retailer's profit (181 Euro). 

3.7 Summary and Future Research 

Our proposed recommendation system generates real-time data on consumer purchasing behavior, 

especially consumers' WTP, which are the basis for many models of market share estimation, pricing 

or product design. Because such data are (theoretically) easy to collect online, the increasing popu-

larity of e-commerce has led to renewed interest in developing methods for estimating consumers' 

preferences and WTP in operations research (Abbas and Bell 2011; Gensler et al. 2012; Miller et al. 

2011; Rusmevichientong et al. 2010). Specifically, a low-effort method for repeated measurements of 

consumers' WTP and attribute-level utilities is needed. Our approach is a promising step towards the 

development of such a method, extending utility-based recommendation systems. 

The empirical evaluation shows that our proposed recommendation system predicts consumers' 

utility functions and, ultimately, their WTP with high accuracy. Considering that prior studies which 

reported similar levels of accuracy used more complex and cognitively exhausting measurement 

methods (e.g. choice-based or ranking-based conjoint analysis), our approach performed very well. 

Our results indicate that, contrary to prior suppositions, linear SAU functions are better suited for 

estimating WTP. Exponential SAU functions provide better approximations of consumers' preference 

structures and are therefore better suited for predicting product ranks. That overall utility accuracy 

for exponential functions is lower than for linear functions, although SAU functions were predomi-

nantly concave, suggests that more complex and therefore challenging methods lead to higher error 

levels in SAU function specification, which then accumulate in the overall utility function. This suppo-

sition is supported by the fact that complex conjoint analysis methods often do not attain much 

higher accuracy levels than simpler approaches although they too model utility at the attribute level. 

We suggest that for utility estimation, other approaches are as well suited as ours, but for combined 

individual utility and WTP estimation, our approach seems to perform above average. 

Our research is subject to some limitations. First, our approach is designed for products with at least 

ordinal attributes for which it is possible to estimate reliable SAU functions, not for experience goods 

with nominal attributes such as “design” or “color”. Second, as shown in our supplementary experi-

ment, SAU functions can be of (inverted) U-shape if consumers think about trade-offs between two 

attributes during the evaluation of one attribute (e.g. between “ease of transportation” and “fragili-

ty” when evaluating the attribute “size”). Exponential approximation of SAU functions was particular-

ly robust when consumers did not consider within-attribute trade-offs during evaluation. Splitting 
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multi-dimensional attributes into atomic attributes would likely improve accuracy and reduce effort. 

Third, the accuracy of utility estimates on the product level was only slightly better in the exponential 

system than in the linear system although preference structure (SAU functions) was approximated 

much better with exponential functions. It is possible that the 10-point scale we used to determine 

SAU function curvature was not precise enough, resulting in small discrepancies at the SAU function 

level (see Figure 8) which might then have added up to a larger discrepancy between estimated and 

actual, or perceived, utilities at the product level. Fourth, user preferences may be influenced by 

exogenous factors like the decision support system used for measuring utility functions and WTP 

(Adomavicius et al. 2013). Our proposed approach for estimating exponential utility functions is in-

teractive, requiring user input for several parameters, and may affect user preference building. The 

extent to which and the circumstances under which decision support systems change users' prefer-

ences are as yet not fully understood and provide an avenue for future research. 

The practical implications from our findings are threefold. First, it is relatively easy to use and gener-

ates good recommendations. These results suggest that online consumers could benefit from using it 

in their purchasing process, saving effort in the process of finding attractive products. Since multi-

dimensional attributes make utility estimation more difficult and increase consumer effort without 

improving utility or WTP estimates, designers of utility-based decision support systems ought to 

make sure their systems are based on atomic attributes only. Second, online retailers could easily 

extend existing utility based recommendation systems, such as the Dell Computer Advisor, to include 

WTP estimation. As illustrated in Section 3.6, retailers could use this information as a basis for a 

number of business decisions, e.g. product pricing. Third, online retailers could generate new reve-

nue streams by selling the recommendation data to product manufacturers, who can then determine 

individual profit-maximizing product configurations more easily. Open questions that remain in this 

area are the degree of consumer acceptance and the profitability of WTP-based pricing strategies. 

Both still need to be evaluated in field studies to shed more light on consumers' reactions and deci-

sion processes in real-life situations. 

Research into collaborative recommendation systems could profit from our approach. Currently, one 

of the most commonly used collaborative recommendation algorithms is matrix factorization (e.g. Ge 

et al. 2014), which helps identify latent product features that contribute most to product utility. 

However, these features are generally not identical to product attributes, which makes it more diffi-

cult to use the information in business decisions and to compute WTP. Combining our approach, 

which produces data on the individual level, with collaborative data on the user group level could 

generate better insights into the composition of latent features and preference differences between 

consumers. Conversely, integrating collaborative recommendation system data in our approach may 
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further increase recommendation quality and decrease the level of consumer effort during the pur-

chasing process, especially if consumer preferences can be estimated to a satisfactory degree during 

the specification process and recommendations provided at an early stage. 
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3.9 Appendix A. Proof for Equations (8) and (9) 

Exponential utility functions consist of three parameters. We hence need three points of such a func-

tion for estimation. We suggest using the best, the worst and the average attribute level and the 

utility values of these levels to estimate an exponential utility function. Assuming that both, the at-

tribute levels as well as the utility values of an attribute, are scaled to [0; 1], the first two points are 

given by 

𝑃1 (𝑥𝑖
𝑤𝑜𝑟𝑠𝑡; 𝑢𝑖(𝑥𝑖

𝑤𝑜𝑟𝑠𝑡)) = (0; 0) (17) 

 

𝑃2 (𝑥𝑖
𝑏𝑒𝑠𝑡; 𝑢𝑖(𝑥𝑖

𝑏𝑒𝑠𝑡)) = (1; 1) (18) 

The utility of the third point is specified by the consumer on a 11-point scale (see Figure 4) and re-

scaled to [0; 1]. The third point is hence given as: 

𝑃3 (𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

;  𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

)) = (0.5; 𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

)). (19) 

Based on these three points, we can define the following three equations that can be solved with 

Gaussian elimination: 

0 = 𝑎𝑖 − 𝑏𝑖, (20) 

 
1 = 𝑎𝑖 − 𝑏𝑖𝑒

𝑐𝑖 , (21) 

 

𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) = 𝑎𝑖 − 𝑏𝑖𝑒
0.5𝑐𝑖. (22) 

Equation (20) indicates that 𝑎𝑖 = 𝑏𝑖 whereas Equation (21) indicates that 𝑎𝑖 =
1

1−𝑒𝑐𝑖
. By substituting 

𝑎𝑖  and 𝑏𝑖 in Equation (22) we get: 

𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) =
1−𝑒0.5𝑐𝑖

1−𝑒𝑐𝑖
. (23) 

Next, we can substitute 𝑒𝑐𝑖 by 𝑧2 with 𝑧 ≥ 0 to get a simple quadratic equation: 
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0 = 𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

)𝑧2 − 𝑧 − 𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) + 1. (24) 

Isolating 𝑧, gives: 

𝑧1/2 =
1±√1−4𝑢𝑖(𝑥𝑖

𝑎𝑣𝑒𝑟𝑎𝑔𝑒
)(1−𝑢𝑖(𝑥𝑖

𝑎𝑣𝑒𝑟𝑎𝑔𝑒
)

2𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

)
. (25) 

If 𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) = 0.5 we have 𝑧1 = 𝑧2 = 1 and therefore 𝑐𝑖 = ln (𝑧2) = 0. If 𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

> 0.5) then 𝑧2 

is the only non-negative solution whereas only 𝑧1 is a non-negative solution if 𝑢𝑖(𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

) < 0.5. 

Based on the rating 𝑟 of the average attribute level 𝑥𝑖
𝑎𝑣𝑒𝑟𝑎𝑔𝑒

, an attribute utility function is defined 

as one of the functions given in Figure 8. 

 
 

Figure 8: Possible Attribute Utility Functions 
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4 2D versus 3D Visualizations in Decision Support – The Impact of Decision 

Makers’ Perceptions 
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Abstract 

Decision makers often do not easily understand the decision space, i.e. the available alternatives and 

relations among their attributes. Misunderstanding the relations between attributes might lead to a 

bad decision. Recent research in decision analysis has addressed this problem and proposed to sup-

port decision makers with visual information about the decision space. However, the question of 

which visualization method and format supports decision makers best is largely unanswered. We 

focus on coordinate systems as visualization method and investigate the impact of 2D and 3D for-

mats on decision making processes. We show that 3D is not superior to 2D in terms of several deci-

sion making performance variables, such as time to make a decision. We, however, provide first evi-

dence that 2D and 3D visualizations differ in the decision makers’ perceptions and that these differ-

ences are moderated by the complexity of the decision space. 

Keywords: Information visualization, decision support system, decision space, dimensionality, deci-

sion making performance, system perceptions 

  



61 
 

4.1 Introduction 

Decision makers often face decision making scenarios that are more complex and challenging than 

decision analysts might expect at a first glance. Assume, for example, a decision maker who is search-

ing for a rental apartment with a large living space. The decision maker might be aware that apart-

ments with a larger living space will require a higher rental price. The decision maker has thus to deal 

with potentially conflicting attribute relations. A conflicting attribute relation exists, if it is necessary 

to exchange the outcome of one attribute to attain a higher outcome of another one. In this exam-

ple, the decision maker’s preference for a larger living space requires accepting losses in another 

potentially desired apartment attribute, i.e. a low rental price.  

It is further likely that the decision maker simply does not know of all conflicting attribute relations 

that need to be accepted or considered in the search process. Larger apartments might, for example, 

be either primarily located in the highly frequented city center, which reduces the likelihood of find-

ing an apartment simultaneously offering an also preferred parking lot. It is also possible that large 

apartments are only located far away from the city center, which requires traveling undesirable large 

distances to the decision maker’s workplace on a daily basis. Which story is true depends on the indi-

vidual city structure and is likely to be unknown to the decision maker. Some conflicting attribute 

relations may be more obvious (e.g., floor space vs. rental price) than others (e.g., floor space vs. 

parking lot or location). Simply searching for large apartments may lead to dissatisfying results. The 

decision maker might become aware of this situation, though, most likely after a time-consuming 

and effortful search and comparison process. 

This problem is also known in the scientific literature. Previous studies indicate that knowing the 

available decision alternatives, related attribute combinations and conflicting attribute relations can-

not be presumed, but may be beneficial in the decision making process (Butler et al. 2008; Hoeffler 

and Ariely 1999; Huber and Klein 1991; Keeney 2002). In the following we refer to the information 

about the available decision alternatives and the available attributes as the decision space. 

Decision spaces are often complex in real decision making scenarios. In consumer decision making, 

consumers as a special kind of decision makers, for instance, consider up to eight rather than two 

attributes when comparing alternatives for a purchase (Jacoby et al. 1977; Moorthy et al. 1997; Ol-

son and Jacoby 1972; Sheluga et al. 1979). This increases the number of attribute relations describing 

the decision space from 1 to 28 (= 8(8-1)/2). As these studies show, consumers do even consider less 

than eight attributes in many cases. Other decision making scenarios, such as managerial decision 

making, can easily comprise more than eight attributes and surpass the level of complexity prevalent 
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in consumer decision making. Since we focus on consumer decision making in this study, higher lev-

els of complexity are beyond the scope of this research.  

Decision makers using a decision support system might benefit from getting information on the deci-

sion space, since this information helps to recognize and incorporate complex relations into their 

decision making process. Supporting the decision making process can i) reduce the decision making 

effort required for processing information on and the comparison of decision alternatives, ii) improve 

the quality of the decisions induced by the system’s recommendations (e.g., in terms of choosing 

non-dominated alternatives or the decision makers’ subjective evaluation of the recommendations) 

and iii) the decision makers’ perceptions and subjective evaluations of the decision support provided 

by a decision support system (Xiao and Benbasat 2007).  

Providing decision makers with additional information, however, does not come without threats. Due 

to the limited cognitive capacities to process information (Payne et al. 1993), supporting decision 

makers with additional information might lead to information overload and might thus reduce the 

quality of decisions (Lurie 2004). If information is, however, provided in a visual form like graphs or 

pictures, the decision makers’ perceptual system can easily encode this information (Lohse 1997; 

Zhang and Whinston 1995). Decision makers are able to extend their information processing capaci-

ties and reduce the threat of information overload (Lohse 1997; Tegarden 1999; Zhang and Whinston 

1995). It is hence important to support decision makers with information on the available alterna-

tives and attribute relations, but it seems to be even more important to support them with the right 

visualization type. 

Information visualization has gained popularity as it seems to be a plausible way to support decision 

makers efficiently with information on decision making scenarios (Lurie and Manson 2007; Turetken 

and Sharda 2001). Information visualization is defined as the transformation and presentation of 

information using a visual medium (Lurie and Manson 2007). It makes use of the human ability to 

transform visual cues like detected patterns or differences in shape or color of visual objects into 

knowledge (Kosslyn 1994). Previous research developed different visualization types to support deci-

sion making, such as tables, coordinate systems or bar graphs (e.g., Kumar and Benbasat 2004; 

Theetranont et al. 2007; Tractinsky and Meyer 1999). In this study, we focus on coordinate systems 

as visualization type that is easy to interpret, since decision makers are typically familiar with coordi-

nate systems. We are especially interested in analyzing the effects of the visualization dimensionality 

(2D vs. 3D) of coordinate systems that provide information about decision spaces on decision mak-

er’s decision quality, decision effort and their perceptions.  
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A review of previous studies comparing 2D and 3D visualizations reveals a gap in the literature: there 

is mixed evidence on the question whether 2D or 3D visualizations provide superior decision support. 

The choice of the right visualization format is important, since inappropriate decision support may 

lead to a decrease in decision quality (Xiao and Benbasat 2007), which might be costly when it comes 

to management decisions. Shopping websites may further lose customers, since inappropriate deci-

sion support has been shown to reduce the intention of consumers to adopt decision support sys-

tems for future use (Xiao and Benbasat 2007). Further, the effects observed by prior research might 

not be complete as the decision support of 2D and 3D visualizations has primarily been compared 

and evaluated using measures regarding the observable decision making performance (i.e., time to 

make a decision, objective decision quality). Recent research, however, cites evidence that modifica-

tions to a decision making process are likely to affect a wide range of user perceptions regarding the 

decision support (Xiao and Benbasat 2007).  

We contribute to recent research by investigating whether the 2D or the 3D visualization format pro-

vides better decision support in simple or complex consumer decision making scenarios. We evaluate 

the quality of the decision support in terms of i) observable decision making performance and ii) 

decision makers’ perceptions of the decision support process. In a laboratory experiment, we ask the 

study participants to use one of four decision support systems providing visual information about the 

decision space to search for a digital camera for purchase. To observe the interplay of dimensionality 

and decision making complexity in case of consumer decision making, we compare both visualization 

formats in i) a simple purchase decision scenario (alternatives are described by four attributes) and ii) 

a complex purchase decision scenario (alternatives are described by eight attributes). Overall, we use 

four treatments: i) 2D/four attributes, ii) 3D/four attributes, iii) 2D/eight attributes and iv) 3D/eight 

attributes. We collect data on the decision making performance in terms of effort and quality and the 

participants’ perceptions of each decision support system.  

The remainder of this article is organized as follows: In the next section, we relate our work to prior 

studies comparing 2D and 3D visualizations and describe our contribution in more detail. We then 

explain the visualization method applied to our study. We thereafter describe our empirical investi-

gation and the results of the laboratory experiment. Finally, we discuss the implications for practice 

and future research. 

4.2 Related Work 

In the following section, we briefly review previous studies that compare 2D to 3D visualizations. 

Existing studies fall into three categories: i) studies generally supporting the predominance of either 

2D or 3D visualizations, ii) studies finding mixed evidence on the value of 2D versus 3D visualizations 
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and iii) studies recommending the use of a specific format (either 2D or 3D) depending on specific 

conditions. Table 19 summarizes the findings of our literature review. 

There are only a few studies that clearly prefer one visualization format. Pilon and Friedman (1998) 

compare the efficiency of the search for specific objects in 2D and 3D visualized environments, con-

cluding that 2D visualizations enable more efficient searches than 3D visualizations. In contrast, the 

studies of Dull and Tegarden (1999) and Kumar and Benbasat (2004) recommend using 3D rather 

than 2D visualizations. Dull and Tegarden (1999) investigate the impact of 2D, 3D and rotatable 3D 

visualizations on decision makers’ effort and decision quality. They find that 3D visualizations help 

making better decisions without decreasing the time required for decision making. Only the compari-

son of 2D to a rotatable 3D visualization leads to reduced decision making time. The study of Kumar 

and Benbasat (2004) focuses on the interaction of graph complexity (nine and 25 data points dis-

played) and the task type (pattern and trend recognition and extraction of concrete data values) on 

the comprehension effort, i.e., the time taken to comprehend specific information from 2D versus 3D 

visualizations. In their conclusion, Kumar and Benbasat (2004) clearly recommend using 3D over 2D 

visualizations, since 3D visualizations allow processing information quicker in all cases, independent 

of task type and graph complexity. 

Table 19: Prior Studies Comparing 2D and 3D Visualizations 

Source  Decision Task Visualization Type Performance 
Measures 

Results 

Pilon and Friedman 
(1998) 

Object retrieval 2D and 3D objects Effort 2D is superior 

Dull and Tegarden 
(1999) 

Forecasting  2D and 3D line 
graphs 

Effort and quality  3D is superior 

Kumar and Benbasat 
(2004) 

Graph comprehen-
sion 

2D and 3D line 
graphs 

Effort 3D is superior 

Zhu and Chen (2005) Knowledge retrieval 2D and 3D geograph-
ic maps 

Effort and quality  Mixed evidence 

Kim et al. (2011) Task fulfillment 2D and 3D cell phone 
menus 

Effort and user per-
ceptions 

Mixed evidence 

Nah et al. (2011) Task fulfillment 2D and 3D virtual 
world environments 

User perceptions Mixed evidence 

Van der Land et al. 
(2013) 

Graph comprehen-
sion and group deci-
sion making 

2D and 3D virtual 
world environments 

Effort, quality and 
comprehension 

Mixed evidence 

Lee et al. (1986) Managerial decision 
making 

2D and 3D scatter 
grams and block 
diagrams 

Effort and quality  Depending on the 
information format 

Tractinsky and Meyer 
(1999) 

Situational visualiza-
tion choice 

Table, 2D and 3D 
graph 

User perceptions Depending on visuali-
zation purpose 

This study Consumer decision 
making 

2D and 3D coordinate 
systems 

Effort, quality  and 
user perceptions 

Depending on com-
plexity 

 

The vast majority of studies, and especially studies in the recent past, provide rather mixed evidence 

and do not make general recommendations for the use of a specific visualization format. Zhu and 
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Chen (2005) shed light on the question whether the visualization format (2D versus 3D) impacts the 

effort and the quality of conveying spatial knowledge in a geographical information visualization sys-

tem. They did not find a consistent performance difference between 2D and 3D visualizations in con-

veying declarative, configurational or procedural knowledge. The study of Kim et al. (2011) compares 

2D and 3D cell phone menus with respect to task performance in terms of time required for task 

fulfillment and user perceptions in terms of perceived space use, fun of use and satisfaction. They 

find evidence that users need less time to find specific menu entries in large menus using 2D menus, 

but there is no difference in task performance for smaller menus. They further find mixed evidence 

with respect to user evaluations of 2D and 3D menus for different menu sizes. Nah et al. (2011) ex-

amine 2D and 3D virtual environments, and especially the impact of dimensionality on user 

telepresence, enjoyment, brand equity and the behavioral intention. They observe that users do 

enjoy 3D virtual worlds more than 2D, but 3D virtual worlds lead to lower brand equity. Finally, Van 

der Land et al. (2013) investigate the understanding of objects and the performance of group deci-

sion making in 2D and 3D virtual environments. They conclude that 3D visualizations are more effec-

tive in supporting the understanding of individuals and groups, but reduce the efficiency of group 

decision making. 

Two further studies provide implications regarding the use of 2D and 3D visualizations depending on 

certain conditions. First, Lee et al. (1986) consider the influence of different information formats 

(continuous and discrete data) on the performance of decisions when decision makers are supported 

by 2D and 3D visualizations. The study provides evidence that 3D visualizations help improving the 

quality of decisions at a constant effort in case of information is continuous. 2D visualizations provide 

better decision support when visualizing discrete information. Tractinsky and Meyer (1999) focus on 

the interaction of the visualization purpose (decision support and impressing others) and desirability 

of the information content (e.g., negative information about oneself) with an individual’s visualiza-

tion choice for that specific purpose (2D bar graph, 2D bar graph augmented by perspective, 3D bar 

graph and tables). They find that 2D visualizations are preferred for decision making scenarios over 

3D visualizations. 3D visualizations are rather preferred for the purpose of impressing others, espe-

cially when the content of the information provided was undesirable for the individual. 

In summary, we can draw two conclusions from the review of prior work: First, prior studies primarily 

compared 2D to 3D visualizations focusing on decision making performance in terms of decision mak-

ing effort and the quality of the decisions made. Second, previous research provides mixed evidence 

on the question whether 2D or 3D visualizations provide superior decision support and is, with ex-

cept of Lee et al. (1986), lacking clear advice regarding the use of a specific format for decision mak-

ing.  
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We address this research gap by investigating the decision support of 2D and 3D coordinate systems 

in simple and complex consumer decision making scenarios. More specifically, we evaluate the deci-

sion support of 2D and 3D coordinate systems in terms of decision making performance (comprising 

effort and quality of the decisions) as well as commonly applied user perception measures from in-

formation systems research. We use several different perception measures in order to better under-

stand when and why a specific visualization format (2D or 3D) should be preferred. In the following 

section, we briefly describe how the visualizations applied in this study (2D and 3D coordinate sys-

tems), support decision makers in simple and complex consumer decision making scenarios by 

providing relevant information on their decision task. 

4.3 Visualization Method 

Coordinate systems can provide meaningful information about decision spaces to assist the process 

of decision making. As a simple example, assume a decision space for rental apartments where 

apartments are described by the two attributes living space and rental price. Apartments with a larg-

er living space typically come at a higher rental price. We can visualize information about this deci-

sion space in a 2D coordinate system as plotted in Figure 9; i.e., by assigning each apartment attrib-

ute to one axis of the coordinate system and depicting rental apartments using their attribute com-

bination as coordinates. Apartments (represented by the red dots in Figure 9) will be plotted the 

farther on the right, the higher the floor space and the farther in the upper region of the coordinate 

system, the higher the rental price of an apartment. 

 
 

Figure 9: Example of a 2D Coordinate System 

 

A decision maker using this visualization to support the search for a suitable rental apartment can 

retrieve essential information about the decision space, that is: i) the available decision alternatives 

(apartments), ii) its attribute level combinations and iii) relations among the apartment attributes. 

Attribute levels of the available apartments are represented by the coordinates of the apartments in 

the coordinate system. Apartments in the lower left corner of the visualization in Figure 9 are small 



67 
 

and cheap whereas apartments in the upper right corner are large and expensive. The visualization 

hence enables a decision maker to easily compare the attribute combinations of multiple decision 

alternatives. A decision maker can further become aware of the relations among the attributes. The 

visualization clearly indicates that apartments with a higher floor space are available at a higher 

rental price. Floor space and rental price thus form a conflicting relation with respect to the given 

decision space. A decision maker can use the information inferred from the visualization and incor-

porate them into his/her decision making process. 

In this study, we aim at comparing 2D and 3D coordinate systems in simple and complex consumer 

decision making scenarios. We define the complexity of a decision making scenario by the number of 

product attributes a decision maker considers when comparing alternatives. Our example is limited 

to only two attributes. Theetranont et al. (2007) proposed the application of a 3D coordinate system 

to visualize decision spaces consisting of three attributes. Several decision situations are described by 

more than three attributes and decision makers are willing and able to also consider more than three 

attributes. Consumers as a special instance of decision makers use up to eight attributes when mak-

ing a complex purchase decision (Jacoby et al. 1977; Moorthy et al. 1997; Olson and Jacoby 1972; 

Sheluga et al. 1979). To support complex consumer decision making scenarios, 2D and 3D coordinate 

systems need to be prepared for providing information about higher dimensional decision spaces 

(i.e., more than 3 dimensions) that contain information about the relations among any required 

number of attributes and the decision alternatives. To enable displaying more than three dimensions 

in a coordinate system, a dimensional reduction of the decision space is required.  

We suggest singular value decomposition (SVD) for reducing dimensions. SVD is the standard ap-

proach for linear dimension reduction (Zhang et al. 2007) and is, for example, used to compute a 

principal component analysis and to extract GAIA planes to visually plot decision spaces (Brans and 

Mareschal 1994)16. It allows reducing any dimensional spaces to two or three dimensions while max-

imizing the preserved variance of the data (Härdle and Simar 2003). For our study, the SVD reduces a 

high-dimensional decision space to a two or three dimensional visual representation, ensuring that 

the relations among the decision alternatives and up to eight attributes are interpretable in a mean-

ingful manner. 

In the following paragraphs, we briefly explain the process of dimension reduction and arriving at a 

visual representation of the decision space using SVD. We explain the visualization process using the 

                                                           
16

 The major difference between GAIA planes and our visualization method is the rescaling of the data points (i.e., alterna-
tives and attributes). With the rescaling method used in our study (see Equations (27) and (28)), it is possible to not only 
interpret the distances between alternatives and the distances between attributes but also the distances between alterna-
tives and attributes. 
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decision space for rental apartments as an example. The SVD process usually starts with a data ma-

trix containing information about two variables. These two variables are here the decision alterna-

tives and the attributes describing the alternatives which jointly constitute the decision space. As-

sume a decision space consisting of four rental apartments (A1, A2, A3, and A4) that are described by 

four attributes (rooms, furnishing, location, and price). The cells of the data matrix 𝑥𝑖𝑗  in Table 20 

contain normalized information about the decision space, i.e., the levels of the attributes 𝑗 of each 

alternative (apartment) 𝑖. The normalization yields a uniform operationalization of attribute levels so 

that low levels of 𝑥𝑖𝑗  represent low or undesirable attribute levels (e.g., a low number of rooms or a 

high price) and vice versa. 

Table 20: Example of a Data Matrix 

Alternative Rooms Furnishing Location Price 

A1 5 7 7 4 

A2 4 5 8 9 

A3 7 3 9 6 

A4 8 2 5 5 

 

The decision space consists of four dimensions (i.e., alternatives are described by four attributes). A 

visual representation of the relations among the rental apartments and the apartment attributes 

thus requires a reduction to two or three dimensions. The data matrix (Table 20) will be first trans-

formed into a standardized matrix 𝑍. 𝑍 is then decomposed into the three following components 

(Härdle and Simar 2003): i) a diagonal matrix ∑ containing 𝐾 singular values, such that 𝜎1 ≥ 𝜎2 ≥ … ≥ 

𝜎𝑘, which are used to extract the number of desired dimensions for the visual representation; ii) a 

𝛤(𝐼 ×  𝐾) matrix which contains information that is required to calculate the coordinates of the al-

ternatives 𝑖 (𝛤 contains the eigenvectors of 𝑍𝑍𝑇); and iii) a matrix 𝛥(𝐽 ×  𝐾) containing information 

that is required to derive the coordinates of the attributes 𝑗 (Δ contains the eigenvectors of 𝑍𝑇𝑍). 

Equation (26) describes the SVD of matrix 𝑍. 

𝑍 = 𝛤∑𝛥𝑇 (26) 

The SVD uses the information described in Equation (26) to compute two separate visual parts: i) one 

part containing standard coordinates for each alternative 𝑖 which reflects the relations among the 

alternatives, and ii) one part containing standard coordinates for each attribute 𝑗 which represents 

the relations among the attributes, where 𝑘 represents the number of the visual dimensions of a 

coordinate. However, interpreting alternatives and attributes, i.e., deducing the attribute combina-

tion of an alternative from its position relative to the attribute points in the coordinate system, is not 

possible based on these standard coordinates. The standard coordinates are thus rescaled to allow a 
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meaningful joint interpretation of both visual parts. If both variables are to be interpreted jointly, 

Greenacre (2007) suggests a symmetric rescaling. Equation (27) thus yields the final and rescaled 

coordinates for each alternative 𝑖, while Equation (28) yields the coordinates for each attribute 𝑗, 

where 𝑘 is the number of visual dimensions (𝑘 = 1 is the first dimension, 𝑘 = 2 is the second dimen-

sion and 𝑘 = 3 is the third dimension). 

𝑟𝑖𝑘 =
𝛾𝑖𝑘𝜎𝑘

√𝑝𝑖∙
 (27) 

 

𝑐𝑗𝑘 =
𝛿𝑗𝑘𝜎𝑘

√𝑝∙𝑗
 (28) 

We extracted the first two singular values (𝜎1 and 𝜎2) of our apartment example to generate a 2D 

visualization of the apartment decision space (see Figure 10). 

 
 

Figure 10: Relationship between Attributes and Alternatives 

 

A decision maker can use the 2D coordinate system depicted in Figure 10 to retrieve essential infor-

mation about the decision space, that is: i) the available decision alternatives (apartments), ii) its 

attribute combinations and iii) the relations among the apartment attributes. Decision makers can 

interpret the distance between alternatives (represented by the red dots in Figure 10) in the follow-

ing way. The closer the points of two alternatives, the more similar are the corresponding apart-

ments. The distance between alternatives and attributes (represented by the cyan dots in Figure 10) 

is interpretable in a similar manner. The closer a particular alternative to a particular attribute, the 

better the alternative fulfills that attribute (e.g., apartment 4 has the highest number of rooms and is 

hence plotted most closely to the attribute rooms). Finally, decision makers can infer conflicting rela-

tions among attributes by interpreting the distances between pairs of attributes. A greater distance 
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indicates more conflict between two attributes (e.g., furnishing and rooms), and thus indicates a low 

probability of finding an alternative that fulfills both attributes equally.  

Reducing the number of dimensions causes an information loss. We define this information loss as 

the amount of variance lost when reducing dimensions. Or in other words, the relations among the 

decision alternatives and attributes in the visualization may not perfectly coincide with the relations 

in the original decision space. Since each dimension of the decision space originally represents one 

attribute, the information loss is primarily affected by the interplay of the number of attributes that 

constitute the decision space and the visualization format (2D vs. 3D). The information loss increases 

with an increasing number of original dimensions and a decreasing number of extracted visual di-

mensions. This forms an interesting interaction between the complexity of a decision space (i.e., its 

dimensionality) and the dimensionality of the visualization generated to plot the decision space. The 

next section describes the laboratory experiment we conducted to investigate this interaction. 

4.4 Empirical Investigation 

The complexity of a decision making scenario and the dimensionality of a visualization as well as the 

interaction of both parameters are likely to affect the quality of the decision support which the par-

ticular visualization can provide. On the one hand, 2D coordinate systems have a limited ability to 

display information compared to 3D coordinate systems, since they have one fewer dimension to 

display relations among attributes and decision alternatives. The information loss will thus always be 

higher for 2D than for 3D coordinate systems. On the other hand, 2D coordinate systems are less 

complex to understand than 3D coordinate system especially if they are plotted on a 2D screen (Dull 

and Tegarden 1999). Whereas the complexity to understand a 2D or 3D coordinate system is inde-

pendent from the dimensionality of the decision space, the information loss of a visualization does 

also depend on the dimensionality of the decision space (i.e., the number of attributes describing the 

decision space). We thus compare 2D and 3D coordinate systems with a varying dimensionality of the 

decision space in a laboratory experiment. The next sections describe the research methodology 

used for our empirical investigation, the treatments, measures and the experimental procedure. 

4.4.1 Research Methodology 

We conducted a laboratory experiment examining a consumer decision making situation with a 2x2 

between-subjects design to investigate the interaction of visualization formats (i.e., the number of 

visual dimensions) and decision complexity (i.e., the number of dimensions in the decision space). 

Specifically, we tested two visualization formats (2D vs. 3D) and two dimensional levels of the deci-

sion space (4 vs. 8 attributes) to distinct between simple and complex consumer decision making 

scenarios. In order to investigate the interaction of visualization format and decision space complexi-
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ty, we describe products with four attributes to create a simple situation in which the comparison of 

products is easy. Since our experiment uses a consumer decision making scenario, we derive complex 

situations from the level of complexity that is prevalent in consumer decision making scenarios. Re-

cent studies indicate that consumers consider up to eight attributes when making a purchase deci-

sion (Jacoby et al. 1977; Moorthy et al. 1997; Olson and Jacoby 1972; Sheluga et al. 1979). We thus 

use eight attributes to create a complex situation.  

During the experiment, the participants had to complete a certain search task: They were instructed 

to use a decision support system to find a digital camera matching their individual preferences. We 

decided to use a student sample for convenience reasons because there is no a priori reason why 

students should behave differently in such a setting than other participants and we are interested in 

the differences between the treatment groups and not in absolute performance and perception val-

ues. 

4.4.2 Experimental Treatments 

We developed four decision support systems as treatments for the laboratory experiment. To ensure 

that variations in the dependent variables are only referable to modifications in the amount of at-

tributes considered (dimensionality of the decision space) and the visualization format, we con-

structed the systems as similar as possible. 

All systems had access to the same product data base. The systems operated on a database with 131 

cameras collected from Amazon.com. 79 of them were non-dominated (i.e., there is no camera that 

is better than the focal camera in at least one attribute and at least equally good in all other attrib-

utes). In the treatments with simple decision space, the four attributes photo resolution, optical 

zoom, camera size, and price were used to describe the cameras. Complex decision spaces addition-

ally consisted of the attributes display resolution, video resolution, number of settings and photosen-

sitivity. 

We designed the decision support systems in conformity with decision making principles described in 

previous research. In line with the two stages of a purchase decision process (Gilbride and Allenby 

2004; Hauser and Wernerfelt 1990; Payne 1976), we assume that consumers screen the alternatives 

using non-compensatory strategies in a first step, then employ compensatory decision rules for a 

more detailed evaluation in a second step. We base the compensatory (second) step on multi-

attribute utility theory which is frequently applied to model and analyze multi-attribute decision sce-

narios (Keeney and Raiffa 1993; Dyer et al. 1992; Wallenius et al. 2008). The basic idea of this ap-

proach is that the overall value 𝑣(𝑥) of a decision alternative is the sum of the single-attribute values 
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𝑣𝑖(𝑥𝑖) of the outcome 𝑥𝑖 of each attribute 𝑖, weighted by the importance 𝑤𝑖 of each attribute (see 

Equation (29)): 

𝑣(𝑥) =∑𝑤𝑖𝑣𝑖(𝑥𝑖)

𝑛

𝑖=1

 (29) 

where 0 ≤ 𝑤𝑖 ≤ 1, and  ∑ 𝑤𝑖 = 1
𝑛
𝑖=1 . We used linear single attribute value functions 𝑣𝑖(𝑥𝑖) with a 

value of 0 for the worst attribute level and a value of 1 for the best attribute level. In a recent study, 

Scholz et al. (2015) cite evidence that linear functions appropriately describe the relationship be-

tween the camera attributes used in our experiment and the values participants assign them. 

The systems all allowed weighing the attributes after the initial filtering process, using a nine-point 

scale. We used horizontal sliders initially set to 5 (middle), and participants could increase (decrease) 

an attribute’s importance by moving the slider to the right (left). Participants thus stated attribute 

importance weights with direct rating, a method that has been found to be user friendly and highly 

accurate compared to other methods (Pöyhönen and Hämäläinen 2001). The underlying alternative 

evaluation model was an additive multi-attribute value model as defined in Equation (29). 

All systems filtered camera brand, optical zoom and price in the first (non-compensatory) step. Par-

ticipants then could state their attribute importance in the second step. Using the filtered subset of 

alternatives, each system generates a visual representation of the decision space with either two or 

three visual dimensions. Attributes are represented by circles (2D coordinate system) or bullets (3D 

coordinate system). A small distance between the attributes indicates a consonant relationship 

whereas a large distance indicates a conflicting relationship. Rectangles with numbers symbolize the 

alternatives. We provide representative screenshots in Appendix A. 

The only differences between the four systems are then as follows: System 1 and system 2 both op-

erate on a decision space described by four attributes (photo resolution, optical zoom, camera size, 

and price). They, however, differ in the visualization format: System 1 uses a 2D coordinate system 

whereas system 2 visualizes the decision space in a 3D coordinate system. Systems 3 and 4 differ 

from systems 1 and 2 in the number of attributes that describe the decision space. Cameras of sys-

tems 3 and 4 are described by eight attributes (photo resolution, optical zoom, camera size, price, 

display resolution, video resolution, number of settings, and light sensitivity). System 3 plots the de-

cision space in a 2D coordinate system and system 4 in a 3D coordinate system.  

Comparing system 1 (2D / 4 attributes) to 3 (2D / 8 attributes) and system 2 (3D / 4 attributes) to 4 

(3D / 8 Attributes) enables us to isolate the effect of the decision space complexity on the dependent 

variables. Comparing system 1 (2D / 4 attributes) to 2 (3D / 4 attributes) and system 3 (2D / 8 attrib-
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utes) to 4 (3D / 8 Attributes) enables us to analyze the impact of the visualization format (2D vs. 3D) 

on our dependent variables. Our dependent variables are described in the next section. 

4.4.3 Measures 

We evaluate the decision support of 2D and 3D coordinate systems in simple and complex consumer 

decision making scenarios based on the framework by Xiao and Benbasat (2007). The measures fall 

into two categories: decision making performance and user perceptions.  

Decision making performance refers to the ability of a decision support system to support a user’s 

decision making process and encompasses decision effort and decision quality. Xiao and Benbasat 

(2007) define decision effort as the amount of effort incurred by a user in terms of processing infor-

mation, comparing alternatives and making a final decision. We operationalize the decision effort of 

individual users by measuring the time needed from the start of the product search until a final deci-

sion is made.  

Decision quality is evaluated either objectively or subjectively. Objective decision quality is based on 

the principle of coherence and typically measured in terms of users’ choices of non-dominated17 al-

ternatives (Häubl and Trifts 2000; Payne et al. 1993).  

Subjective decision quality, in contrast, is evaluated relatively to a user’s preferences and is defined 

as the degree to which the alternatives considered for purchase match a user’s preferences (Xiao and 

Benbasat 2007). To measure the subjective decision quality, our participants stated their probability 

of choosing each of the top 10 recommended alternatives. We compare the participants’ evaluations 

of the top 10 recommended alternatives with the values the decision support system computed for 

each of the top ten alternatives based on Equation (29). This enables us to calculate three measures 

of subjective decision quality: i) the first-choice hit rate, which equals the fraction of cases where the 

system correctly predicts the user’s most preferred alternative on rank 1 of the recommendation list 

(Johnson et al. 1989), ii) the user’s rating of the alternative the system predicts on rank 1 and iii) the 

average probability of choosing each of the top 10 recommended alternatives. Applications of these 

decision quality measures can also be found in prior studies (Aksoy et al. 2011; Johnson et al. 1989; 

Diel and Zauberman 2005). 

Modifications of a decision making process may also impact the users’ perceptions, that is how users 

subjectively evaluate the support or interaction with a decision support system during their decision 

making process. We focus on major information system success indicators: perceived ease of use 

                                                           
17

 An alternative X is dominated by another alternative Y if Y is better than X in at least one attribute and not worse than X 
in the remaining attributes  (Pfeiffer and Scholz 2013). 
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(PEOU), perceived usefulness (PU), end user's satisfaction (EUS), reuse intention (RI), and a net pro-

moter score (NPS). PEOU and PU originate from the technology acceptance model (Davis 1989). 

PEOU is a user’s believe that system usage is free of effort, while PU is a user’s evaluation of how 

useful the system was in supporting the process of decision making. To determine their satisfaction, 

users trade off the costs and benefits of system use, which may result in either positive or negative 

evaluations (Xiao and Benbasat 2007). RI (Davis 1989; Igbaria 1997) covers the user’s desire to keep 

using the decision support system in the future, after their initial use (Al-Natour et al. 2010; Ven-

katesh and Davis 2000). Finally, the NPS (Reichheld 2003) is an often-applied management metric 

that provides an alternative to traditional customer satisfaction measures. It can gauge customer 

loyalty and their propensity to engage in word-of-mouth activity. 

We measured decision making performance and user perceptions by logging our participants’ behav-

ior and by a two-staged questionnaire. All the user perception constructs were measured with multi-

ple items, to ensure a thorough assessment (Churchill 1979). We used seven-point Likert scales, rang-

ing from 1 ("I fully disagree") to 7 ("I fully agree"). We took the PU and PEOU measures from Davis 

(1989), EUS from Au et al. (2008), and the RI measure from Al-Natour et al. (2010). For the NPS, we 

relied on the work by Reichheld (2003). 

4.4.4 Procedure 

We invited undergraduate and graduate students from the University of Passau, who might be inter-

ested in camera offers and assigned them randomly to one of the four treatments. A short video 

explained the functionality of the decision support system and described the experimental task (see 

Appendix B). In the beginning of the experiment, the respondents were instructed that they were 

looking for a new digital camera. Every decision support system used the same database, graphical 

layout and navigational elements, so any differences in usage behavior, prediction accuracy, and user 

perceptions result from the experimental treatment – namely, the underlying decision space and the 

visualization dimensionality. 

All systems logged detailed user behavior, and then the respondents completed a two-part question-

naire18 after finishing their search. First, they indicated their visit probability for the top 10 recom-

mended digital cameras. In all systems, the results appeared ordered by their estimated utility values 

in a separate list. Second, they completed a questionnaire consisting of items related to their de-

mographics, psychographics, experience level, and usage perceptions. 

                                                           
18

 The questionnaire used in the experiment is available upon request. 
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4.5 Analysis and Results 

The 112 student participants received € 7 (approximately US$ 10 at the time of the experiment) in 

compensation for their participation. We distributed them evenly across the different treatments (25 

in the 2D & four attribute condition, 34 for 3D & four attributes, 27 for 2D & eight attributes, and 26 

for 3D & eight attributes). We conducted the laboratory experiment at the University of Passau 

(Germany) with one instructor running all sessions.  

There were slightly more female respondents (51.8%), and the average age was 22.5 years (SD = 

2.94; min = 18, max = 31). All constructs were highly reliable with Cronbach's alphas of at least .89. 

The average time spent browsing for the camera (excluding the experimental instructions and a short 

learning phase) was about 10 minutes. 

4.5.1 Decision Making Performance 

In order to analyze differences in the decision making performance among the treatments, we used a 

Gamma regression with respect to search time, a Poisson regression for the number of dominated 

alternatives considered, a Logit regression for the first choice hit rate, and an Ordered-Logit regres-

sion for the rating of the best expected alternative and the mean probability of purchase. We ob-

served that subjects needed significantly more time (p < .001) when they had information on eight 

instead of four attributes (see Table 21). This is unsurprising taking into account that more attribute 

weightings have to be specified. Further, we found moderate but almost always insignificant decision 

quality differences between the 2D and the 3D visualizations. Table 21 summarizes these results, 

which are in line with other empirical investigations that also found no differences between 2D and 

3D visualizations (e.g., Zhu and Chen 2005). The advantage of lower information loss when using a 3D 

visualization seems thus negligible if alternatives are described by only a few attributes. Further-

more, 3D visualizations on a 2D panel (monitor) are not as easy to interpret (Dull and Tegarden 1999) 

and might hence prevent a better decision making performance. 

Table 21: Effects of Search Time and Decision Quality 

Treatment Average Search 
Time in Minutes 

(SD) 

# of Dominated 
Alternatives Con-

sidered (SD) 

First Choice Hit 
Rate 

Rating of the Best 
Expected Alter-

native 

Mean Probabil-
ity of Purchase 

2D / 4 Attributes  8.24 (2.97) 1.76 (1.16) 48.0% 6.28 3.50 

3D / 4 Attributes  7.51  (3.82) 2.06 (1.65) 55.9% 6.44 3.86 

2D / 8 Attributes 11.85*** (4.83) 1.59 (1.08) 51.8% 6.07 4.09 

3D / 8 Attributes 10.09* (2.82) 1.65 (1.16) 57.7% 6.15 3.83 

Note. * p<.1, ** p<.05, *** p<.01. 
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Concerning decision quality, we found no significant differences in the consideration set sizes of our 

treatments (2D/4 Attributes: 5.32, 3D/4 Attributes: 5.94, 2D/8 Attributes: 5.85, 3D/8 Attributes: 

5.50), the number of dominated alternatives, the first choice hit rate, the rating of the best expected 

alternative and the mean probability of purchase. Taking into account that it is much harder to cor-

rectly predict a decision maker's preference in situations where alternatives are more complex, it is 

surprising at first sight that the predictive validity in terms of first choice hit rate was higher when 

eight instead of four attributes were used. However, several alternatives might exist that especially 

differ in the hidden attributes. Products described with fewer attributes are more homogeneous 

making it more difficult for a decision support system to correctly rank the alternatives. Our results 

thus indicate no differences in either objective or subjective decision quality between the 2D and 3D 

visualizations.  

4.5.2 User Perceptions 

The effects of the systems on users’ perceptions offer novel and interesting insights (Figure 11). If the 

decision space is simple, 2D visualization outperforms 3D visualization in terms of perceptions. As the 

complexity increases, perceptions of the 2D visualization decrease, whereas perceptions of the 3D 

visualization increase. 

 
 

Figure 11: Influence of Systems on User Perceptions and First Choice Hit Rate by Number of Attributes 

 

When the decision space consisted of four attributes, 2D visualization appeared significantly more 

useful (p < .05) than 3D visualization, including the weakly significant, higher EUS (p < .1) and RI (p < 

.1; Figure 11). The 2D visualization also attracted significantly more promoters (p < .05), though the 

number of detractors (p > .4) and the PEOU (p > .3) were not affected by the visualization method. 

Therefore, users preferred the 2D visualization when the number of attributes was reasonably small 
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– similar to the results reported by Tractinsky and Meyer (1999). For more complex products, this 

difference diminished in all user perception measures and became insignificant (p > .2). Specifically, 

perceptions of 2D visualization decreased with the number of attributes, but perceptions of 3D visu-

alization increased with a growing number of attributes in the decision space. 

4.6 Discussion 

4.6.1 Implications 

Decision makers often have to deal with cognitively challenging decision making scenarios since in-

formation on many product alternatives and attributes need to be processed to arrive at a final 

choice (Xiao and Benbasat 2007). This information is often complex because consumers have to take 

conflicting attribute relations into account, meaning that a preference for one attribute may cause 

losses with respect to other and eventually also desirable attributes. In complex consumer decision 

making scenarios, consumers take up to eight attributes into account and thus need to be aware of 

up to 28 attribute relations. Previous literature recognizes that knowing the decision space cannot be 

presumed and indicates that: i) knowing the decision space and getting familiar with the relations 

among attributes can help decision makers to construct more stable preferences which may ulti-

mately lead to improved decision making performance (Butler et al. 2008; Keeney 2002; Huber and 

Klein 1991; Hoeffler and Ariely 1999) and ii) presenting visual information about decision spaces 

might be an appropriate way to provide consumers the required information while preventing them 

from information overload (Lurie and Manson 2007; Turetken and Sharda 2001). 

Our literature review reveals an important gap in prior research regarding the question in which for-

mat information for decision support should be visualized. We find that: i) there is mixed evidence on 

the question whether 2D or 3D visualizations provide superior support for decision makers and ii) the 

majority of the studies rather evaluated decision support in terms of decision effort and quality thus 

neglecting decision makers’ perceptions of the systems that assist during their decision making. In 

this study, we shed light on this research gap by investigating the decision support of 2D and 3D co-

ordinate systems in simple and complex consumer decision making scenarios. We evaluate the deci-

sion support using both decision making performance and decision makers’ perceptions. 

To evaluate the interplay of decision making complexity and the decision support of the visualization 

format, we conducted a laboratory experiment on a consumer decision making task. We tested four 

decision support systems that provided decision makers with visual information: a 2D and a 3D coor-

dinate system in a simple consumer decision making scenario (decision space consists of four attrib-

utes) and in a complex scenario (decision space consists of eight attributes). We demonstrated that a 

2D visualization is perceived as superior to 3D when the decision objects are described by only a few 
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attributes. We do not observe this difference in terms of objective performance measures such as 

the time needed to make a decision or the decision quality. Interestingly, our results thus indicate 

that decision making performance and user perceptions are not necessarily correlated and that an 

evaluation of visual decision support should consider both the users’ perceptions and the users’ be-

havior.  

Our results offer implications for research and practice in terms of consumer decision makers and 

providers of decision support systems, such as online recommender systems. The comparison of the 

2D and 3D visualizations revealed no significant differences in terms of decision quality. However, 2D 

visualizations prompted greater perceptions of ease of use and usefulness, as well as higher satisfac-

tion, when only a few attributes were depicted. With eight attributes though, we found no significant 

effect of user perceptions between 2D and 3D visualization. We recommend using 2D visualizations 

only if the decision space is described by few attributes. These results also indicate that providers of 

decision support systems, such as online retailers providing recommender systems, should evaluate 

their systems based on decision makers’ observable behavior (e.g., consideration set size, choice 

probability, time to make a decision) and decision makers’ perceptions (e.g., perceived ease of use, 

end user satisfaction). 

This study extends prior research by a novel finding. The complexity of a decision situation moder-

ates the evaluation of a visualization format (2D vs. 3D), but only those evaluation measures that 

reflect decision makers’ perceptions. Existing research has mainly focused on decision makers’ ob-

servational behavior and found no clear support for any visualization format in most cases. Our re-

sults support this finding, but also demonstrate that the decision makers’ perceptions differ from 

observational data and make a 2D visualization superior if the decision situation is rather simple. 

4.6.2 Limitations and Future Research 

This research is subject to some limitations that we summarize in the following. One limitation is the 

use of a convenience sample in our laboratory experiment. However, there is no a priori reason why 

students should behave differently in such a setting than a representative sample. Each participant 

might also have eliminated a different number of alternatives which leads to different visual projec-

tions of the decision space. However, the number of alternatives that remains in the decision space 

after the initial filtering step is not significantly different across the treatments on average (tested 

with ANOVA, F=0.604, p = 0.614). We thus assume that the initial filtering has had approximately the 

same effect on all treatments. Furthermore, we provided rank numbers for the recommended deci-

sion alternatives when observing consumer choices. Providing predictive ratings tends to anchor 

users’ evaluations of the recommendations (Cosley et al. 2003). Since we provided predicted ranks in 

all four treatments, the effect is hence equal for all treatments and we have no indication that this 
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effect has changed the differences between the treatments in terms of the system quality or the 

users’ perceptions. We believe these limitations do not limit the generalizability of our results, espe-

cially since we are interested in the differences between treatments instead of absolute values.  

We also define complex decision making scenarios by the maximum number of product attributes 

considered when making a purchase decision. In managerial decision making scenarios, it is possible 

that even more than eight attributes are considered by a decision maker. The implications of our 

paper are restricted to the level of complexity that is found in consumer decision making scenarios. 

Higher levels of complexity are beyond the scope of this work but provide avenues for future re-

search.  

Finally, depicting high dimensional decision spaces in 2D or 3D visual representations requires reduc-

ing the dimensionality, which might lead to information loss and thus erroneous interpretations. This 

is especially critical in case of higher information loss. We calculated the information loss as percent-

age of the variance that is not covered by the two or three dimensions that were used for the visuali-

zation. We found an information loss of 20.6% on average across our treatments and a maximal in-

formation loss of 35.0% indicating that the visualizations presented the decision space rather accu-

rate. It should, however, be mentioned that low dimensional visualizations of high dimensional deci-

sion spaces may help decision makers to get information on the available alternatives, their attribute 

combinations and potentially conflicting attribute relations. When it comes to the final choice among 

decision alternatives, the visual representations of the decision space used in this study cannot re-

place a comparison of the real attribute values of the decision alternatives. Our decision support 

systems thus listed all cameras depicted in the visual representation of the decision space in a sepa-

rate panel. Each camera is here described with its levels of all four/eight attributes. 

4.7 Conclusion 

The results of our study suggest an interesting trade-off: 3D visualizations preserve more of the orig-

inal information about the decision space than 2D visualizations. However, users often express some 

initial reluctance toward 3D visualizations, apparently because of the complex interpretations it de-

mands, including information occlusion and ambiguous depth judgments (Kumar and Benbasat 

2004). From a managerial point of view, our results suggest the use of 2D visualization when the 

number of attributes is rather small, which implies only moderate information loss. If the number of 

considered attributes increases, 3D visualization becomes more attractive, because the information 

loss is now more relevant. The lower information loss of 3D visualizations slightly improves decision 

making performance, and ultimately enhances user perceptions. People seem to prefer 2D visualiza-

tions because it is easier to understand, but the advantages of 3D visualizations can compensate for 
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this initial reluctance with better results, which ultimately gets reflected in terms of user perceptions. 

Figure 12 illustrates this classification of visualization methods in the trade-off between information 

loss and user perceptions. 

 
 

Figure 12: Classification of Visualizations in the Trade-Off between Information Loss and User Perceptions 
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4.8 Appendix 

4.8.1 Appendix A: Treatments 

 

 

System 1: 2D / 4 Attributes System 2: 3D / 4 Attributes 

 

System 3: 2D / 8 Attributes System 4: 3D / 8 Attributes 
 

Figure 13: Screenshots of the Systems 
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4.8.2 Appendix B: Experimental Instructions 

The following paragraphs contain the experimental instructions for system 1 (2D / 4 attributes). The 

modifications of the instructions for systems 2 to 4, i.e. when the visualization contained information 

on eight instead of four attributes or the visualization format was 3D instead of 2D, can be found in 

the brackets. 

“Welcome and thank you for your attendance. Today, each of you will use a recommendation system 

to search for a digital camera matching your individual preferences. Now, we will briefly explain how 

the recommendation system works. The search for a digital camera will proceed in two steps. In the 

first step, digital cameras that do not meet your preferences can be filtered out upfront on the initial 

page. According to the default settings, the recommendation system searches for suitable digital 

cameras among all available brands. You can also restrict the search on certain brands by selecting 

them from the list on the left. Additionally, you can exclude digital cameras from the search results 

that have, for example, an undesirable zoom factor or an undesirable price. To do so, just set an up-

per and/or lower limit for the corresponding attributes or leave these fields empty when you do not 

want to set a restriction. By clicking the "Forward" button, you will be forwarded to a second search 

page. 

On this next page, a list will display the digital cameras that meet your search criteria on the right 

side of the interface. The digital cameras are described by the attributes that could be restricted in 

the previous step. You can sort the digital cameras according to your personal preferences. Use the 

sliding controllers on the left to specify the importance of each of the four (eight) attributes "Photo 

Resolution", "Optical Zoom", "Camera Size" and "Price" (for 8 attributes additional: "Display Resolu-

tion", "Video Resolution", "Number of Settings" and "Light Sensitivity") that describe the digital cam-

eras. 

For a better understanding of the remaining digital cameras, a visualization containing information 

about four (eight) camera attributes and the first ten search results is displayed in the middle of the 

interface. Digital cameras are displayed as rectangles (3D: cubes). The particular camera attributes 

are depicted as circles (3D: bullets), where the size of a circle (3D: bullet) represents the importance 

that is adjusted for that particular attribute. Further, the proximity between attribute circles (3D: 

bullets) can be interpreted. If two circles (3D: bullets) are depicted afar, it is unlikely that a digital 

camera contains both attributes at high levels. In this example the circle (3D: bullet) "Camera Size" is 

depicted afar from "Optical Zoom". So, digital cameras will be either small or have a high optical 

zoom. It is not very likely to find a small digital camera simultaneously offering a high optical zoom. 

The proximity between camera attributes and distinct camera rectangles (3D: cubes) can also be 

interpreted. A digital camera contains attributes at high levels whose corresponding circles (3D: bul-
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lets) are depicted in close proximity and low levels of attributes that are depicted afar. The camera 

rectangles (3D: cubes) are labeled by numbers referring to their corresponding rank in the results list 

on the right side. Pointing with the mouse on an attribute circle (3D: bullet) dyes attribute bullets in 

green that are close and thus conceivable in combination and distant and inconceivable attributes in 

red. Further, a small popup appears beside the selected attribute circle (3D: bullet) where conceiva-

ble and inconceivable attributes are also listed. If you point with the mouse on a camera rectangle 

(3D: cube), a popup appears beside the corresponding camera where all available camera attributes 

are listed. 

Finally, if you want to inspect more than the ten top-rated digital cameras, a click on the "Forward" 

button at the bottom of the interface shows the next ten search results. If you further want to reset 

your search specifications on the first page, please use the link at the top and not your browser's 

backwards button. As soon as you found a suitable digital camera and finished your search, please 

specify the likelihood that you would purchase each of the first ten digital cameras on the list. Use 

the sliding controller below to state your purchasing probability for the corresponding digital camera. 

And finally, please click on the button labeled "Survey" displayed at the bottom of the interface. You 

may now switch on the monitors and start your search for a digital camera.” 
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