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IIpononyemwcsi 00 pozensidy memoouxa asmomamuynoi oiaenocmuxu npayeszoamuocmi SCADA cucmemu 6
DpedcuMi peaibHO20 Ydcy 3a 3MIHOW THGHOPMAYiliHO-0ia2HOCMUYHUX O3HAK KOHMPOIbOBAHUX NApaMempie y
npoyeci NPoxoONCeHHs NOMOKIE OaHux 3a CmpykmypHumu oounuysmu i pisuamu iepapxii SCADA. B
pamrax memoouxu 6yau cghopmynvbo8ari HeoOXIOHI i docmamHi Kpumepii 8UAGIeHH IOMO8U 8 CUCmeMi,
HeoOXIOHI 1 docmamui Kpumepii po3MediCy8aHHs HEe3ANEHCHUX | BMOPUHHUX 8I0MO8 HA NiOCmMasi J02iKu
@ynxyionysanns SCADA 3 ypaxysannam nputuHHO-HACTIOKOBUX 36'83KI6 MidC NOOIAMU MA XAPAKMEPHUX
ocobnusocmeli KOHCHO20 pisHa iepapxii cucmemu.

s Haseoenoeo uma mamonxy npuxiady cmpykmyproi cxemu SCADA cucmemu noxazana diazpama
KOHI2ypayiiiHOl npus'azku cmpyKmypHux ejleMenmie cucmemu 3 memoro aiokanizayii 6iomos. Ha 6asi k-
3Haunoi nozciku E. Ilocma 3 8UKOpUCTAHHAM XAPAKMEPUCTHUYHUX DYHKYIU nepuio2o pody OVau 6UsedeHi
AHATTIMUYHT 3A1€HCHOCMI UABLEHH | TOKANI3AYIT 8I0MO8 Y cUCeMi, BUSHAYEHHS HE3ANeHCHUX 8IOMO8.
Bukxopucmanus memoouxu asmomamuunozo eusaeienns 6iomos y pooomi SCADA ooszsonse pospobiamu
niocucmemu agmogiOHOGICHHA NPAYE30AMHOCINI CUCmeMU NiCsk 000POMHUX 8IOMO8 Y PEXNCUMI PedalbHO20
yacy.

Knouosi cnosa: asmomamuuna Oiacnocmuxa 6i0MO08, IHPOPMAYIUHO-0IACHOCMUYHI O3HAKU, (QYHKYIsA
8uUsBNIeHHs 8iomo8u & cucmemi, K-3nauna nocika.

Ilpeonazaemca x paccmompenuro MemoouKka aemomMamuyeckol OUudaeHOCMuKy pabomocnocooHocmu
SCADA cucmemsl 6 pedicume peanbHO20 BpeMeHU NO UBMEHEHUI0 UHGOPMAYUOHHO-OUACHOCIUYECKUX
NPU3HAKO8 KOHMPOIUPYEMbIX NAPAMEMPO8 8 Npoyecce NPoXOoHCOeHUs NOMOKO8 OAHHBIX NO CIPYKMYPHbIM
eounuyam u yposuam uepapxuu SCADA. B pamxax memoouxku Oviiu cghopmyiuposansvl Heobxooumvie u
oocmamounvle Kpumepuu 0OHAPYI*CEHUs OMKA3A 6 cucmeme, HeoOX00UMble U 0OCMAMOyHble KpUmepuu
PA3epanutenus He3a8UCUMBIX U BMOPUYHBIX OMKA308 HA OcHoge no2uxku ¢ynxkyuonuposanus SCADA c
Y4emom NPUYUHHO-CIe0CMBEHHbIX C8A3ell MeXHCOy COOLIMUAMU U XAPAKMEPHBIX 0COOEHHOCMEN KAHCO020
VPOBHS Uepapxuu Cucmembi.

s npusedennozo na pucynke npumepa cmpykmypuou cxemsl SCADA cucmemsl noxazana ouazpamma
KOHQU2YPAYUOHHOU NPUBA3KU CIPYKMYPHBIX JJIeMEHIMO8 CUCHeMbl C Yelblo JoKaiuzayuu omkazos. Ha
baze K-snaunou noeuxu 2. [locma ¢ ucnonb308anuem XapaKmepucmuieckux yHKyuil nepeozo pooa oviiu
6b18EOCHbl AHANUMUYECKUE 3ABUCUMOCTNU OOHAPYHCEHUS U TOKATUZAYUY OMKA308 8 CUCmeMe, ONnpeoeleHus]
He3A8UCUMBIX OMKA308.

Hcnonvsosanue memoouku asmomamuueckoco obuapysicenus omxazos 6 pabome SCADA nozeonsiem
paspabameisams nOOCUCHEMbL ABMOBOCCMAHOBIEHUS PADOMOCNOCOOHOCIU CUCTEMbL NOCTIe 0OPAMUMBIX
OMKA308 8 pedcuMe PeabHO20 8PEeMeHU.

Kniouegvie cnosa: — asmomamuyeckas OUACHOCMUKA OMKA308, UHDOPMAYUOHHO-OUASHOCMUYECKUe
NPU3HAKU, PYHKYUsL OBHAPYIICEeHUs OMKA3a 6 cucmeme, K-3naunas noeuxa.

Automatic diagnosis method for SCADA operability in real time by changing information and diagnostic
features of controlled parameters during propagation of information flows between SCADA hierarchy
levels is proposed to consider in this paper. Necessary and sufficient fault detection criteria in the system,
necessary and sufficient criteria of differentiation of independent and secondary failures based on SCADA
functioning logic taking into account cause-effect relations between events and features of the each system
hierarchy level were formed in this method.

Configuration binding diagram of the system structure elements is shown to localize the failure for the
given example. The analytical dependencies were deduced to detect and localize the failure and define
independent failures based on Post’s k-valued logic by using the characteristic functions of the first kind.
The use of automatic failure detection method in SCADA work allows us to develop auto recovery
subsystems of system operability after reversible failures in real time.
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Introduction. At present, SCADA
(Supervisory Control And Data Acquisition)
systems are actively implemented to increase the
efficiency of enterprises in oil and gas industry at
every stage, beginning from the prospecting and
mining  development, well-boring and oil
production to the fuel processing and transportation.
This class of systems is widely used to control the
technological parameters of drilling mode; to
monitor the technical condition of equipment and
aggregates; to control the production control
systems; to ensure the alarm signals and messages
in case of emergency state etc. [1,2]. Among many
well-known SCADA, there are the most common
systems such as SIMATIC WinCC from Siemens
[3], Wonderware InTouch HMI from Invensys [4],
Genesis32 from Iconics [5], TRACE MODE from
AdAstrA Research Group, Ltd. [6] etc. There are
increased requirements to ensure reliability and
fault tolerance for mission-critical SCADA real
time systems working in oil and gas industry [7,8].
Therefore, one of the ways to solve this complex
task is the creation of the operability diagnosis
methodology for such real time systems [9,10].

Analysis of current investigations in SCADA

diagnosis area. SCADA system is a distributed
multi-level and multi-tasking hardware and
software complex. It works in real time mode, and
it is complex, dynamic and difficult to formalize
diagnosis object with changeable structure and
functionality during the “life-cycle” process
[1,2,7,8]. As a whole, SCADA reliability and
validity of its data at each hierarchy level depend on
the operability of backbone nodes, data
transmission channels, peripheral equipment and
software conformity.

Today’s modern SCADA systems have built-in
functions of automatic low-level diagnostics with
the ability to display diagnostic messages about
faults in the system. Unfortunately, modern
SCADA diagnostic methods are usually oriented
for manual disaster recovery of the system by using
maintenance personnel. The analysis of diagnosis
subsystems for such SCADA as WinCC (Siemens,
Germany) [3], SPPA-T3000 (Siemens, Germany)
[11] allows us to make a conclusion about their
automatic operability support by using “watchdog
timers” or/and “hot” backup of backbone nodes
with automatic switching to backup equipment in
case of failure.

Emphasis of previously unresolved parts of
the general issue. However, it is possible to

develop and apply an automatic real time self-
recovery subsystem in case of functionality loss of
the individual structural units or the entire system
caused by reversible failures that do not lead to
malfunction of equipment, but it can cause a full or
partial software failure [10, 12].

The purpose of this paper is to consider the
method of detection and localization failure type by
changing information and diagnostic features of
technological control object parameters during
propagation of information flows between SCADA
hierarchy levels.

The main research. Let’s consider a general
example of SCADA structure fragment (see Fig. 1)
for the failure diagnosis during propagation of
information flows between SCADA structure
elements and hierarchy levels.

For the timestamp t, the set of technological
control object parameters (TCOP) is measured by
using Smart Sensors SS.and it is registered in
specialized controllers called Data Collection
Nodes DCN;.

X(t) = x.(0), % ()., % (), ... X, (1)

The program process A; works on the DCN;,
and it provides reading x(t) fromSS, using Data
Transfer Channel Ch, and the port P, with
DCN;. Server S, joined with DCN;as the Wide
Area Network (WAN) by using Data Transfer
Channels Ch;, with corresponding ports P ;and
P, - Processes B;and C are responsible for the
data transfer between DCN ; and server S; by using
Data Transfer Protocol DTP;. There are two
databases (DB) on the server S, . First of them is a
real time database DB, and the other is an archive

database DB, . Recording the data in DB, and DB,
are performed by using the program processes D
and E. SCADA operating personnel work with the
server S, through the interface of Automated Work
Station places AWS, .

SCADA structure is represented in the form of
hierarchy levels that correspond to possible failure

localization levels: L= 1,2,...n(L) ,
where n(L) =|L|is a count of hierarchy levels.
Accepting the following:
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- Lis a set of system hierarchy levels that
corresponds to appreciate backbone nodes where it
can be realized access from the system to the
parameter X (t);

- L, is a set of system hierarchy levels that
corresponds to appreciate Data Transfer Channels.

Therefore, we have following set for SCADA
structure (see Fig. 1):L= 1,2,3,4,5,6, , where
I =1is a Technological Control Object (TCO);
I =2 is Smart Sensors (SS); | =3is Data Transfer
Channels (DTC) from SS to the next hierarchy
level; 1 =4is Data Collection Nodes (DCN); 1=5
is Data Transfer Channels from DCN to the next
hierarchy level; | =6is a SCADA server.

AL
SFT

localization

AWS,
(mnemonic
diagrams,
reports, charts)

level

Lcl, L= 246,
LcL,L=35.

According to the levels of System Failure Types
(SFT) leL,, the controlled parameter x. (t)can be

found in one of the following states:

— parameter value with timestamp t on the
hierarchy level | is registered and it is valid (V);

— parameter value with timestamp t on the
hierarchy level I is registered and it is invalid (1);

— parameter value with timestamp t on the
hierarchy level | is absent (A).

AWS,
(mnemonic
diagrams,

reports, charts)

Ch
1A,

Pprocesses
A By

X X
1 k--11 iy i+l iy

X . X
i+l ij ingtl nx)

Technological Control Object (TCO)

Figure 1 - Example of SCADA structure
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For SCADA levels | L,, let’s define possible
variants  of  receiving/transmitting  process
completion of the set X(t) through Data Transfer
Channels Ch, :

— receiving/transmitting of the parameter x; (t)
on the hierarchy level I is completed and it is valid
V);

— receiving/transmitting of the parameter x; (t)
on the hierarchy level | is completed, but it is
invalid (1);

— receiving/transmitting of the parameter x; (t)
on the hierarchy level | is absent or it is not
completed during configurable timeout of
receiving/transmitting process completion (A).

Let’s form the diagnostic matrix D(t), that
presents the validity of controlled parameters for
1<I<I(S,) SCADA hierarchy levels. We define

I(S,) as aserver level.

We will use Post’s three-valued logic P, [13]
when forming and analyzing the matrix. Let’s
define the elements d, . (t) of the matrix D(t) on
the three-valued set E, = 0,1,2 , that corresponds
to the states {A,1,V} for controlled parameter x, (t),
where lel, or we have AV forms of

receiving/transmitting process completion, where
lel,.

D(t) = [diL,iC (t)]
diic(t) € By
iL=1(S)+1-1, 1<I<I(S)) '
1<iC <n(X).
Let’s define the distribution of controlled

parameters in DCNs (see Fig. 1) on a non-
decreasing sequence of positive integers 1, :

I, =i,0y,...,05,..., 0y, where j is an element
position of the sequence member 1, . It corresponds

to the DCN sequence number; N is a count of DCN;
I, =n(X) is a count of controlled parameters;

(i, —i;,) is a count of controlled parameters
connected to the DCN;;.

The other non-decreasing sequence of positive
integers M,  defines the distribution of Data
Transfer Channels through DCNs from SS (see
Fig.1),M, =m;,m,,...m;,...m, where j is an
element position of the sequence member M, . It
corresponds to the DCN sequence number; N is a

count of DCN; m, is a count of Data Transfer
Channels from SS to DCN; (m; —m,_,) is a count

of Data Transfer Channels from SS, connected to
DCN;.
We define the distribution of controlled

parameters through the Data Transfer Channels
from SS to DCN on a non-decreasing sequence of
positive integers K, , K, =k, k;,....K,,....k;
where p is an element position of the sequence
member K, . It corresponds to the sequence
number of the Data Transfer Channels from SS to

DCN Ch, ; N is acount of DCNs; my is a count
of Data Transfer Channels from SS to DCNs;
(k, —k,,) is a count of controlled parameters.
They are configured to transfer data through the
DTC Ch, .

The configuration diagram of the TCO
controlled parameters X through the Data Transfer
Channels Ch and the Data Collection Nodes is
shown in Fig. 2.

DCN } } 1 —>j
y v

cn : ——+—— — —>

Figure 2. The configuration diagram of the TCO
controlled parameters through the Data
Transfer Channels and the Data Collection
Nodes of SCADA

According to this diagram (see Fig. 2), there is
the structure of the diagnostic matrix D(t), taking
into account the distribution of controlled
parameters through the DCNSs, as follows:

g, 1=K(8)=6
-y, =5
--di;'_,_. [{=4
dy |1=3

dy |I=2
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Similarly, there is the structure of the diagnostic
matrix D(t), taking into account the distribution of
controlled parameters through the Data Transfer
Channels, as follows:

R S -
I
Fa o B e

Vi,

Thus, the coordinates (iL,iC)of  element
(d;_ic)of diagnostic matrix D(t) are strictly tied to
SCADA structural elements.

We apply the elementary function ¢, of k-
valued logic to analyze the diagnostic matrix D(t).

It is a characteristic function of the first kind of
value e [13, 14]. We have:

1 x=e, eck

0, x#e, ecE, . @
E, ={0Lk-1}

¢ (x) =

Let’s define the diagnostic features for failure
detection:

— the sufficient diagnostic feature of failure
absence for a SCADA structural element with the
coordinates (iL,iC) and for timestamp t is

¢,(dic (1)) =1, where ¢, is the characteristic

function of the first kind (1);

— the necessary, but not sufficient feature of
failure detection for a SCADA structural element
with the coordinates (iL,iC) and for timestamp t is

=@, (di ic (1) 5

— the necessary, but not sufficient feature of
failure detection due to absence the TCO
controlled parameter on the system hierarchy level,
that corresponds to the backbone nodes or due to
absence the transmitting/receiving process on the
system hierarchy level, that corresponds to the Data
Transmission Channels for SCADA structural
element with the coordinates (iL,iC) and for

timestamp t is @,(d,_ic (t)) =1, where ¢, is the

characteristic function of the first kind (1);
— the necessary, but not sufficient feature of
failure detection due to invalidity the TCO

controlled parameter on the system hierarchy level,
that corresponds to the backbone nodes, or due to
invalidity the transmitting/receiving process on the
system hierarchy level, that corresponds to the Data
Transmission Channels for SCADA structural
element with the coordinates (iL,iC) and for
timestamp t is ¢, (d, - (t))=1, where ¢,is the
characteristic function of the first kind (1).

The count of the diagnostic features
0o (diic (1)) and @, (d; (1)) for the row iL of the
diagnostic matrix D(t) is determined by using
follows formulas:

Ny, (iLLiy.t) = i Po (diL,iC (),

ic=1

n, (iL,Liy,t)= Zq)l(dmic ().
iC=1
The total count of diagnostic features for failure
detection —¢,(d; ;o (t)) for the row il of the

diagnostic matrix D(t) is determined as follows:
nE(iL,l,iN ) =n, (iL,Li,t)+n, (iLLiy,t).

To analyze the diagnostic matrix D(t), we might
argue, that the all of the SCADA functional
elements, that are involved in propagation of TCO
controlled parameters from SS to the server are
worked without failures on the timestamp t. So, for
the first row (iL=1) of the matrix D(t), that
corresponds to the server hierarchy level I(S,), we

have:

ifi:%q)Z (dc (1) =1.

In general, there is the failure detection function
in the system, based on diagnostic matrix D(t)
analysis as follows:

0, 1L, B.0) =~ & 0,(d o (1)

where o and  take values on the scales of the
configuration diagram TCO controlled parameters
(see Fig. 2) depending on SCADA hierarchy levels
il.

It should be noted that, nether diagnostic feature
for failure detection —o,(d; - (t)) nor function for

failure detection in SCADA g,(iL,a,3,t) discerns

independent and secondary failure.

It is needed the additional diagnostic criteria to
discern the independent and secondary failures on
the hierarchy levels 1 >1 . . They will be examined
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below.

Thus, for the current stage of matrix analysis
D(t), it is possible to argue the following:

— the absence of failure detection on the certain
SCADA hierarchy level is sufficient condition for
the failure absence on this hierarchy level;

— the availability of failure detection on the
hierarchy level | . is sufficient condition for the
appearance of independent failures. Thus, all of the
diagnostic features for failure detection refer to the
independent failures, because of the information
flow direction during the automatic data collection
from upper to lower hierarchy levels;

— the count of independent failures through the
level of Smart Sensors (I, =2)is equal to the
count of diagnostic features for failure detection;

— it is needed the additional analysis of
diagnostic matrix D(t) to define the count of
failures on the some upper hierarchy level |, >2,
because of the different diagnostic features can be
referred to the same failure;

— the availability of the diagnostic feature for
failure detection on the hierarchy level I>1 . for

I e L is necessary but not sufficient condition to

detect the independent failure on the upper
hierarchy level. Thus, it is needed the additional
criteria to determine the diagnostic feature as a
secondary or independent failure;

— the absence of the detection of the

independent failures on the hierarchy level | >1 . is

the sufficient condition of absence oa independent
failures on the current hierarchy level;

— it is needed the additional analysis of the
diagnostic matrix D(t) to define the count of
independent failures on the certain hierarchy level
I >1,;,, because of the different diagnostic features

can be referred to the same failure.

Let’s define the upper SCADA hierarchy level
l;, for diagnostic matrix D(t) using the following
formula:

iI-min = (92(1,1, iN 1)?
((9.(2.Liy,1)?
((9.BLiy.1))?
((9,(4.Liy,1)?
((9,(5,1iy,1))?5:4):3):2):1):0.

If iL,,, =0, then there are no failures detected

in the system for the timestamp t , else we can
determine the upper level of failure detection using
the following formula:

Imin = I(Sl) +1- iI‘min :

If 1, <I(S;), then we should define remaining
SCADA hierarchy levels | <I<I(S). It is

possible to determine the failure detection for these
hierarchy levels (they are not depended of previous
hierarchy levels) by analyzing the current matrix
D(t).

Let’s consider the algorithm of localization of
independent failures. The upper level of failure
detection in SCADA refers to the backbone nodes
Imin € Ll

According to SCADA functioning logic, the
increasing count of diagnostic features for failure
detection, compared to a lower level of system
l., <I, €L, is the necessary but not sufficient
criteria 1 of existence of independent failures. As
we know, low hierarchy levels | . <I, L also
refer to the backbone nodes.

I =1 +2xh<I(S,), h=12,...
iL, =1(S,) +1-1, @)
n_(iL, Liy.) =n, (L, Liy,0) +n, (L, Liy,b).

If the count of diagnostic features of the lower
hierarchy level | ,, €L, (2) is increased, compared
to a lower level of system I, €L, then we made a
conclusion about the performance of needed
condition of the existence of independent failures
on the SCADA hierarchy level |, ;.

ML) = MLy L D)~ Ny (il Ly 1) > 0) v
V(L iy )~ 1y (L, L 1) > 0).

If n(iL,,,) =1, then we compute the count of
diagnostic features to detect the independent
failures on the SCADA hierarchy level |, ,eL, .

To do this, let’s show the function of
independent failure diagnostic feature detection
f,(x,y) in a tabular format (see Tab. 1). This failure
can be detected using controllable parameter state
during its transmission on the next SCADA
hierarchy level. Where: x is a controllable
parameter state on the previous hierarchy level
I, eLl,; vy is a controllable parameter state on the
next hierarchy level | ,el; f(xy)=1 is
necessary, but not sufficient condition of diagnostic
feature existence to detect the independent failure;
f,(x,y)=0 is necessary, but not sufficient

condition of diagnostic feature absence to detect the
independent failure.
There is the following polynomial for this

function f(x,y):
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f.(X,y) =(2xy —2x* —=2x*y +2xy®) (mod3). (3)

Table 1 - The function of independent failure
diagnostic feature detection in tabular format

X OJo[Oo[1[1][1][2][2]2
y 0Ol1|2]0]1]2]0|1]2
f(xy) |0]0|0|L1|0[0[T[1]0

Let’s determine the count of diagnostic features
for detection of independent failures on the

hierarchy level |, L, |, <l <I(S;) based on
polynomial function f (x,y) (3).

Ny (L1, iN 1) = Ii fl(dil_+2,ic ®), diL,iC ).

iC=1

If n,(L,1iy,t)=0, then this criterion is a
sufficient condition, that no independent failures
have been detected on the hierarchy level iL.

If n(iL,Li,,t)>0, then this criterion is a
necessary, but not sufficient condition of detection
of independent failures. We need to determine the
dependence of these diagnostic features from
previous hierarchy level to make a final diagnosis.
Furthermore, these diagnostic features should
correspond to the Data Transmission Channels
taking into account a state of receiving/transmitting
process completion.

We present the function f,(x,y,z) in a tabular
format (see Tab. 2) to determine the failure
diagnostic feature during transmission of TCO
controlled parameter through the system hierarchy
levels taking into account a state of
receiving/transmitting process completion between
neighboring levels. Where: x is a controlled
parameter state on the transmitting hierarchy level
l,el,; Yy is a state of the receiving/transmitting
process completion on the hierarchy level leL,; z
is a controlled parameter state on the receiving
hierarchy level I ,, eL,; f,(X,y,z)=1 is necessary,

but not sufficient condition of diagnostic feature
existence to detect the independent failure;

f,(x,y,z) =0 is a sufficient condition of diagnostic

feature absence to detect the independent failure.
There is the following polynomial for this

function f,(x,y,z):

f, (X Y,2) = (2xyz — 2x°yz — 2xy*z — xyz*> + X’y* +

4
—2x°y®z%) (mod3). ®

+2x°y%z + X2yz% + xy°z?

We determine the count of diagnostic features

for detection of independent failures on the
hierarchy level |, eLl;, I, <l <I(S,) taking
into account a state of receiving/transmitting
process completion based on polynomial function

f,(x,y,2) (4).

nf2 (”—:1: iN ’t) = Z fz (dil_+2,ic (t), di|_+1,ic (t), diL,iC (t))
iC=1

If n,,(iL,Li,,t)=0, then this criterion is a
sufficient condition, that no independent failures
have been detected on the hierarchy level iL.

If n, (iL,Liy,t)>0, then this criterion is a
sufficient condition of detection of independent
failures.

Table 2 - The function of independent failure
diagnostic feature detection levels taking into
account a state of receiving/transmitting process
completion in tabular format

ST e [ PP
y,2) y,2)
1 0(0|O0 0 15 1112 0
2 0(0(1 0 16 1120 1
3 0(0]|2 0 17 1121 0
4 0(1|0 0 18 1122 0
5 0111 0 19 21010 0
6 0112 0 20 2101 0
7 0(2]0 0 21 21012 0
8 021 0 22 2111]0 1
9 022 0 23 21111 0
10111010 0 24 21112 0
1111101 0 25 21210 1
12 1110 |2 0 26 21211 1
13 |11(111|0 1 27 21212 0
14 11111 0
Let’s form the matrix row of markers of

independent failures () for the hierarchy level iL:

A(t) = [}\‘iL,iC (t)]
Miic (0) = Fo(diLszic (0, Ay ,0 (1), Ay e (1))

The count of detection of independent failures
is computed by using the following formulas:

0 L L 1) = 3 O e (1) & o (0 ().

ic=1

0 L L) = O o (0 &y (1)

ic=1

0, (LLig, ) =n, (LLig 0= 0 (0).

iC=1
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CONCLUSIONS

The method of automatic diagnosis of SCADA
failures by changing the information and diagnostic
features of TCO controlled parameters during
propagation of information flows between SCADA
hierarchy levels has been considered in this paper.

This method has been developed by using
Post’s three-valued logic P,. It allows to perform

an automatic detection and localization of
independent failures by using information and
diagnostic features based on SCADA functionality
logic taking into account cause-effect relations
between events. The method allows to perform
detection and localization of independent and
secondary failures in SCADA using appropriate
necessary and sufficient criteria. These criteria can
be defined taking into account the characteristic
features for each system hierarchy level.

So, in this method:

— the configuration binding of SCADA
structural elements has been designed to localize
the failure in the system;

— the diagnostic features for failure detection
have been formed and failure detection function has
been deduced for the SCADA structural element;

— the criteria of independent failure detection
have been determined. Furthermore, the analytical
dependencies have been derived to detect the
independent failure for the SCADA structural
element.

Further development of this method is forming
of criteria of diagnostic feature correspondence to
independence  failures taking into account
characteristic features for each SCADA hierarchy
level.

In future, the usage of this method for automatic
failure detection during SCADA work allows you
to realize auto-recovery for system operability in
real time after reversible failures.
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