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Auralisations with HRTFs are an innovative tool for the reproduction of acoustic space. Their broad applicability 
depends on the use of non‐individualised models, but little is known on how humans adapt to these sounds. Previous 
findings have shown that simple exposure to non-individualised virtual sounds did not provide a quick adaptation, but 
that training and feedback would boost this process. Here, we were interested in analyzing the long-term effect of such 
training-based adaptation. We trained listeners in azimuth and elevation discrimination in two separate experiments and 
retested them immediately, one hour, one day, one week and one month after. Results revealed that, with active learning 
and feedback, all participants lowered their localization errors. This benefit was still found one month after training. 
Interestingly, participants who had trained previously with elevations were better in azimuth localization and vice-versa. 
Our findings suggest that humans adapt easily to new anatomically shaped spectral cues and they are able to transfer 
that adaptation to non‐trained sounds. 

 

INTRODUCTION 

Over the last decades we have witnessed a rapid growth 
in audio technology for the reproduction of acoustic 
space. The use of binaural systems that recreate the 
effect of the listeners’ anatomical sound shading is 
among the most sophisticated and effective solutions. 
These binaural sounds are produced with specific filters, 
known as Head-Related Transfer Functions (HRTF), 
which describe the effect of head, torso and outer ear on 
the audio signals.  

In the implementation of these auralisation techniques, 
the use of individualised HRTF might be preferable [1], 
as these filters vary considerably among different 
people. There are, however, limitations to the broad 
implementation of individualised binaural systems, 
mainly because HRTF measurements are time 
consuming and costful. With this in mind, several 
generic HRTF datasets were created and active efforts 
to find the best HRTF sets were developed (e.g. 

[2][3][4]). But the use of these non-individualised 
auralisations brought some unanswered concerns. It is 
assumed that listeners adapt spontaneously to new 
HRTFs and some data supports this assumption [5]. 
Wenzel and colleagues [1] compared the localization 
accuracy when listening to external free-field acoustic 
sources and to virtual sounds filtered by non-
individualised HRTFs. They found an overall similarity 
between the results obtained in the two test situations. A 
similar result was found in the auralisation of speech 
signals [6], as most listeners obtained useful azimuth 
information from speech filtered with non-
individualised HRTFs.  

But other findings highlight that, despite some 
effectiveness, non-individualised sounds do not provide 
the same auditory experience as individualised 
auralisations. There is a significant increase in the 
feeling of presence when virtual sounds are processed 
with individualised binaural filters instead of generic 
HRTFs [7]. There are also differences in the intensity of 
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the auditory virtual experience [8]. Comparing sound 
localization with arrays of speakers (twenty four or 
eight speaker sets) and non-individualised auralised 
sounds, there are significantly worse performances with 
the latter [9]. These contradictory results, where some 
findings reveal good spaciousness of the non-
individualised auralisations, whereas others reveal clear 
differences, might be explained in light of the quality of 
the HRTF datasets. However, an alternative explanation 
could be found in the different adaptation processes that 
each listener undergoes to the new spectral cues of the 
auditory space.  

From a neurological perspective, some recent data have 
demonstrated that humans can learn to localize with 
altered spectral stimulation [10]. It was found that our 
ability to localize sounds is experience-based, as the 
brain associates specific auditory cues with locations in 
the world. Some recent experiments [11][12] have 
shown that by physically altering a listener’s pinnae the 
elevation localization ability is impaired, but in less than 
a month this ability is restored. This finding is regarded 
as evidence of the brain plasticity and ability to change 
with altered stimulation [13].  

In the study here reported we were interested in the 
adaptation process to non-individualised HRTF-based 
auralisations and in the long-term effects of this 
adaptation. 

Some authors have already proposed that the perception 
of spatial sounds with non-individualised HRTFs might 
be affected by perceptual learning processes, which 
would explain the great variability among different 
subjects [8] and the decrease of errors as subjects adapt 
[14]. In a previous paper [15] we have demonstrated 
that listeners do learn to localize non-individualised 
auralisations. There is no accuracy improvement 
without feedback in short periods of time, but with 
controlled training subjects significantly improve their 
performances. Also, common front-back errors 
frequently found in azimuth localization are reduced 
after a short training [16]. Crucially, this improvement 
is not limited to the trained sounds but to other 
untrained stimuli, suggesting that listeners might learn 
the new HRTF as a whole, not just specific new spectra 
or interaural differences for each sound location.  

Here, we intended to explore the long-term effects of 
this learning process. We were interested in specifically 
assessing if the localization improvement was limited to 
the period immediately after training or if this effect 
lasted over time. For that purpose, we designed a 
longitudinal study where subjects learned elevation and 
azimuth localization and were afterwards consecutively 
tested up to one month after training. 

 

 

2 METHOD 

The study reported here comprised two experiments, 
one with stimuli varying in azimuth and the other in 
elevation. Each of those experiments was then 
composed of six smaller experiments at different points 
in time. As all the experimental methodology was 
similar, all experiments are described together in this 
section.  

 

2.1. Participants 

Four naïve and inexperienced subjects participated in 
the experiment. They all had normal hearing, verified by 
standard audiometric screening at 500, 750, 1000, 1500 
and 2000 Hz. All auditory thresholds were below 15 dB 
HL and none had interaural sensitivity differences 
above 5 dB. 

 

2.2. Stimuli 

The stimuli consisted of auralised white noise sounds. 
In the azimuth experiments there were ten stimuli 
ranging from front to right at 10º intervals: 0º (front), 
10º, 20º, 30º, 40º, 50º, 60º, 70º, 80º, and 90º (right). All 
these stimuli had fixed elevation (0º) and distance (1m). 
In the elevation experiments, the same spatial intervals 
were used, but with fixed azimuth (0º) and variable 
elevation, ranging from front to top of the head: 0º 
(front), 10º, 20º, 30º, 40º, 50º, 60º, 70º, 80º, and 90º 
(top).     

In the auralisation, the original white noise sounds were 
convolved with the HRTF pair corresponding to the 
desired source position. The HRFT database used was 
the CIPIC [3]. 

Sounds were reproduced with a Realtec Intel 8280 IBA 
sound card, and presented through a set of Etymotics 
ER-4B MicroPro flat-response in-ear earphones. 

 

2.3. Procedure 

Both the azimuth and the elevation experiments started 
with a pre-test. In the pre-test, all sounds were presented 
pseudo-randomly with ten repetitions each. Participants 
had to indicate, on a continuum displayed in a touch 
screen (Figure 1), the point in space where they 
estimated the sound source to be. In the azimuth 
experiment, responding in the top area or the semicircle 
would mean “front” and in the right area “right”. In the 
elevation experiment the top area corresponded to “top” 
and the right area to “front”. 

Each trial had the duration of 3 sec, with 2 sec interval 
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between stimuli. 

 
Figure 1. Pre-test and Post-test touch screen interface 

After the pre-test, participants engaged in a training 
period. In the azimuth experiment the trained sounds 
were 0º, 30º, 60º and 90º (see white areas in figure 3). In 
the elevation experiment there were the same training 
areas (0º, 30º, 60º and 90º) but ranging in elevation. 

The training followed the same steps as applied in our 
previous work [15]: 

1. Active Learning: Participants were presented with 
sound player interface where they could hear the 
training sounds at their will by pressing in the 
corresponding area (figure 2). They were informed that 
they had five minutes to learn the position of each sound 
and that afterwards they would be tested. 

 
Figure 2. Active training interface. 

2. Passive Feedback: After the active learning, 
participants heard the training sounds and had to point 
their location on a touch screen. After each trial, they 
were shown the correct answer. The passive feedback 
period continued until participants could answer 
correctly in 80 percent of the trials in the azimuth 
experiment, or 70 percent of the trials in the elevation 
experiment.  

Here, each sound had the duration of 3 sec and the 
interstimulus interval was 4 sec. 

When training period ended, participants performed the 
post-tests experiments, equal to the pre-test. There was a 
post-test immediately after training, and then another 
one hour, one day, one week and one month later. 

Half participants trained elevation first and half 
participants trained azimuth first. All experiments took 
place in a quiet room in total darkness.  

  

3 RESULTS 

3.1. Azimuths 

The individual results of the azimuth experiments are 
presented in figure 3. Results were analysed in terms of 
the localisation errors, the distance between the 
listeners’ responses and stimuli positions, expressed in 
degree units. 

The baseline error, in the pre-test session, was in 
average 17.75º. After training, participants dropped, in 
average, 4.4º in response error. All participants gained 
accuracy after training. Listener 1 and listener 2 had 
participated in the elevation training prior to the azimuth 
experiment, whereas listener 3 and 4 were totally 
inexperienced. Interestingly, there was a clear difference 
in performance between both pairs of subjects. Listeners 
1 and 2 started with the lowest baseline errors 
(L1=14.8º, L2=17.5º) and listeners 3 and 4 with the 
highest (L3=18.9º, L4=19.8º). Also, the experienced 
subjects dropped more in localization error after training 
(L1=4.6º, L2=6.6º) than inexperienced subjects 
(L3=4.3º, L4=2.1º). These results might be evidence of 
a global learning of the new ear model that transfers 
across tasks without direct training.  

 
Figure 3. After training azimuth discrimination error. 
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Averaging the results from all participants, it is 
observed that the training benefit was still found in all 
post-tests. One month after the initial training (720th  
hour), the mean decrease in localisation error was 3.48º. 
Only one subject, listener 1, did not reveal this benefit at 
the last post-test. It is noteworthy that this listener had 
achieved a remarkable accuracy and that, at this last 
test, his performance was still near the performances of 
L2 and L3 (15.3º). 

Overall, there was a clear training benefit with 
persistent effects over time.   

3.2. Elevations 

Elevation baseline localisation accuracy was, as 
expected, worse than that of azimuths. The average 
baseline was 29.47º of error, very close to the level of 
response at random (33º). 

After training, participants reduced, in average, 7.13º in 
response error, more than in the azimuths experiment 
(4.4º). All participants showed a training benefit (figure 
4). Here, listeners 3 and 4 had previous training by 
having participated in the azimuths experiment. They 
were also the participants with the lower baseline errors 
(L3=25.2, L4=27.1º). Listeners 1 and 2, being totally 
inexperienced, had baseline performances at chance 
(L1=34.8, L2=30.8). 

All participants dropped similar levels of error (L1=8.9º, 
L2=7.6º, L4=7.7º), with the exception of listener 4 
(L4=4.3º), who had already started with lower 
localisation levels. 

 
Figure 4: After training elevation discrimination error. 

 

All participants revealed an enduring training effect. 
The average error reduction one hour after training was 
7.75º; one day later (24 hour) it was 7.6; one week later 

(168 hour) it was 8.55º; and one month later (720 hour) 
there was still a 9.88 error reduction. 

In sum, there was a clear training benefit with persistent 
effects over time for all subjects. Again, the previous 
unrelated training revealed to be beneficial to the 
localisation accuracy levels. 

 

 

4 CONCLUSION 

In the experiments here presented we intended to 
analyse the effects of training non-individualised 
HRTF-based sounds over time. In two separate groups 
of experiments, we trained listeners in azimuth and in 
elevation localisation. Subjects were afterwards retested 
immediately, one hour later, one day, one week and one 
month later.  

Subjects varied greatly in their accuracy levels, but 
overall results revealed that both in azimuth and in 
elevation discrimination there was a lasting 
improvement effect over the localisation with the new 
HRTF cues. Furthermore, in both experiments, 
inexperienced subjects performed worse than those who 
had participated in a previous unrelated training (having 
trained elevations before azimuth testing or vice-versa). 
This result is compatible with our previous findings [15] 
where the benefit of training was not limited to the 
trained stimuli but also to sounds at other points in 
space. It might be argued that the cues are learned in 
direct association with the stimulus, but they are 
encoded as a wider frame, which is then applied to other 
new stimuli. The fact that this new HRTF is 
remembered for longer periods of time is consistent 
with the data from Van Wanrooij and Van Opstal [11]. 
It is therefore arguable that listeners can learn and use 
simultaneous HRTF algorithms, much like learning 
simultaneous languages. 

This effect brings good news to the audio industry, as 
the initially poor and unstable results obtained by new 
HRTF listeners seem to be easily overcome and with 
lasting results, given the appropriate training. 
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