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BEHAVIORAL MODELLING OF
SAR ADC

SUMMARY

During the last two decades, the usage of integrated circuits have been increased
in modern electronic systems due to development of the process technology
while offering low cost and high performance. Also it leads to powerful digital
signal processing techniques that require an analog-to-digital converter (ADC) to
communicate with analog world.

Nowadays, ADCs (Analog to Digital Converters) become very popular with the
increase of mixed signal applications in electronic. Moreover, energy consumption
have been the most significant topic in the last decade. Amongst various ADC
architectures, SAR (Successive Approximation Register) ADC becomes most common
ADC architecture as it is suitable for low power, medium to high resolution and
medium speed applications.

Previously, Capacitive DAC array was the most critical block of SAR ADC, due to the
matching of the elements in the DAC that determines the total noise contribution and
linearity of SAR ADC. Developing technology gives an opportunity to implement the
DAC with smaller area and better matching and as a result it is possible to reach higher
resolution with SAR ADC. However other non-idealities of the blocks in SAR ADC
must be taking into account to attain higher resolution together with high speed.

The increase of transistor number in the circuit due to the development of process
technology cause long transistor-level simulation time that can be take days to
complete. However, Matlab or Simulink models offer fast and accurate results that
can be used to determine design specifications or to investigate exist architecture.

In this thesis, complete behavioral model of a two-step SAR ADC architecture is
studied in Matlab Simulink environment to analyze non-idealities of capacitive DAC,
comparator, opamp, clock signal and reference voltages by using charge equations that
are derived to find transfer functions of the SAR-ADC. Since all block parameters
are set as a variable, it is possible to use model for any Nbit SAR ADC architecture
with small changes. Moreover the model shows promising results with respect
to measurement results of the SAR-ADC that is also studied in the thesis. As a
consequence, accomplished model is a powerful tool that helps to understand basic and
complex behaviour of the SAR ADC and provides information about limiting factors
for ADC in a short time period compared to transistor-level simulations.
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SAR ADC’NIN
DAVRANISSAL MODELLENMESI

OZET

Son yirmi yilda, elektronik sistemlerde kullanilan tiimdevre sayisi giderek artmistir.
Bunun sebebi, CMOS teknolojisinindeki gelismeler sonucunda daha yiiksek
performasa sahip tiimdevrelerin daha ucuz fiyata daha kiiciik alanda iiretilmesine
olanak saglamasidir. Ayrica, bu gelismeler karmagik sayisal isaret isleme tekniklerinin
de ortaya ¢ikmasina yardim etmistir. Boylece analog ve sayisal sistemler i¢ ice girmeye
baglamiglardir.

Tiim isaretlerin analog isaretler oldugu diinyamizla sayisal isaretlerin islendigi
diinya arasindaki baglanti1 analog-dijital ¢eviriciler ile saglanmaktadir. Analog-dijital
ceviriciler (ADC), dijital isaret igleme tekniklerinin gelismesi ile birlikte oldukca
yaygin hale gelmistir. Analog bir isaret analog-dijital ¢evirici sayesinde dijital koda
doniistiirilmekte ve islenmek iizere dijital sinyal isleme bloguna gonderilmektedir.
Analog-dijital ¢evirici doniistiirme islemi sirasinda sirasiyla ortiigme Onleyici siizgec,
ornekleme, kuantalama ve kodlama fonksiyonlarin1 gerceklestirmektedir. Oncelikle
girig isareti disindaki tiim isaretleri siizmek icin Ortiisme Onleyici siizge¢ kullanilir.
Daha sonra bu isaret belli bir periyotta islenmke iizere drneklenir. Orneklenen bu
isaretin hangi quantalama aralifina diistiigiinii quantalama blogu belirler. Son olarak
da bu isaret sayisal bir kod olarak karsimiza c¢ikar

Baslica ADC yapilan incelendiginde: SAR ADC, Delta Sigma ADC, Flash ADC
karstmiza cikmaktadir.  Her bir ADC yapist belli bir miihendislik problemini
cozebilmek adma olusturulmuslardir. Diger ADC tiirleri ile kiyaslandiginda, SAR
ADC orta ve yiiksek ¢oziiniirliik ile beraber diisiik gii¢ tiiketimi saglamayabilmesi,
tercih sebebi olmasi saglamistir. Ayrica SAR algoritmasinin basitligi sebebiyle yap1
kolaylikla anlagilabilmektedir.

cee

gerceklestirecek sayilsal devre ve en onemlisi dahili bir dijital-analog ¢evirici (DAC)
bulunmaktadir. ilk olarak, analog giris isareti 6rneklme blogunda 6rneklenmektedir.
Daha sonra Orneklemis girig isareti karsilastirict blogunda dahili DAC cikis1 ile
karsilagtirilir.  Bu ilk karsilairmada DAC orta seviyedeki kod degerindedir. Buna
gore en onemli bit degeri hesaplanir ve DAC yeni degerine yerlestirilir. DAC’1n sahip
oldugu eleman sayis1 kadar bu islem devam eder. Tiim elemanlar icin karsilastirma
yapildiginda cikis isareti hazirlanms olmaktadir. Iki asamali SAR ADC yapisi da
ayni1 bloklardan olugmaktadir. Bu bloklara ek olarak bir de kuvvetlendirici blogu
bulunmaktadir. Ik SAR doniisiimii tamamlandig1 zaman, giris isareti ve nihai DAC
degeri arasindaki fark bize quantalama hatasin1 vermektedir. Bu hata kuvvetlendirici
blogu sayesinde kuvvetlendirilerek tekrardan bir SAR doniisiimii yapmak iizere
ornekleme bloguna gonderilir. Tkinci SAR doniisiimii de tamamlanmasiyla beraber, ilk
ve ikinci SAR doniisiimlerinde elde edilen sayisal degerler birlestirmek iizere sayisal
hata bloguna yollanir. Bu blok bize nihai sayisal ¢ikis isaretini verecektir.
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Dahili DAC igerisinde kullanilan kapasite elemanlarimin uyumu, SAR ADC perfor-
mansini belirleyen en onemli etkendir. Tiim islemler iki kapasite arasindaki orana
gore gerceklestirildikleri i¢in eleman degerlerindeki sacilma dogrudan performasi
diisiirmektedir. CMOS teknlojisindeki gelismeler sonucu daha kii¢iik alanda uyumu
daha yiiksek kapasiteler geceklenebilmektedir. Boylece SAR ADC ile daha yiiksek
coOziiniirlikk degerlerine gidilebilmektedir.

Proses teknolojisinin gelismesi ile beraber kapasitif DAC daha kiiciik alanda daha
uyumlu elemanlarla gerceklenebilmektedir. Boylece SAR ADC ile daha yiiksek
coziiniirliik degerlerine gidilebilinmektedir. Fakat daha yiiksek ¢oziiniirliikkle beraber
daha yiiksek hizlara gidilmek istenildiginde SAR ADC yapisindaki diger bloklarin
da performansa etkileri ortaya ¢ikmaktadir. Bu etkilerin nelerden kaynaklandigi ve
performansi ne kadar etkiledikleri 6nemli bir soru haline gelmektedir.

Gelisen teknolojiyle beraber, tiimdevre yapilarini incelemek icin kullanilan programlar
da oldukca ilerlemigstir. Fakat giiniimiiziin karmagik elektronik devleri incelerken
tasarimin her asamasinda bu programlar1 kullanmak oldukca fazla zaman kaybina
yol acmaktadir. Tiimdevre yapilarindaki transistor sayisinin artmasi, tiimdevreyi
analiz etmek i¢in kullanilan bu programlarin daha yavas ¢alismasina sebep olmaktadir.
Giintimiizde kullanilan en basit bir tiimdevremin bile ¢cok sayida transistor icerdigi
diistiniilirse, karmagik bir tiimdevre yapisinin transistor seviyesindeki analizinin
daha yavag olacagi aciktir. Bir devrenin simulasyon siiresi giinler mertebesinde
stirebilmektedir.

Analog-dijital ¢eviriciler karmagik tiimdevre yapilarindan biridir ve bu yiizden
tasarima transistor seviyesi yerine blok seviyesinde baslamak akillica bir baglangic
olmaktadir. Boylece istenilen performasi saglayabilmek icin tiimdevreyi olusturan
bloklarin ihtiya¢ duydugu tasarim parametreleri belirlenmis olur. Tasarim sirasinda
tasarlanan bloklara ait parametreler, model icerisine yerlestirilerek istenilen hedefe
ne kadar yaklagildig1 da arastiralabilir. Son olarak tasarimi bitmis bir tiimdevrenin
parametreleri yine model igerine eklenerek performansi en ¢ok etkileyen bloklarin
hangileri oldugu hakkinda fikir sahibi olunabilir. Matlab ve Simulink ortaminda
kurulan modeller hizli ve dogru sonuclar vererek, tasarim Oncesinde ve sonrasinda
tasarim parametrelerinin belirlenmesinde ve varolan yap: hakkinda bilgi edinmede
kullanilabilirler.

Bu calismada, iki adimli SAR ADC mimarisinin davranigsal modellenmesi, devredeki
idealsizlikler dahil edilerek incelenmistir. Tim bloklar Simulink ortaminda
tasarlanmistir ve bloklara ait tiim parametreler degisken olarak kabul edilmistir.
Boylece olusturulan model herhangi bir hizdaki ve herhangi bir ¢oziiniirliikteki SAR
ADC yapisini gerceklestirmek i¢in kullanilabilmektedir.

SAR ADC yapisindaki en 6nemli blok olan kapasitif DAC analizi i¢in yogun bir
caba harcanmistir. Ek olarak daha diisiik alanda ayni fonksiyonu gerceklemek
icin kullanilan zayiflatici kapasitenin etkisi de incelenmistir.  Her bir kapasite
elamanin sacilmasi ve parazitik kapasitelerin etkisi de bu analize dahil edilmistir.
Bir sonraki 6nemli blok olan karsilagtirict i¢inse yilikselme ve diisme zamani, giriste
aliglanabilecek en kiiciik gerilim ve dengesizlik gerilimi modellenmistir. Iki asamali
SAR yapis1 kuvvetlendiriciye ihtiya¢ duydugu i¢in bu blok da modellenmistir.
Ayrica tiim islemler saat isaretine gore gerceklestirildikleri icin saat isaretinin sahip
olabilecegi idealsizlikler de modellenmistir. Son olarak her bir referans geriliminin
etkisini modellemek icin degiskenler kullanilmuistir.
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Olusturalan model sonuglar1 ile Olclim sonuglarinin tutarli oldugu gozlenmistir.
Laboratuvar ortaminda tamamlanmasi saatler siiren olctimler kurulan model ile hizl
bir sekilde elde edilebilmektedir. Sonug olarak, gerceklestirilen davranigsal model
ile SAR ADC performansi kisa zaman diliminde dogru bir sekilde inceleme firsati
sunmaktadir.
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1. INTRODUCTION

1.1 Introduction

The evolution of integrated circuits(ICs) dominates modern electronic systems during
the last two decades while offering low cost, high performance (Razavi, 2001).
Furthermore, it leads to a rapid improvement on implementation of digital signal
processing techniques. Since every signal in real world are analog continuous
signals, analog to digital converters (ADCs) and digital to analog converters (DACs)
are indispensable blocks of electronic systems to establish connection between the
physical world and the electronic system. Today, complex digital signal processing
methods are applicable in a consequence of developments in ADCs due to scaling of
process technology that leads to more demanding specifications for ADCs in the sense
of sampling rate and conversion accuracy (P. Carbone, 2014).

While supply voltage and input signal level reduce dramatically due to scaling of
process technology, it is harder to process high voltage signals where high voltage
data acquisition is necessary. High voltage data acquisition is generally utilized within
ADCs in power management System-on-Chips (SoCs) where input signal voltage
exceeds power supply voltage (Aksin & Ozkaya, 2009). The traditional methods for
high voltage data acquisition are attenuating input signal by using resistive divider
or increasing system supply voltage as stated in (Sadkowski, 2013). However, the
first method, using resistive divider, loads the input, results signal degradation and
consumes higher silicon area, the second method increase power consumption of
system. An ADC that directly samples high voltage input signal without including
any additional circuit while using low supply voltage solve both problems.

Generally, starting design of ADC from transistor-level is an unsuccessful attempt
without knowing theoretical limits of the selected architecture. Also, transistor-level
simulation of the whole system dramatically takes a long time due to increasing
number of transistors in ICs year by year. As a result, simulation time has been

becoming dominant time factor for integrated circuit design period. ~However
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behavioral modeling gives a chance to analyze low-level effect that may arise in
real circuits during the design period (Osipov & Bocharov, 2012). In addition,
behavior modeling provides an approximation about performance of the system that
will be designed while it offers much shorter calculation time against transistor-level
simulation. Therefore, in the beginning of data converter design, behavior modeling
becomes the most important part as it provides the information that how non-idealities
affects the whole system performance.

Each ADC architecture require own behavioral model since they use different
conversion algorithm to convert analog signal. Delta-Sigma ADCs are the most
suitable architecture for creating a behavioral model that can give very accurate results
according to actual design because it can easily analysed mathematically. So, there
are many studies about Delta-Sigma ADC modelling in the literature (Jarman, 1995).
On the other hand, behavioral modeling solutions are insufficient for SAR ADC
architectures that are widely use in SoC (Lin, Yang, Zhong, Sun, & Xia, 2005). In
addition, there is less studies on a 2step SAR architecture that offers to examine design
trade-off between different factors. As a result, designers cannot analyze the effects of
non-idealities in SAR ADC deeply without using a behavioral model by the reason of
long transistor-level simulation times and lack of complete model of the SAR ADC.
There are several studies which proposes behavior models for SAR ADC
characterization. Since capacitive DAC array is the most limiting part that determines
noise and linearity performance of SAR ADC directly, the studies lay on analysis
of it. The effect of parasitic in a split capacitor DAC array is examined in (Osipov
& Bocharov, 2012) but it does not take account effects of comparator, reference
voltage etc. . Also, in (Fredenburg & Flynn, 2012) and (Lin et al., 2005) analysis
of element mismatch is investigated deeply but other effects are eliminated during the
anlysis. Another paper is proposed to model a charge redistribution SAR ADC in 2010
(Haenzsche, Henker, & Schuffny, 2010). However it does not investigate amplifier
and comparator non-idealities also. As seen from proposed papers up-to today, they all
only focused on the capacitor array modeling but ignore comparator and amplifier and
clock signal non-idealites that are becoming an important parameter while resolution
and speed of ADC are increased. Therefore it is important to generate a 2-step SAR
architecture model including the effects of all non-idealties in the system.

In this work, a 14bit 2-step SAR ADC architecture is measured, analyzed and then a
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complete SAR model is built in Matlab Simulink by using derived transfer functions
of the ADC. A model of split capacitor array is included the model to investigate
effects of parasitic and capacitance mismatch on non-linearity. Also, a comparator
model is introduced to determine performance requirement of it for N-bit resolution.
Another important point of 2-step SAR architecture is inter-stage gain that is used to
obtain 14-bit resolution from two 8-bit conversion. Because the variation of inter-stage
gain causes SNR degradation even both 8-bit conversions are completed without
any mistakes. Since every step of ADC is determined with respect to clock signal,
non-idealities of clock signal are also included the model. Finally, measurement results
of the SAR-ADC are examined in the established model to identify design problems
which cause performance degradation. In order to offer a solution for any N-bit SAR
ADC architecture, every parameters in the model are kept as variable that can alter by
designer. While using the SAR model, circuit design considerations about comparator,
opamp and DAC can also be determined. The model total simulation time is just
5 minutes with a standard computer. Therefore it is useful to start the design with
the model instead of transistor level design. In addition, transient simulation time of
transistor level system requires enormous data to make proper calculation and bigger
data result as larger simulation time. As a consequence, the model grants shorter
simulation time with accuracy close to transistor-level simulation by including many

non-idealties.

1.2 Organization of Thesis
This thesis is organized in 6 chapters.
In this chapter, a brief summary of the thesis is introduced.

In chapter 2, general information about ADC is given. Then, performance metrics of

ADC including static and dynamic parameters are explained in detailed.

In chapter 3, selected conversion method and 2-step SAR ADC architecture is
examined deeply. Also measurement results of the presented ADC and selection of

the measurement instruments while characterizing the SAR-ADC are expressed.

In chapter 4, transfer functions of the measured SAR-ADC architecture is calculated

for every phase of the ADC by using charge equations. At the end of the



chapter, important parameters as inter-stage gain , full-scale are investigated to satisfy

demanded conversion resolution and full-scale.

In chapter 5, behavioral model of the SAR-ADC is presented. First a simple voltage
model is described to explain two-step SAR architecture. Following, established
charge model and each block in the model are introduced. In addition effects of

non-idealities for each block is included to the model.

Finally, chapter 6 concludes the thesis and discuss the future works.



2. BASIC PRINCIPLES OF ADCs

2.1 Introduction To Analog Digital Converters

An Analog to Digital Converter (ADC) is an electronic device that transform
continuous analog signals to digital equivalent for signal processing. It is the interface
between the analog and digital world. A basic ADC operation can be consist of four
functions: anti-aliasing filtering, sampling, quantization and data coding. The block
diagram of an ADC that satisfy mentioned functions is shown in Figure 2.1 (Maloberti,

2007).

Digital
Output

Analog  [Anti-Aliasing
Input Filter

— Sampling — Quantizer Codifier

Figure 2.1 : Block diagram of an ideal ADC.

The sampling function is used to transform continuous analog signal to its sampled data
equivalent which is comprised of the same discrete time intervals. During sampling
time period, Ts, input signal is captured with exact amplitude value in exact time.
Figure 2.2 shows an analog signal that is sampled at frequency fs (Zhang, 2009).
Obviously, more sampled data results more precise representation of analog signal. In
contrast, less sampled data results less accurate representation of analog signal. This

deduction leads us to common fact which is known as Niyquist’s criteria (fg > 2fp).

AN

/

discrete
sample

|
I | I
| | Ts= |
: ﬁ, 1/fs :6—

Figure 2.2 : Continuous time signal and its sampled data



In a sampled data system, sampling rate, fs, must be bigger than twice of an analog
signal bandwidth fp. If sampling rate is smaller than two times fp (fs < 2fp) then
aliasing will occur and it causes loss of information. Therefore, an anti-aliasing filter
is placed in front of the sampler in order to avoid aliasing. It restricts the band of
the signal, so out of band interferes are removed. The anti-aliasing filter selection is
related to both the sampling rate f5 and the demanded dynamic range. The filter order
is calculated from rule of thumb formula as Asp|sp/20log10((fs — 2fB)/ fB] where Agp
is stop band attenuation(Maloberti, 2007). When transition band is narrow, filter order
must be increased to obtain a desired attenuation value but a higher filter order cause
more complexity in filter structure. On the contrary, larger transition band reduce the
filter order and is simplified filter complexity. However, larger bandwidth requires high

speed circuit to realize main building blocks of ADC.

A A

Dynamic
Range

> f

Dynamic
Range

fs S

2

Figure 2.3 : Spectrum of the signal when aliasing occurs

Figure 2.3 shows the effects of aliasing on the dynamic range of sampled signal
(Kester, 2007). In the top part of the figure, the sampling frequency is bigger than
two times fp and so that aliased component do not interfere with the input signal. In
the bottom part of the figure, the sampling frequency is less than two times fp and so
that aliased component overlap and modify the input signal by reducing the dynamic
range.

After the sampling operation, sampled-data signal is transformed to discrete level by

a quantizer which decides amplitude of the sampled-data signal by using equal level
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intervals. The amplitude of the interval step is ratio between the dynamic range of the
interval and the number of the quantization intervals. If the full scale of is Xrg and
for N-bit resolution the number of quantization intervals is 2V, the quantization step A
becomes

A=="2=1LSB (2.1)

In ideal quantizer, the number of the intervals goes to infinity and the quantization
error becomes zero but in real, the quantizer generates an reluctant error because of
the limited interval numbers and it limits the signal-to-noise ratio (Lundberg, 2002).

Assume that, the quantizer output is Y for input signal Xj,
Y =X+ € (2.2)

where € is the quantization error. For input signal X;, larger than A, the quantization
error €p is a random quantity that ranges from —A/2 to A/2. Also, the probability
distribution function p(€p) can be modeled as a uniform distribution in Figure 2.4

(Zhang, 2009).
PFD
1/A

Quantization

A A Error

2 2

Figure 2.4 : Probability density function of quantizer error

The time average power of & is
= A)2 gé A2
Pp= / &} pleg)deg = / a8 %=1 2.3)
As it stated before, equation (2.3) proves that the quantization power decreases as
the number of the quantization intervals increases. Also, equation (2.3) leads to the
relation between SNR and resolution. Let a sine wave input has peak voltage Xrg and

the power of the input signal is calculated as:

1 (T X2 X2
Pin= = | “ESsin?(2mfr)dt = =ES 2.4
in =7 sin” (2m ft)dt g 2.4
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Once input signal and quantization noise power is calculated, maximum achievable

SNR is
Pin  XEg 12
SNR =2 —FES . = 2.5
Py 8 A2 (2.5)

by using equation (2.1)

(A-21% 12 3,
R = =2 2.6
SN Tt (2.6)
Then SNR in dB is written as
SNR|db = 10log1p = (6.02-n+ 1.78)dB 2.7

Equation (2.7), which is first examined in (Bennett, 1948), is a rule of thumb formula
for data converters. It determines maximum achievable SNR value for an ideal N-bit
ADC.

The last function of the ADC is coding the quantized signal. At the end of the coding,
ADC generates bunch of binary data for given analog input signal. The coding is
related to how output binary data is defined. There are several coding schemes as
unipolar straight binary, complementary straight binary etc. and all of them are have
different usage of area according to ADC architecture.

There are 4 main ADC architecture: Sigma-Delta (XA) ADC, Successive
Approximation Register (SAR) ADC, Pipeline ADC, Flash ADC. Each ADC structure
has different types of sampling rate and resolution specifications that cover particular
application areas. Figure 2.5 shows sampling rate and resolution specifications

comparison of ADC structures together with some application areas (Kester, 2007).

Amongst to other types, the successive approximation register ADC is the most famous
ADC architecture. For medium to high resolution (from 8 to 20 bits) with sampling
rates up to several MHz (10 MHz) SAR ADCs are commonly used architecture with
very low power consumption (Maxim Integrated, 2002a). Digital output data is mainly

transferred via a standard serial interface (12C or SPI).

2.2 ADC Characterization

Nowadays, there are many various types of data converters that are designed to respond
to requirement fro different categories of application area at the market. All of them

offer solution for distinctive engineering problems, and the resolution number is not
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Figure 2.5 : Analog to digital converter types and specifications.

only their distinguished parameter. A data converter has static and dynamic parameters

that are use to describe performance of it.

Static parameters are related to the input-output characteristic of a data converter
and they can be determined by applying constant voltage to the input terminal and
observing the output. Dynamic parameters are related to frequency response and speed
of circuits that are used in data converter architecture. In the next section, static and

dynamic parameters of data converters are explained in detail.

2.2.1 Static parameters

The relation between the input and the output defines the static behavior of a data
converter. In order to determine static behavior of a data converter, digital data at the
output is examined in return for constant input voltage. An ideal data converter satisfy

the equation;
N

Viy = % i b2t +€ (2.8)
k=0

where Vjy is the analog input voltage, Vg is the full scale voltage, N the resolution,

by are the output bits and € is quantization error. The equation leads a staircase

characteristic with uniform steps over entire full scale. Fig. 2.6 shows the ideal

characteristic of a 3 bit data converter. The difference between the straight line and

the staircase characteristic is defined as quantization error.

Figure 2.7 shows quantization error for a 3bit ADC (Maloberti, 2007). It is varying

between A/2 and —A/2 inside the dynamic range. When the input signal exceed
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Transfer Function of a 8-bit ADC
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Figure 2.6 : Ideal input-output characteristic of a data converter for 3 bit
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Figure 2.7 : Quantization error for a 3bit converter.

dynamic range, quantizer reaches saturation limits and quantization error increase
linearly according to the limit value.

Static parameters of an ADC are listed and defined below.

* Resolution: is the number of bits that are obtained at the output of an ADC. An
ADC with higher resolution results more accurate representation of analog signal

at the output.

* Analog Resolution: is the smallest perceptible voltage at the input which is also
called as LSB voltage. For a 10-bit ADC with a full scale voltage 1V results,
1LSB = (1V /2'%) = 976uV, LSB voltage.
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Transfer Function with Offset Error
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Figure 2.8 : ADC Characteristic with Offset Error

Offset Error: is a shift of the ADC transfer function over entire full scale for zero.
So that, all quantization steps are shifted by offset value and it can be expressed in

LSB or voltage. Figure 2.8 shows how offset error alter the ideal characteristic.

Gain Error: is the deviation in the slope of the straight line on the transfer curve.
The slope is ratio between Drg and Xrs which are full-scale digital code and
full-scale analog range respectively. For an ideal ADC, the slope is equal to 1.

Figure 2.9 shows how gain error effects the ideal characteristic.

Full Scale Error: is the difference between the last code transition and ideal top
transition which can be determined as the sum of the gain error and the offset error

equals to the full scale error.

Differential Non-linearity(DNL) Error : is the deviation of quantization step for any
two successive codes. In ideal, any two successive codes should vary by one LSB
width and in this case DNL error is zero. Assume that Vp is the analog voltages
which leads us the digital output code D and N is the resolution. DNL is calculated

as:

DNL = (Vpy1—Vp)/Visp—1pEaL — 1 (2.9)
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Transfer Function with Gain Error
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Figure 2.9 : ADC Characteristic with Gain Error

where DNL is between 0 and 2" — 2. Figure 2.10 shows DNL error for an ADC.
Generally, maximum DNL over entire dynamic range is indicated as DNL error. It

limits the ADC’s signal to noise ratio and spurious free dynamic range.

DNL, N =14
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Code

Figure 2.10 : DNL Error of an ADC

12



* Monotonicity: is the correlation between the input analog signal and the digital
output as the same direction. If the DNL error is always smaller than £1LSB, a

converter is assured monotonic.

* Missing Codes: are output digital codes that are not appear at the ADC transfer
function for any analog input voltages. If an ADC has missing code at the output,
the corresponding quantization step will be zero. Thus, DNL error for missing code

will be —1.

* Integral Non-linearity: is the deviation of the actual transfer function from the ideal
interpolating line (Baker, 2006). Also, INL is calculated by excluding effects of the
gain and the offset error on the transfer function. The second approach is known
as the endpoint-fit line and generally it is revealed in data-sheets. Assume that Vp
is the analog voltages which leads us the digital output code D, Vporrser is offset

voltages and N is the resolution. INL is calculated as:

INL = [(Vp —Vorrser)/Viss—-ipear] — D (2.10)

where D is between 0 and 2V — 1. Figure 2.11 shows INL error for an ADC.

Generally, maximum INL over entire dynamic range is indicated as INL error.
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Figure 2.11 : INL Error of an ADC
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2.2.2 Dynamic parameters

An ideal data converter accepts input signal bandwidth from 0 Hz to infinity and
converts that input signal simultaneously. However the frequency response and the
speed of analog parts of a data converter are limited and that limitation determines
its dynamic performance. If an ADC is designed to operate at high conversion rate
or to accept input signal with high bandwidth, dynamic parameters become vital. In
addition, a dynamic parameter should remain constant for certain frequency interval.

The dynamic parameters of an ADC are listed and defined below.

* Analog Input Bandwidth: is the frequency value that use to determine input signal
bandwidth limitation. After the analog input bandwidth, digital output data has

decreased by more than 3 dB.

» Aperture Delay : is the delay time between the trigger time of the sampling clock

and the time when the input voltage is captured by data converter.

» Aparture Jitter: is the deviation of the sampling time for every clock cycle which

results to capture incorrect sample.

* Dynamic Range: is ratio between the highest signal level that the converter can
deal with and the noise level. The dynamic range unit is dB and it determines
the maximum achievable SNR. If the input signal level is higher than the dynamic
range, the ADC output is saturated. If the input signal level is very low, it does not

detect by ADC.

» Signal to Noise Ratio (SNR: is the ratio between desired signal power and
total noise power generated by quantization noise and circuit noise. Total noise
power is calculated for the noise within entire Nyquist interval. For an ideal
ADC quantization noise is only and unavoidable noise generator. So achievable
maximum SNR value is the ratio of main signal power and quantization noise. For

a N-bit ADC, theoretical maximum SNR is

SNR;p=6.02-N+1.76 (2.11)

where input signal is a sine wave. Table 2.1 that is generated by using equation

(2.11), shows ideal SNR values for different resolution numbers. However an actual
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ADC has many noise contributor as thermal noise, clock jitter, k7' /C noise etc. and

therefore, it is not possible to reach theoretical SNR value.

| Resolution | SNR |

8 bits 49.92 dB
10 bits 61.96 dB
12 bits 74.00 dB
14 bits 86.04 dB
16 bits 98.08 dB

Table 2.1 : Performance summary and comparison table

 Signal to Noise and Distortion (SINAD or SNDR): is the ratio of desired signal
power to total noise power including harmonic components that are generated by
the input sine wave (excluding dc). Any non-linearity caused by one of the static or
dynamic parameter effects the SINAD. That leads us the SINAD is dependent on

both the amplitude and the frequency of the input sine wave.

* Effective-Number-of-Bits (ENOB): 1is another representation of the SINAD using
bits. The relation between SINAD and ENOB is

SINAD 5 —1.76
ENOB = 2.12
6.02 2.12)

which is obtained from equation (2.11).

* Harmonic Distortion (HD): is the ratio between the root-mean square(rms) of the
signal and the rms sum of harmonic components. Generally, first ten harmonic
components are used for calculations. After the tenth harmonic terms, harmonic
components become insignificant. Assume that f;, and f; are the input signal
frequency and the sampling frequency respectively. N-th harmonic component
appears at the | + f;,, £ kf;| where k is selected as an appropriate number to put

the harmonic component into the first Nyquist zone.

 Spurious Free Dynamic Range (SFDR): is the ratio of rms value of the fundamental
signal amplitude to the next highest peak rms value in the first Nyquist zone.
The highest spur can be generated at the harmonic components frequency due
to non-idealities in the ADC or clock reference. Figure 2.12 shows SFDR

measurement for 3Hz signal

15



Fpy = 23 kHz, Full Scale =50V,

Db e T * " .................
| [sFDR-97824B
-20 ................................................. I SNR = 80.4? d.B ..... -
1 SNDR = 80.2 dB
| :
Ak DQ:I ................................. -
w!
: : U)I :
o B0 Fosieeaa b R PRREREE | .................................. -
[E . . | .
M : 1
E : . | :
.80_ ............... ................. . ............ I ................................. -
; : | X869
| ¥:.-97.82
-100 I
-120
-140 ' —
25 50 75 100 125
Frequency [kHz]

Figure 2.12 : SFDR definition on FTT graph

* Inter-modulation Distortion (IMD): is occurred because of non-linearity in the
ADC or when the input signal is a multi-tone signal. The ADC produces new
component on the spectrum which has frequency different than input signal. So, it
is the ratio between picked inter modulated components to the fundamental signal

power of f1 and f5.

» Effective Resolution Bandwidth (ERBW): is a parameter that determines the
maximum signal frequency that ADC can process. The analog input signal is

increased to the frequency at which SINAD has decreased 3dB.

P Tot

FoM = Sex5 2w

(2.13)

* Figure of Merit (FoM): is a parameter that have used to evaluate and compare
ADC performance. There are many figure of merit definitions in literature and
data-sheets. However, equation (2.13) is one of the most common definition, also
accepted by IEEE, that obtains total power consumption (Pr,;), effective number of

bits (ENB) and bandwidth of converted signal (BW) as parameters.

16



Static and dynamic parameters are defined to determine the performance of an
ADC. Each of parameters are important for different application area to designate
another requirement. However, a single parameter is not sufficient to characterize the
performance of the ADC. As a result, static and dynamic parameters must be handle

as a whole while characterizing the ADC.
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3. MEASUREMENT OF THE SAR-ADC

3.1 SAR-ADC Arcitecture

The basic block diagram of SAR-ADC is shown in Figure 3.1 (Maxim Integrated,
2001c¢).

EOC

Comparator

»

Figure 3.1 : Block diagram of generic SAR-ADC architecture.

It consists of 4 block as sample and hold circuit (S/H), comparator, SAR logic and
DAC. At the beginning, an analog input signal is sampled by a sample and hold circuit
in order to keep the signal unchanged during the conversion phase. At beginning of the
conversion, the internal DAC is set to mid-scale code. Then, the comparator decides
whether the sampled input signal is greater or less than the DAC output, and the first
approximation is preserved in the successive approximation register. In the next step,
the DAC is set to new value depending on the first approximation and SAR block
determines next bit value according to comparator output. The operation maintains
until the all bit values have been acquired. At the end of the conversion (EOC) the
DAC output almost reaches the sampled input signal. Figure 3.2 shows how DAC

output changes according to the sampled input signal where F'S is full scale voltage
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and t is clock period.
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Figure 3.2 : Binary search algorithm
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Notice that, first determined bit is the most significant bit and last determined bit is
the least significant bit. Also, a single conversion requires N clock period to make N

approximation.

3.2 Two-Step SAR-ADC Architecture

The fully-differential two-step SAR-ADC structure is shown in Figure 3.3.
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Figure 3.3 : Fully-differential two-step SAR-ADC architecture

20



There are 5 operation state of two-step SAR-ADC as input sampling, first 8bit
SAR conversion, residue amplification, residue re-sampling and second 8bit SAR
conversion. The operation starts with high voltage input sampling onto the
metal-insulator-metal (MIM) sampling capacitor Cs by using the high voltage
bootstrapped switch (HVBS). Since total charge on Cy is redistributed on the capacitive
DAC (CDAC), the internal circuit is protect from being exposed to high voltage signal
(Ozkaya, Gurleyuk, Ergul, Akkaya, & Aksin, 2014). Next, the first 8bit conversion
is take part to generate the most significant 8bit. During the first 8bit conversion
the amplifier/comparator is in comparator configuration so that it can perform SAR
algorithm. At the end of the first 8bit conversion, the residual charge, which is
smaller than 1LSB voltage if the conversion is realized without any mistakes, is left
on the CDAC array. In the amplification state, the residual charge is amplified by
the inter-stage gain of 64, once the feedback capacitor Cr provides a feedback path
between the input and the output of the amplifier. Following the amplification state, in
the resampling state, the amplified residue signal at the amplifier output is re-sampled
on the CDAC array where the amplifier is reconfigured as a buffer for driving the
amplified residue signal (Ozkaya et al., 2014). Finally, the least significant 8bit is
generated in the second 8bit conversion where the amplifier switches to comparator
mode again. After all, the digital error correction block combines the most significant
8bit and the least significant 8bit according to the inter-stage gain value and extracts
the 14bit digital data, while the next input data is sampled on Cs in order to repeat all
process again. According to these five states, the flow diagram of the ADC is drawn in
Figure 3.4.

The states of flow diagram are explained below.

WAIT : The state machine does not switch condition until the "START" signal is up.
SAMPLE : The state machine does not switch condition until the counter counts down
from "Stime" to zero. The input signal is sampled on sampling capacitor as a charge.
SAR 1 : The state machine does not switch condition until the counter counts down
from "Ctime" which is 8 to zero. The most significant 8 bits are acquired at the end of
the first SAR conversion.

AMPLIFIY : The state machine does not switch condition until the counter counts
down from "Atime" to zero. The voltage that is originated from residual charges after

the first SAR conversion is amplified during the state.
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Figure 3.4 : Flow diagram of SAR ADC

RESAMPLE : The state machine does not switch condition until the counter counts
down from "Rtime" to zero. The amplified residual voltage is sampled on capacitive
DAC.

SAR 2 : The state machine does not switch condition until the counter counts down
from "Ctime" to zero. The least significant 8 bits are acquired at the end of the second
SAR conversion.

Each state in the flow diagram has a specific time length. A counter counts down clock
signal cycle at each state until it reaches zero. In every transition, new value of time
length is loaded from a register to the counter and the counter starts to count down all
again. The time length of the states can be set through IC2 except conversion time,
"Ctime". Each conversion time ( "SAR1" or "SAR2" state) is accomplished exactly
in every 8 clock cycle. Because it is deterministic and the value of conversion time

is the same as number of bits that is obtained during conversion states. The rest of
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Figure 3.5 : Timing diagram of SAR ADC

the time lengths are selected in order to optimize the ADC performance. Assume that
the settling time of the amplifier is 50 ns and clock signal frequency is 100 MHz, the
amplification state requires 5 clock cycles to satisfy the settling time of the amplifier.
Then "Atime" is set to 5 via IC2. However, the amplification time is not exact same
for every chip by the reason of process drifts. If the amplification time is much longer
or much shorter than its nominal value, the amplification state requires different clock
cycle value than its nominal value which is 5 clock cycles in this assumption. In order
to optimize the settling time, "Atime" is set to a new value via IC2. The timing diagram
of the two step SAR-ADC is shown in Figure 3.5. According to the diagram, a single
conversion demands 40 clock cycle, 24 for settling time of the sampling, amplification

and resampling states and 16 for the two SAR conversion.

The flow diagram of SAR algorithm is shown in Figure 3.6. During the SAR1 and
SAR?2 states, successive approximation register (SAR) block is enabled to generate 8
bit digital data. At the initial condition, 8 bits digital data applied to the capacitive
DAC array is *10000000” which is mid-code for the 8 bit DAC array. When the SAR
conversion is begun, the comparator decides the 1* bit value of the digital data by
comparing the input signal voltage and the capacitive DAC array voltage. If the first
approximation is positive (Comp=1), the first bit, the most significant bit in this case, is
set to 1 and next significant bit is set to 1 resulting a new approximation as '11000000’.

If not (Comp=0), first bit is set to O and next significant bit is again set to 1 resulting
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DigiCode = [MidCode]
n = length(DigiCode)

n=n-1
DigiCode[n]=1

Comp=1 Comp=0

DigiCode[n+1]=1

Figure 3.6 : Flow diagram of SAR alogrithm

a new approximation as ‘01000000’. The next digital bit value is determined at each

clock cycle according to flow diagram until 8 approximation is made for 8 bits. 3.6.

3.3 Measurements

3.3.1 Evaluation board of the SAR-ADC

The evaluation board of SAR-ADC is shown in Figure 3.7.

The terminals of the board are marked with a red square on the figure 3.7. Since the
ADC structure is symmetrical, the trace of related pins(as Vyyp-Vinyn) are drawn as
a pair. In this way, noise coming from the other pins affects similarly on these pairs.
Also, the analog and digital sides are isolated from each other to prevent noise coupling
from digital blocks to analog blocks. The digital terminals are placed on the upper right
side of the board and the analog terminals are placed on rest of the board. All of the

connections on the board and their description are summarized in table 3.1.

3.3.2 Instrument selection

The performance of the ADC is limited to measurement instruments that will be used
to characterize ADC performance. In order to determine characteristic of the ADC
properly and accurately, every instrument in the measurement setup must be chosen

carefully. The selection of analog input signal, reference voltage, clock signal source
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Figure 3.7 : The evaluation board of SAR-ADC

Table 3.1 : Pin description

| PinName | Description

AVDD Analog supply voltage

AGND Analog ground

DVVD Digital supply voltage

DGND Digital ground
VINP Analog input voltage
VINN Analog input voltage
VCM Input common mode voltage

VREFP Positive reference voltage

VREFN Negative reference voltage

12C 12C connection
CLK System clock signal
DATA OUT Serial data output

and the relation between input signal frequency and clock frequency are important

facts about measurement setup.

The ADC performance is mainly correlated with the analog input signal quality.
Therefore, the most sensitive pins on the evaluation board are Vyyp and Viyy where

analog input signal is applied. The resolution and linearity of input signal must be as
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high as possible, so that the ADC performance is not limited by input signal source.
There are many signal sources that can provide a signal with high resolution and
linearity at lower amplitude but it is not easy to generate a 50V, sine wave with
high resolution and linearity. By the reason of that, a highly linear input signal source,
Audio Precision SYS-2722, is used as a signal source to generate desired analog input
signal for the ADC. It is possible to generate a 24bit signal from 100Hz to 24kHz by
Audio Precision SYS-2722. However, the mentioned SNR value is defined fora 1V ,p
signal on OV common mode voltage. Therefore resolution of the signal will be less
than 24bit. The frequency spectrum of 32V, p analog input signal at 20kHz generated
by using Audio Precision SYS-2722 is shown in Figure 3.8.

FIy = 20 kHz, Full Scale = 32Vpp

“|SFOR = 126.1 dE
SHR = -101.2 dB : :
—4n|--|SNIR = 100,58 dB |....... ST ! R 4

[dBF5]
iR
=4

-120

=140

=180

—200 i | ] i
0 5 10 15 20 20
Frequency [kHz]

Figure 3.8 : Output frequency spectrum of Audio Precision for 32V,

As it seen from figure 3.8, the noise floor of the signal is at the level of —140dB and
SFDR value is at the level of 126.1dB. According to the measurement results, Audio
Precision SYS-2722 is sufficient to characterize a 16bit ADC. Even though, differential
value of the signal is at the 32V ,,,, common mode voltage of the signal is at OV. Since,
the minimum signal voltage that is accepted by ADC is OV, the input signal lower than
OV is not valid input. Therefore, the input signal that is generated by the instrument
must have a common mode voltage, ensures that minimum signal level is always higher
than OV. If the common voltage is set to V /2, the above condition is satisfied.

Generally, the performance of an ADC is also limited by a voltage reference in some

way (Kester, 2007). The differential input signal is exposed the noise contribution of
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the input common mode voltage in the same direction. Hence, the differential input
signal does not cancel common mode voltage noise and the effect of noise on the
input signal directly appears on frequency spectrum. As a result, Agilent B2962A low
noise power supply is used to generate the input common mode voltage. Moreover,
reference voltages of the ADC, Vrerp-VrREFN, are also sensitive to noise coming from
the power supply because in every SAR conversion bottom terminal of the DAC array
is set to Vgerp or Vrepy with respect to digital code. So that, DAC linearity is affected
by reference voltage directly. As a consequence, Agilent B2962A low noise power
supply is also used to generate reference voltages Vrerp and VRgrn.

Apart from reference voltages, clock signal of the ADC is one of the most critical
source in the system because dynamic performance of the ADC is affected by the
timing accuracy of the clock signal (King, 2011). Thus, it is very important to use
system clock with low jitter or phase noise. The total jitter requirement of the system

is calculated from the below formula

Vin 1
Tjister(rms) = Vis X 200 x Fy (3.1)

where Viy peak to peak input voltage, Vrs ADC full scale voltage, Fry input signal
frequency and N ADC resolution. If input signal voltage is selected to equal the full
scale range, then total jitter requirement become factor of the resolution bits number
and the input frequency. For a 14bit ADC that has 20kHz input signal, calculated rms
jitter is 485ps. It is possible to calculated maximum achievable SNR value for different
jitter values by using equation (5.2). Figure 3.9 illustrates SNR and ENOB alteration
by jitter for full scale input voltages at different frequency (Kester, 2007).

Agilent 33250A Function/Arbitrary Waveform Generator is used to generate clock
signal with jitter lower than 75pS. According to figure 3.9, it is possible to reach 83dB
SNR for a full-scale input signal at IMHz.

Coherent sampling is a technique which greatly increases the spectral resolution of
an FFT and eliminates the requirement for windowing when the proper ratio between
input frequency and sampling frequency is satisfied (Maxim Integrated, 2002b). It is
the most common method for characterizing the dynamic performance of ADCs. For

a sine wave that is formed 2" number of data points requires the use of input signal
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Figure 3.9 : Maximum achievable SNR and ENOB due to jitter vs. Input Frequency

frequency fi,

k
fin = Z_Nfs

3.2)

where f; is the sampling or clock frequency, k is an integer number of clock cycles and

2V is the number of data points in FFT analysis.

AMPLITUDE [dBFS]
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FFT Point=65536
k=9973
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Figure 3.10 : FFT results of coherently sampled data stream

Figure 3.10 shows FFT results of an ADC output that is generated by using coherent

sampling method. The circumstance for coherent sampling were satisfied by selecting

fin = 17.6948724kHz, f; = 116.27906kHz, k = 9973 and N = 16. If number of the
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clock cycles is a prime number, repetitive patterns in the output stream is prevented.
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Figure 3.11 : FFT results of non-coherently sampled data stream

Figure 3.11 shows FFT results of an ADC output that is generated by using
non-coherent sampling method. This time input frequency is changed to 17kHz and
as a result the effects of spectral leakage that is caused by non-coherent sampling is
observed.

It’s hard to achieve coherent sampling in real life with two different instruments
because both of the instruments generate output signal with respect to own internal
crystal oscillator. Thus, as an external reference Rubidium Frequency Reference that
can generate very accurate reference signal is used for locking the input signal source
and the clock signal source output to the same reference. By this way, it is possible to

achieve coherent sampling for the measured ADC.

3.3.3 Measurement results

Figure 3.12 shows the measured frequency spectrum of the ADC output for a 50V,
input signal on a 15V common mode voltage at 23kHz and sampling frequency of the
ADC is 10MHz. The input signal frequency is limited by the selected input signal
source and the peak-to-peak input signal voltage is limited by HVBS. The determined
SNR and SFDR values are 80.2dB and 97.8dB respectively.

Figure 3.13 shows the variation of the SFDR, SNDR and SNR with respect to the
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Figure 3.12 : Output frequency spectrum of Audio Precision for 32V ,,

sampling rate and input frequency. First, sampling rate is increased from 50kS/s up
to 450kS/s with 10kS/s intervals and SFDR, SNDR and SNR are calculated for every
single measurement. Up to 250kS/s sampling rate, variaton of the SFDR, SNDR and
SNR are negligible. Beyond 250kS/s sampling rate, the dynamic performance of the
ADC starts to decrease but it is not crucial until 350kS/s sampling rate. To obtain
other plot in figure 3.13, the analog input signal frequency is swept from 1kHz up
to 24kHz and SFDR, SNDR and SNR are calculated again. Note that, input signal
frequency is limited by input signal source. As it seen from figure 3.13, dynamic
performance of the ADC is almost independent from analog input frequency. There are
some slight degradations (smaller than 0.5dB) by the reason of the frequency response
of the selected instruments.

Figure 3.14 shows variation of the SFDR, SNDR and SNR with respect to the input
signal amplitude. In order to realize measurement in figure 3.14, input signal amplitude
is increased from 1V, up to 50V, while sampling rate is fixed at 50kS/s and SFDR,
SNDR and SNR are calculated for every single measurement. As expected, SFDR,
SNDR and SNR are increased with respect to the input signal amplitude. Recall that
from chapter 2, all three parameters SFDR, SNDR and SNR are defined according to
signal power at the ADC output. Therefore, if the signal power at the ADC input is
increased then the signal level at the ADC output is increase and SFDR, SNDR and

SNR are also increased with respect to the signal power at the ADC output. However,
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Figure 3.13 : SNR, SNDR and SFDR measurements vs. sampling rate and input frequency

the linearity of the HVBS and the CDAC are varying with input amplitude, so that
there is no linear relation between input signal amplitude and SFDR, SNDR and SNR.
As the input signal amplitude is increased, linearity of the HVBS and CDAC dominate
the ADC output.

A generic setup for testing INL and DNL is applying quasi-DC voltage ramp or
low-frequency sine wave as the input signal (Maxim Integrated, 2001b). Both way
purpose to generate transfer function of the ADC by hitting every single output code.
However it is hard to achieve a signal with that accuracy. Therefore, the histogram
method which is explained in (Maxim Integrated, 2001a) is used to verify INL and
DNL specifications of the SAR-ADC. In order to hit every digital code, coherency
between the input signal and the clock signal is neglected. With sufficient sample size
INL and DNL characteristic of the ADC is determined as shown in Figure 3.15 and
3.16. Figure 3.15 show INL and DNL measurement for first 8bit data that is obtained
at the end of the first conversion. Maximum DNL is +0.07LSB and maximum INL is

+0.05LSB. The dominant error occurs from the most significant capacitor mismatch.
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Figure 3.14 : SNR, SNDR and SFDR measurements vs. input amplitude

Figure 3.16 shpws INL and DNL measurement for 14bit data that is obtained at the end

of the full SAR conversion. As it expected, primary INL variation results by the reason

of the split CDAC structure (Ozkaya et al., 2014). There are 16 specific segments at

every 256th code that is related to first 8bit DNL error.

Table 3.2 shows a comparison of the measured ADC with its counterparts by using

measurement results. The implemented ADC offers a solution for high voltage data

acquisition without using a resistive divider or an additional supply. Input range of the

ADC measured as 50V, which is 15.1 times of its supply voltage. As a result the

ADC has the best FoM because of low voltage and wide input range.

| Specifications | This Work | AD7612' | ADS8505* | MAX1132® | LTC1609* |
Sampling Architecture D.S.3 D.S.> R.D. R.D.® R.D.°
Input Range (V) 50V,, 40V, 20V, 24V, 20V,
Input Load 2pF 12pF 11.5kQ || 50pF | 7.9kQ || 32pF | 13.3kQ || 10pF
Power Supply (V) 33 5& £15 5 5 5
Resolution (bits) 14 16 16 16 16
Sampling Rate (kS/s) 250 750 250 200 200
SNDR (dB) 80.2 93.5 88 85 87
SFDR (dB) 97.8 107 98 96 94
DNL (LSB) 0.55 1.5 2 1 2
INL (LSB) 1.81 1.5 4 1.5 2
Power (mW) 4.29 190 70 55 65
FOM (pJ/conv-step) 2.05 6.55 13.6 15.1 16.8

Table 3.2 : Performance summary and comparison table
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Figure 3.16 : DNL-INL measurement for 14bit output

As consequence, two-step SAR-ADC architecture is measured and characterized with
respect to static and dynamic parameters. In order to measure static and dynamic
parameters properly, selection of the instruments is critical process. After selecting
correct instruments, all measurement are accomplished in LabView environment

automatically since every measurement is repetitive.
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4. TRANSFER FUNCTIONS OF SAR ADC

4.1 Transfer Functions of SAR-ADC

Obtaining transfer functions of ADC is an useful and important action to understand
behavior of the implemented architecture in detail. In this section, the mathematical
analysis of the selected analog to digital conversion method will be examined. The
circuit that is used for to obtain the transfer function is shown in Figure 4.1 (Ilter,
2010). The parasitic capacitors and their effects on the transfer function will also
be considered during calculations. In order to simplify mathematical equations, all
elements in the Figure 4.1 are accepted as ideal element. Once all of the transfer

functions are obtained, ideal elements will be switched into the real element step by

step.
VREFP VREFP VlNP
VREFN VREFN =
1— Vrer
[DIgICOEP] ——p/- - vveeeeies > v/

Vp2 j\c Vp3
Fy

Vn2 o/ Vn3

0 7 o

2 Cuj_ J_z CU _IES /l prwn prz

Fz—’
igi Vn1 T I I
[DigiCodeN] ——\: -+« vvvvnvnes » ~F,
1 VRer
VREFN VREFN =
VREFP VREFP VlNN

Figure 4.1 : The simplified SAR-ADC architecture

There are four main switches as Fi, F,, F3 and Fy in the Figure 4.1. In every phase
of the SAR-ADC, a particular combination of the switches are utilized to provide a
different configuration. A single switch is used to implement functionality of F> and
F3 switches, however F; and Fy switches are implemented by using two switches to
realize represented MUX operation. Additionally, the control signals of the switches

F1,F,,F3 and Fy are indicated as @1, ¢», ¢3 and @4 respectively.

35



The signals Viyp and Viyn are high voltage differential analog input signals that are
applied to the bottom terminal of the sampling capacitance Cs according to condition
of Fi. Vgerp and Vgepy are DC voltages constituting positive reference and negative
reference that are applied to binary weighted capacitive DAC structure with respect to
applied digital code. In addition Vggr and V¢y,, are input common mode reference and

output common reference voltages.

Also, the circuit that will be analyzed, contains a differential amplifier block which
acts as comparator or operational amplifier whether it is in the open loop or closed

loop configuration.

The capacitances in the circuit are the sampling capacitance Cs and the feedback
capacitance Cr. According to the switches condition, the bottom terminal of the
sampling capacitance (Cs) is connected to analog input signal or ground. If the bottom
terminal of the feedback capacitance (Cr) is connected to the output of the differential
amplifier, the amplifier is used in amplifier configuration else the amplifier is used in
the comparator configuration. The other capacitances in the circuit are Cp1p, Cpin, Cpop
and C2, which are the parasitic capacitances on the high impedance nodes. Other
capacitances are not important at all since they are connected to the low impedance

nodes.

For simplicity, the CDAC structure is modeled as a binary weighted capacitor matrix.
Every capacitance in the capacitor matrix are constituted from a unit capacitance Cy .
For integrity, only the least significant and the most significant capacitor in the CDAC
is shown in the Figure 4.1 and they are generated by a single unit capacitor and 27 piece
of capacitors, respectively. In the real circuit the DAC structure is a binary weighted
capacitor matrix with an attenuator capacitor in the middle. Moreover, the effect of

using different CDAC structure will be analyzed at the next section.

[DigiCodeP] and [DigiCodeN] are 8 bit long binary input vectors that are applied
to the switches connected to the bottom terminal of the capacity matrix. The
vector [DigiCodeN] is the ones’ complement of the vector [DigiCodeP]. Assume that
[DigiCodeP] is equal to [1000 0000], then [DigiCodeN] is equal to [0111 1111].
The most significant bit in the input vectors are applied to the maximum valued

capacitor in the capacity matrix. According to digital bit value, positive reference
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voltage (Vrerp) or negative reference voltage (Vrgrn) is applied to the bottom terminal
of the related capacitor in the capacity matrix. When the bit value is 0, negative
reference voltage is applied to the bottom of capacitor. Note that if the negative
reference voltage does not equal to 0, a single input vector is not sufficient for
calculations since the input vector contains zeros for negative reference. Therefore,
[DigiCode| - Vrerp + [Digi_Code] - Vgrerp equation is used in calculations for a single

capacitor matrix in order to get effect of non-zero negative reference voltages.

4.1.1 Sampling phase

The circuit configuration of the sampling state is shown in Figure 4.2.

VRerp VRerp Vine

VRern VRern - C Fy

T F

l l 1 Vrer I Voa _J»—VCMo
[1000 0000] —\ - - vovrvvnn- F, 10

11 1

R
Fs

Vn2 ol—c Vn3 +
LT S

0111 1111] —— - -- > —F, | o—

VREF |(
VR];FN VREFNT ‘I‘ CF Vn4 il VVCMo

Vrerp Vrerp INN

Figure 4.2 : The circuit configuration during sampling phase

In this state, the analog input signals are sampled on the sampling capacitors so that
the comparator can make decision in the next phase. At the end of the sampling state,
F, switch goes to OFF position so that the nodes V)3 and V,;3 are left floating and the

sampling state is completed at that moment.

In the sampling phase, the control signals are:

¢ = 1(on)
¢ = 1(on)
¢3 = 1(on)
¢4 = 1(on)

The initial node voltages are:
Vip =Vinp Vip = VREF
Vin = Vinn V3u = VREF
Vop = VREF Vap = Vemo
Von = VREF Van = Vemo
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And the digital code that are applied to the capacitive DAC arrays are:

DigiCodeP = [10000000]
DigiCodeN =[01111111]
DigiCodeP = DigiCodeN

If the total charges on the node V;,, and V,, are calculated:

Osp =(Vap —Vip) - Cs + (Vo — [DigiCodeP) - Vrepn — [DigiCodeN| - Vrerpn) - Bin - Cy
+ (Vap = Vap) - Cr + (V2p — 0) - (Cp1p + Cpap)

Osp =(Vrer — Vine) - Cs + (Vrer — [1000 0000] - Vrerp — (0111 1111] - Vrgpn)Bin - Cy

+ (Vrer —Vemo) -Cr+ (VrRer —0) - (Cpip+Crop)
4.1)

Osn :(VZn — Vln) -Cg+ (Vzp — [DigiCodeN] -VREFP — [DigiCodeP] . VREFN) -Bin-Cy
+ (V3 — Vi) - Cr + (Van — 0) - (Cp1 + Cpn)
Osn :(VREF — VINN) -Cs+ (VREF — [0111 1111] -VREFP — [1000 0000] -VREFN)BiI’L -Cy

+ (VRer —Viemo) - CF + (VRer —0) - (Cp1n +Cp2n)
4.2)

where Qg, and Qgs, are total sampled charge on the common node pairs V,,-V3, and

Von-V3,. Also, Bin is a vertical weighted vector that represent the CDAC as follow:

Bin =

21

And the subtraction of a variable from a matrix is calculated as below example:

Vap = [01011001] = [(V2p — OV2p — 1)(V2p — 0)(Vap — 1) (V2 — 1) (V2p — 0) (V2 — 0) (V2 — 1)

4.1.2 1* conversion phase

The circuit configuration of the 1*' conversion state is shown in Figure 4.3.
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Figure 4.3 : The circuit configuration during 1*" conversion phase

In this state, the differential amplifier is in open-loop configuration, so, it is used as
a comparator. According to the comparator output, the digital code is acquired by
using SAR algorithm. At the end of the first conversion state, 8 bit long digital data is
determined.

In the first conversion phase the control signals are:

¢ = O(off)

¢ = 0(off)

¢ = 1(on)

¢4 = 1(on)

If the first conversion is completed without any mistakes, the node voltages are

Vip =0 Vip = Vgesp

Vi, =0 V3n = VRESn

Vap = VREsp Vap = Vemo

Van = VRESN Van = Vemo

And the digital codes that are applied to the capacitive DAC arrays are:
DigiCodeP = DigiCodeP,
DigiCodeN = DigiCodeN;
DigiCodeP, = DigiCodeN;
where [DigiCodeP;| and [DigiCodeN,| indicate digital codes that are acquired at the

end of the first SAR conversion. If the total charges on the nodes V;,-V3, and V,,-V>,,
are calculated:

QRESp :(VZp — le) -Cs+ (Vzp — [DigiCOdeP] -VREFP — [DigiCOdeN] . VREFN) -Bin-Cy
+ (V3p - V4p) -Cr+ (V2p - 0) ) (Cplp +Cp2p)

QRESp :(VRESP — 0) -CS + (VRESP — [DigiCodePl] . VREFP — [DigiCodeNl] . VREFN>Bin . CU

+ (Vresp — Vemo) - Cr + (Vresp — 0) - (Cp1p +Crop)
4.3)
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QRESn :(V2n — Vln) ‘CS + (Vzp — [DigiCOdeN] . VREFP - [DigiCodeP] 'VREFN> -Bin - CU
+ (V?m - V4n) : CF + (VZn - 0) : (Cpln + CP2'I>
Oresn =(Vresy —0) - Cs + (Vresy — [DigiCodeNy| - Vrgrp — [DigiCodePy| - Vrppn)Bin - Cy

+ (Vresy —Vewmo) - Cr + (VrResn —0) - (Cp1n + Cpn)
4.4)

where Vrgsp and Vgggy are residue voltages at the end of the first conversion.

4.1.3 Amplification phase
The circuit configuration of the amplification state is shown in Figure 4.4.
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Figure 4.4 : The circuit configuration during amplification phase

The digital code that is determined at the end of the first SAR conversion is kept
constant during the amplification state. In the amplification phase, the differential
amplifier is used in close-loop configuration so that it can amplify the residue voltage.
Moreover, the capacitor Cr provides a feedback path between the input and the output
of the differential amplifier and determines the interstage gain.

In the amplification phase, the control signals are:

¢ = 0(off)

¢ = 0(off)

o3 = 1(on)

¢» = 0(off)

The node voltages at the end of the phase are:

Vip=0 Vi, =Vx

Vin=0 Vi = Vx

Vop = Vx Vap = Vamprp

Van = Vx Van = Vampn

And the digital codes that are applied to the capacitive DAC arrays are still:

DigiCodeP = DigiCodeP;
DigiCodeN = DigiCodeN;
DigiCodeP, = DigiCodeN
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In that case the total charges on the common nodes V;,-V3,, and V,,-V3, are:

QAMPp :(Vzp — V1p) -CS + (Vzp — [DigiCOdeP] 'VREFP — [DigiCOdeN] 'VREFN) -Bin - CU
+ (Vap = Vap) - Cr + (Vap = 0) - (Cp1p + Cpap)
QAMPp :(Vx - 0) -CS + (VX — [DigiCOdepl] 'VREFP - [DigiCOdeNl] . VREFN)Bin . CU
+ (Vx —Vamrp) - Cr+ (Vx —0) - (Cp1p +Cpop)
4.5)

Ourtpn =(Van— Vi) - Cs + (Vap — [DigiCodeN] - Vrgrp — [DigiCodeP] - Vrgry) - Bin- Cy
+ (V3n = Van) - Cp + (V2 = 0) - (Cp1n + Cpon)
Qampn =(Vx —0) - Cs + (Vx — [DigiCodeN| - Vrerp — [DigiCodeP) - Vrern)Bin - Cy
+ (Vx —=Vampn) - Cr 4+ (Vx —0) - (Cpin +Cp2n)
4.6)

where V) pp and Vyypy are amplified residue voltages at the outputs of the amplifier.

At the end of the sampling phase the switches F] and F; are turned OFF position and
the nodes V;,-V2,, and V3,-V3, are left floating. By the charge conservation rule total
charge in the sampling state must be equal to total charge in the amplification state.
Hence, the charges equation at the (4.1)-(4.5) and (4.2)-(4.6) are equal.

Osp = Qampp
Osn = Qampn 4.7)
= QOsp—0sn = Qampp — Qampn

If the equations (4.1), (4.5), (4.2), (4.6) are inserted to (4.7):

(Vrer — Vinp) - Cs + (Vagr — [1000 0000] - Vagrp — [0111 1111]- Vrgry)Bin- Cy

+ (Vrer —Vemo) - Cr + (Vrer —0) - (Cp1p +Cp2p)

— (Veer —Vinw) -Cs — (Veer — [0111 1111] - Vggrp — [1000 0000] - Vigpy)Bin - Cy
— (Veer —Viewmo) - Cr — (Vrer —0) - (Cpin + Cp2n)

= (Vx —0)-Cs+ (Vx — [DigiCodeP,| - Vggrp — [DigiCodeN;| - Vgepn)Bin - Cy

(Vx =Vampr) - Cr+ (Vx —0) - (Cpip +Cpop)

(Vx —0)-Cs — (Vx — [DigiCodeN:] - Vgrp — [DigiCodeP,] - Vrzry)Bin - Cy

(Vx =Vamen) - Cr — (Vx = 0) - (Cp1n + Cpon)

4.8)

_l’_

And if proper operations are made, the equation is simlified to:

(Vivw — Vawp) - Cs — ([0000 0001] - Vazrp — [0000 0001] - Vrgry) - Bin - Cy

+ ((Cplp + Cpr) - (Cpln +Cp2n)) “VREF

= (Vampn —Vampr) -Cr + ((Cp1p +Cp2p) — (Cpin+Cpon)) - Vx

+ (([DigiCodeN,] — [DigiCodePy]) - Vrerp + ([DigiCodePy] — [DigiCodeN1)) - Vrern) - Bin - Cy
4.9)

From the equation (4.9) the amplified signal can be written:
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(Vampp — Vampn)
(Cplp + Cp2p) - (Cpln + Cp2n)

C
= (Vine —Vinw) - FS + (Vx — Vger) -
F

Cr
C
+ (([DigiCodeN,| — [DigiCodePy]) - Vrerp + ([DigiCodeP;| — [DigiCodeN,)) - Vrgpn) - Bin - C—U
F
C
(0000 0001] - Vigrp — 0000 0001] Vi) - Bin- -
F
4.10)

At the begging of the analysis, the input common mode voltage appears at the transfer
function. After all, the term with the input common mode voltage will be zero and
transfer function will be independent from the input common mode voltage at the end
of the analysis.

4.1.4 Resampling phase

The circuit configuration of the resampling state is shown in Figure 4.5.

VINP

[11111111]

VREFN

Vkerp

Figure 4.5 : The circuit configuration during resampling phase

During the resampling phase, the inputs of the differential amplifier are separated from
the capacitive DAC arrays by the switch F3 so that the differential amplifier can hold
the amplified signal constant at the outputs. Also, the amplified signals are resampled
on the capacitive DAC arrays in order to repeat another SAR conversion.

In the resampling phase the control signals are:

¢ = 0(off)

¢ = 1(on)

03 0(off)

¢0s = 0(off)

The node voltages are:

Vip=0 Vs, = Vy
Vin=0 Vi = Vx
Vop = VREF Vap = Vampp
Von = VREF Vian = Vampn
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And instead of the digital code, the outputs of the differential amplifier which are
Vampp and Vaypy are applied to the capacitive DAC arrays all along the resampling
state. For the sake of mathematical analysis, the digital codes that are applied to the
capacitive DAC arrays are accepted as:

DigiCodeP =[11111111]
DigiCodeN =[11111111]

In that case, node pairs V5,-V3, and V3,-V3, are disconnected by F3. Hence, charge
equations will be solved for each node independently.

Orspr = (Vap —Vip) - Cs + (Vap — [1111 1111]-Vy,) - Bin - Cyy + (Vap — 0) - Cpi1p
Orsp2 = (Vrer —0) - Cs+ (Vrer — [1111 1111] - Vaypp) - Bin- Cy + (Veer —0) - Cp1p
@.11)

Orsn2 = (Vo — Vi) - Cs+ (Vo — [1111 1111} -Vay,) - Bin-Cy + (Va,, — 0) “Cpin
Orsn2 = (Vrer —0) - Cs+ (Vrer — [1111 1111] - Vaypn) - Bin-Cy + (Vrer —0) - Cpin

4.12)
Orsp3 = (Vap —0) - Cpop + (Vap — Vap) - Cr @.13)
Orspz = (Vx —0) - Cpop + (Vx —Vamer) -Cr
Orsn3 = (V3an —0) - Cpon + (V3n — Van) - Cr @.14)
Orsnz = (Vx —0) - Cpon + (Vx — Vamen) - Cr
4.1.5 2"? conversion phase
The circuit configuration of the 2* conversion state is shown in Figure 4.6.
V \Y, Vine
VREFNIEFP VRern e = l Ce Fl“
l VRer It Vou J o VCMo
1111 —\ o eeeeeeeeee V1 —F, _ _ 1 \_
p
..... = L 1
20 CU—|_ —|_27 CU —163 —|ED1D —|_CPZD
Y, ™ Y,
p2 I p3
R
Vn2 :l/c Vn3
2°.CUJ_ J_z’.cU _[98 JE JE
vy =1 1
[1111111] ——\ oo e > «—F, v " S
VR];FN VREFNT = T REF I\F Vn4 FI o—VCMo
VRerp VRerp INN

Figure 4.6 : The circuit configuration during 2"/ conversion phase

In this state, the differential amplifier is in open loop configuration and acts as a
comparator. According to the comparator output, another 8bit digital data is acquired
by using SAR algorithm.

If the second conversion is completed without any mistakes, the node voltages are
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Vip=0 V3p = VRrEsp

Vin=0 V3n = VRESN
Vap = VRESP2 Vap = Vemo
Von = VrRESN2 Van = Vemo

And the digital codes that are applied to the capacitive DAC arrays are:

DigiCodeP = DigiCodeP,
DigiCodeN = DigiCodeN,
DigiCodeP, = DigiCodeN,

where [DigiCodeP,] and [DigiCodeN,] indicate digital codes that are acquired at the
end of the second SAR conversion.

The total charges on the common nodes V;,-V3, nad V,,-V3, can be determined as
follow:
QRESp2 :(Vzp — le) -Cg+ (Vzp — [DigiCodeP] -VREFP — [DigiCOdeN] 'VREFN) -Bin - Cy
+ (Vap = Vap) - Crp + (V2p — 0) - (Cp1p + Cpap)
Oresp2 =(Vresp2 —0) - Cs + (Vresp2 — [DigiCodePs | - Vrerp — [DigiCodeN,| - Vrern ) Bin - Cy

+ (Vresp2 —Vemo) - Cr + (Vresp2 —0) - (Cp1p +Cr2p)
4.15)

QRESnZ =(V2n — Vln) 'CS + (Vzp — [DigiCodeN] . VREFP — [DigiCodeP] . VREFN) -Bin - CU
+ (V3n - V4n) 'CF + (VZn - O) ' (Cpln +Cp2n)
Oresn2 =(Vresn2 —0) - Cs + (Vresna — [DigiCodeNs| - Vrepp — [DigiCodePs] - Vrepw ) Bin - Cy

+ (VrResn2 — Vemo) - Cr + (VResn2 — 0) - (Cpin + Cp2n)
(4.16)

From the begging of the resampling phase to the end of the 2" conversion phase, total
charge in the circuit is preseved.

Orsp2 + Orsp3 = ORESp2

4.17)
ORrsm2 + Orsn3 = ORESn2
Subtracting above equations yield
(Orsp2 + Orsp3) — (Orsn2 + Orsn3) = Oresp2 — ORESn2 4.18)

(Orsp2 — Orsn2) + (Orsp3 — Orsn3) = OrESp2 — ORES2

And inserting equations from (4.11) to (4.16)
< ((VREF 0) CS"’(VREF_ [1111 1111] VAMPP) -Bin - CU+(VREF 0) plp) >
( VeEF — ) Cs+ (VREF — [1 111 111 1] VAMPN) -Bin-Cy + (VREF O) Cpm)
+((Vx —0) - Cpap + (Vx —Vampp) - Cr — (Vx —0) - Cpon + (Vx —Vampn) - Cr))

<(VRESP2 — CS + (VRESPZ — [ngzCodePg] VREFP — [DigiCodeNz] . VREFN)BiI’l . CU>
(VRESP2 —Vewmo) -Cr+ (Vresp2 —0) - (Cpi1p +Cpop)

< VRESNZ — (VRESNZ — [DlglCOdeNz] VREFP — [DigiCodePz] . VREFN)Bin . CU>
(VRESN2 —Vewmo) -Cr+ (Vresn2 —0) - (Cpin 4+ Cp2n)

4.19)
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It follows that

(Vampn —Vamer) -Cr +Vrer - (Cpip — Cpin) + Vx - (Cpop — Cpon)
+ (VAMPN _VAMPP) . ([1111 1111] -Bin-Cy
= (Vresp2 — Vresn2) - Cs + (Vresp2 — Vresn2) - Cr

4.20)
+Veesp2 - (Cpip +Cpop) — Veesna - (Cpin + Cpan)
+ ((Veesp2 = Viesw2) — ([DigiCodePs] — [DigiCodeNo]) - Veerp) g -
+([DigiCodeP) — [DigiCodeN,)) - Vigrw) v
Also, simplification related to Bin
(1111 1111]-Bin=2"—1 4.21)

where n is 8 which is the length of Bin = [11111111] and it is kept as a variable in
order to obtain the transfer function also valid for different values of n.

(Vampn —Vamer) - Cr 4+ Vrer - (Cpip — Cpin) +Vx - (Cpop — Cpon)
+ (Vamen —Vamep) - (2" —1)-Cy

= (Vresp2 — Vresn2) - Cs + (Vresp2 — Vresn2) - Cr

+Vresp2 - (Cpip 4+ Cp2p) — VrEsn2 - (Cpin 4+ Cp2n)

n (Vresp2 — Vresn2) — ([DigiCodeP>] — [DigiCodeN]) - Vrerp .Bin-C
+([DigiCodeP;] — [DigiCodeN>)) - Vrery) v

4.22)

Since (Vaypn — Vampp) equals to equation (4.10)

(Vine —Vinw) - % + (Vx — Vger) - (Cp11’+C]’2”)C;(Cpln+c1’2")
+([DigiCodeN,| — [DigiCodeP,)) - Vrerp - Bin -
+([DigiCodeP;| — [DigiCodeNy]) - Vrery - Bin -

+([0000 0001] - Vgrp — [0000 0001 - Vagry) - Bin - &

+Vrer - (Cpip — Cpin) + Vx - (Cp2p — Cpn) (4.23)
= (Vresp2 — Vresn2) - Cs + (Vresp2 — Veesn2) - Cr
+ Vresp2 - (Cplp + Cp2p) — VRESN? - (Cpln + Cp2n)
+ (VRESP2 — VRESN2) — ([DigiCodePz] — [DigiCodeNz]) . VREFP .Bin-C
+(|DigiCodeP>] — [DigiCodeNs)) - Vrern) v

((2"=1).-Cu +Cr)

SeQe

Now, extracting (Viyp — Viny) from the equation leads to
Cy .

— (Vine —Vinw) - o ((2"=1)-Cy +Cr)

= (Vresp2 — Vresn2) - Cs + (Vresp2 — Vresn2) - Cr

+Vresp2 - (Cpip +Cp2p) — VrREsN2 - (Cpin + Cpn)

([DigiCodeNy] — [DigiCodeP\]) - Vrerp - Bin - G-
+| +([DigiCodeP\] — [DigiCodeNy)) - Vrgry - Bin- & | -((2"—1)-Cy +Cr)
+([0000 0001] - Vigrp — [0000 0001] - Vagrw) - Bin - &

(4.24)
n (Vresp2 — Vresn2) — ([DigiCodePs] — [DigiCodeNs]) - Vrerp .Bin-C
+([DigiCodePy] — [DigiCodeNs)) - Viery) v
C
+(J0000 0001] - Vrgrp — [0000 0001] - Vegry) - Bin - FU (2" =1)-Cy +CF)

F
(Cplp + Cp2p) - (Cpln + Cp2n)
Cr
+ VREF - (Cplp - Cpln) +Vx - (Cp2p - CpZn)
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The parasitic capacitances in the circuit are small and because of the symmetrical
circuit structure. Also, the difference between these parasitic capacitances are
negligible compared to the other capacitance in the circuit. As a result

Co1 =Cp1p=Cp1p and Cpp=Cppp =Cpop 4.25)

The above assumption reduce the number of the parasitic capacitance in the transfer
function and leads to simplification on the equation (4.24)

C
— (Vine —Vinn) - CTi ((2"=1)-Cy+Cr)

= (Vresp2 — Vresn2) - Cs + (Vresp2 — Vresn2) - Cr
+ (Vresp2 — Vresn2) - (Cp1 +Cpo)

(IDigiCodeNy] — [DigiCodeP,]) - Vrirp - Bin - G- (4.26)
+ +([DigiCodeP| — [DigiCodeNy]) - Vrery - Bin - % ((2"=1)-Cy+Cp)

+([0000 0001] - Vrgrp — [0000 0001] - Vrery) - Bin - %

+ <(VRE5p2 — VRESNZ) — ([DigiCodePz} — [DigiCodeNg]) . VREFP

—([DigiCodePs] — [DigiCodeNs)) - Vrery) > Bin-Cy

Also, at the end of the conversion phase the node voltages V>, and V,, approach each
other in consequence of the conversion algorithm.

VrESP2 = VRESN2 = VRES2 (4.27)
Therefore, the equation (4.26) is simplified to

C
— (Vine —Vinw) - é ((2"—1)-Cy+Cr)

C
= ([DigiCodeN,] — [DigiCodePy]) - Vggpp - Bin - C—U ((2"—=1)-Cy +Cr)
F

C
+ ([DigiCOdepl] — [DigiCOdeNl]) -VREFN - Bin - FU . ((2” — 1) -Cy —|—CF)
F
— ([DigiCodeP,] — [DigiCodeN,)) - Vrerp — ([DigiCodeP,| — [DigiCodeN;]) - Vrerpn) - Bin - Cy

C
+([0000 0001] - Vggpp — [0000 0001] - Vrgry) - Bin- FU (2" =1)-Cy +Cr)

F
(4.28)
(Vine = Vinn)
= ([DigiCodeP,| — [DigiCodeN,)) - Vgerp) - Bin - E—U
s
- . . Cy
+ ([DigiCodeN,] — [DigiCodeP,]) - Vrern ) - Bin - ro (4.29)
([DigiCodePy] — [DigiCodeN;]) - Vrerp) \ . Cy-Cr
([DigiCodePz] — [DigiCodeNz]) . VREFN) ((2” — 1) -Cy +CF) -Cy

C
— ([0000 0001] - Vggrp — [0000 0001] - Vrery) - Bin- FU
S
In order to simplify the transfer function, Vggry is accepted as 0. Actually, in the real

circuit, Vgery is connected to ground. Therefore

Vine —Vinn
([DigiCodeP;] — |DigiCodeN,]) - Bin - b~ Cy (4.30)
= ((27=1)-Cu+Cf) VREFP - —
([DigiCodeP,] — [DigiCodeN;]) - Bin — ([0000 0001] - Bin) Cs
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Another definition can be made to reduce variable number in the transfer function.

[DigiCode2] = (|DigiCode2p] — [DigiCode2n))

[DigiCode2] = (|DigiCodelp] — [DigiCodeln)) @.31)
And equation (4.30) becomes
Vine = Vinn
_ ( (IDigiCode?] - Bin- o ) Ve CU (4.32)
([DigiCodel] - Bin — (0000 0001] - Bin) Cs

Cr
((2" — 1) -Cy —I—CF)
obtained from the second conversion. So that, the actual digital data is the combination
of the first and second conversion and the coefficient, K.

The coefficient

designate the weight of the digital data that is

[DigiCode] = K x [DigiCode2]| + [DigiCodel| (4.33)

In the design the capacitance Cr is equal to 4 X Cy and as a result the coefficient

becomes

. With the selected Cr value, 14 bits of digital data is obtained from the

raw 16 bits data. In addition, the mismatch of the capacitor Cx will cause a nonlinearity
since it determines the coefficient K. After the calculation of coefficient K, the input
range can be determined by using equation (4.30) where the maximum digital output
is produced.

[DigiCodel] = [11111111]

4.34
[DigiCode2] = [00111111] 454)

If the conversion occurs without any mistakes, the most significant first and second bit
of the second 8bit conversion will always be 0.

(Vv — Vi) = [11111111] - Byy e
INP INN) = +[00111111]BINﬁ_[OOOOOOOI]B]N REFP CS
1 C
(Vine = Vinn) = ((28—1)+(26— D) ——c— 1) VREFP - —
64.75 Cs (4.35)
C
(VINP_VINN)g((zg—l)—l—l—l)-VREFp-C—Z
C
(VINP—VINN)gzss'VREFP‘C—Z

For a 16V maximum peak voltage and 2V positive reference voltage, value of Cs is
Cu
C5:255-2-E:31.875-CU (4.36)

Instead of poly-poly capacitance, metal-insulator-metal capacitance is used to realize
the sampling capacitance Cs because of high voltage input signal. However, the
matching of MIM capacitor is not predict to be reliable as poly-poly capacitance and
the exact input range will be calculated experimentally. As a result 32V),, input signal
range can be achieved with the ADC.
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5. MODELLING OF THE SAR ADC

Due to the increase of the transistor number and the complexity of the circuits, the
usage of behavioral model is inevitable to analyze the performance of an electronic
system. The behavioral models that are generated by using MATLAB and SIMULINK
offer a convenient method to start design of complex circuit such as analog to digital
converters.

There are 4 main ADC architecture:  Sigma-Delta (XA) ADC, Successive
Approximation Register (SAR) ADC, Pipeline ADC, Flash ADC and each of them use
different type of conversion method that has various analog and digital block. Amongst
to other types, 2step SAR-ADC is widely used architecture that offers solution for
12 to 16 bit resolution at medium conversion rates up to 5 MSps (Haenzsche et
al., 2010). The performance limit of the ADC is dependent to analog components
such as the capacitor array, comparator etc. (Lin et al., 2005). Therefore it is
important to examine design trade-off between multiple factors including capacitor
array mismatch, interstage gain variation, compartor offset, clock signal and effect of
parasitic capacitance.

In this section, the measured ADC structure will be modeled by using transfer
functions that are derived in chapter 4. Before delving into complex charge model, a
simple voltage model will be presented to understand behaviour of the two-step ADC
architecture. Note that, simple voltage model does not include any speed or voltage
limitations. After that, the charge model which is main subject of the thesis will be
introduced including all non-idealities of the system. Each blocks in the system are
examined individually and non-idealities of the block are observed one by one during
the analysis. Amongs to other blocks, capacitive DAC array is the most dominant block
where the matching of the elements is vital to reach aimed resolution. Thus, analysis of
the CDAC occupy important part in this chapter. Also, comparator is another important
block in the system that has to examined and modeled carefully. After modeling of the
block, simulation results will be given for static and dynamic parameters of the ADC.
The model is established and verified in Matlab Simulink environment. The simulation
results give important observation about SAR-ADC which could be used further design
approaches. Finally, the correlation between model and the measurement results will
investigated together to verify model at the end of the chapter.

5.1 Voltage Model

Figure 5.1 presents the basic voltage model that is established to understand working
principle of the two-step SAR-ADC.
The input signal Vj, is an ideal sine wave that satisfies:

Vin = Amp * sin(Freq xt + Phase) + Bias 5.1

where Bias is the input common-mode-voltage, Amp is the amplitude, Freq is the
frequency of the signal. The conversion starts with sampling of the analog input signal
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Figure 5.1 : The basic voltage model of two-step SAR-ADC

at sampling frequency. The zero-order hold block from Simulink library is used to
achieve sampling function. After that, SAR conversion begins with comparison of
the sampled signal and the DAC voltage which is obtain with respect to mid-code
and reference voltage. At the end of the first SAR conversion, residue voltage which
is subtraction of the sampled signal and final DAC voltage. Then residue voltage is
amplified by inter-stage gain block to perform another SAR conversion. Next, the
amplified signal is re-sampled to repeat another SAR conversion. At the end of the
second conversion, first and second 8bit are combined with respect to inter-stage gain
of 64 which is accomplished by gain block. As a result 14bit digital data is obtained.

5.2 Charge Model

A common SAR-ADC consists of a capacitor DAC array, a comparator, a digital
control logic and number of switches (Lin et al., 2005). The conversion is performed
by following order: sampling, first conversion, amplification, resampling and second
conversion. First, analog input signal is sampled and hold on sampling capacitor as a
charge. Then first conversion start with redistribution of the sampled charged between
sampling capacitor and DAC array in order to determine 8 bit digital output. The
resolution of the ADC is primarily depend on the matching of the capacitor array
since charge redistribution is accomplished with respect to capacitor ratio. Variations
of capacitor values results errors in voltage comparisons that is performed by the
comparator.

Figure 5.2 shows the complete behavioral model of the SAR ADC that is established
at the end of the study. Each block in the figure represents sampling, first conversion,
amplification, resampling and second conversion phase of the converter. A state
machine at the top left corner of the figure is build to control phase of the ADC. It
uses clock signal as an input and generate 5 signal for 5 phase of the ADC. Each
block accepts an enable signal and the clock signal. When the state machine sends the
enable signal to the related block, the block is activated. Then, it makes calculation in
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every rising edge of the clock signal. Therefore every block that is used for each state
is triggered enabled subsystems. Apart from them, there are two static blocks in the
figure that are named as Inputs and References. Inputs block generates analog input
signal with respect to user definition as a sine wave or a ramp signal. References block
generates necessary reference voltages as positive and negative reference voltage for
DAC, output common mode voltage for amplifier and reference voltage for internal
node of the ADC.

Before delving into the behavioral model simulation results, fundamental blocks of
the SAR architecture are investigated and modeled including non-ideal effects. Each
block has different type of non-idealities that are examined carefully. At the end of the
section measurement results and the model results will be investigated.

5.2.1 Blocks

5.2.1.1 State machine

The state machine is modeled by using the flow diagram of the 2-step SAR ADC that
was drawn in Figure 5.3. It requires a clock signal as an input and counts number of
rising edges to generate output signals: SAMPLE, SAR1, AMPLIFY, RESAMPLE
and SAR2. The modeled state machine is shown in Figure 5.3.

Clock frequency, clock amplitude, rise and fall times are editable parameters for the
system clock. The state machine generates the output signals with respect to these
parameters. Also, each output has a number of clock cycle parameter and the state
machine decides length of the each state by using clock cycle parameter which are
named as NSAMPLE, NSAR1, NAMPLIFY, NRESAMPLE, NSAR2.

At the beginning, the counter start to count from 0 to NSAMPLE value. When the
NSAMPLE value is reached, reset signal rise and the counter starts to count from 0
to NSARI1 value. Then, the counter counts from 0 to NAMPLIFY, NRESAMPLE and
NSAR?2 respectively. At the end of the SAR2 all cycle is repeated again.

Figure 5.4 shows the modeled state machine and a clock signal. The clock signal has
IMHz frequency, 1V amplitude and the clock cycle parameters are NSAMPLE= 3,
NSARI1= 8§, NAMPLIFY= 3, NRESAMPLE= 3 and NSAR2= 8. According to these
parameters, the output signals are plotted in figure 5.5.

However these signals are generated from a ideal clock signal. In order to add rise
and fall time parameter to the signals, rate limiter block is placed after the CLK block.
Another non-idealities about clock signal is sampling jitter that results variations on
the sampling time.

d
y(t+At) —y(t) = At x Ey(y) (5.2)

where Az is uncertainty in the clock signal y(¢). Figure 5.6 shows the block diagram of
the clock jitter model that is generated by using equation (5.2).

5.2.1.2 Comparator

The basic comparator circuit is an opamp used in the open-loop configuration as shown
in Figure 5.7. The output voltage is given by

Vo = A(Vinp - an) (5-3)
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where A is open-loop gain, Vj,;,, and V;,, are voltages at the non-inverting and inverting
terminals respectively. According to (5.3), voltage transfer characteristic of the
comparator is draw in Figure 5.8.

For Vi, — Viun > Vi, Vous reaches positive supply voltage and for Vi, — Vi < —V;, Vour
reaches negative supply voltage. For —V; < Vj;, — Vi, < +V;, the comparator in linear
region and the output voltage does not reach rail voltages.

The comparator is fundamental block of the SAR ADC as it creates a link between the
analog and digital domain (Salah Hanfoug & Barra, 2014). In every conversion step,
the comparator decides whether the input signal is larger than the reference voltage or
not. So, an error in the comparison causes an incorrect comparator decision that shows
itself as INL and DNL error in the ADC characteristic.

Figure 5.9 presents the comparator model that is used in behavioral SAR model. First,
the two input signals are subtracted at the input as it stated in equation (5.3). After
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that, a constant value is added to subtraction to model comparator offset. Then, a gain
block is used as open-loop gain with respect to (5.3). Then, the amplified signal is
saturated to positive or negative supply voltage. Finally, it is converted to logic levels
by compare to zero block that decides the output is logic 1 or logic 0.

5.2.1.3 Capacitive divider DAC

First, examine two capacitors connected in series in 5.10. The output voltage, V.,

becomes;
G

Vour = Ve f m

5.4)

If C; and C; is made by k and 2" — k unity element respectively, according to equation
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Comp_out

k
(5.4), output voltage become V,,; = Vrefﬁ as needed by a DAC (Maloberti, 2007).

Figure 5.10 illustrates unity element (C,) selection for a simple capacitor divider that
use 2" unity capacitor in total. Generally, instead of using two capacitors, binary
weighted capacitor array architecture is used that is illustrated in Figure 5.11.

The bottom terminals of the capacitors are connected to ground or reference voltage,
VreF, through a switch. Depending on the switches positions, the two capacitor
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Figure 5.11 : Binary weighted capacitor array

——o0

structure at the beginning is formed for 2" different output voltage level. Also, the
full scale voltage is (2" — 1)V,.¢/2" because one unity capacitance is always placed
between ground and the output in order to obtain proper binary transition.

The parasitic capacitances connected to the bottom terminals do not alter the transfer
function of capacitor divider as it is located on low impedance nodes. However the
parasitic capacitances connected to the output node disturb the capacitive division ratio
and the output voltage for a binary weighted capacitor array becomes

Y biCi
1

Vour = Vref# (5.5)

ZCZ'—I—ZCW'
0 0

where b; are the digital control bits, C; is binary weighted capacitor matrix and Cp,;
is parasitic capacitors on the output node. If the value of parasitic capacitances is
constant, the effect of it results as a gain error on the equation (5.5). Nevertheless, it is
dependent on the output voltage and shows itself as a non-linear dependence that cause
harmonic distortion.

The relation between the total number of element in the capacitor divider and number
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of the bits is exponential and it is not efficient to use the binary weighted architecture
directly because higher number of the bits increase the silicon area and capacitive load.
Using the minimum size unity capacitance can solve the problem but it is not preferable
due to matching requirement.
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vt ﬁ 5 ﬁ? ﬁ 1&

=

Figure 5.12 : The capacitor array with an attenuator capacitor in the middle

The binary weighted capacitor array with an attenuator capacitance in figure 5.12 is
an alternative approach that has smaller capacitive load and lower power consumption
as result of reduced the total number of element (Wong et al., 2009). However, the
linearity of the DAC array is more dependent on parasitic capacitance in the circuit
and must be examined carefully.

The attenuation capacitance and the entire left array creates an attenuation factor K.

_Ca-(2"2-1)C,
CCa4 (272 -1)C,

(5.6)

which is the series combination of them. If the value of Cy4 is equal to C,, the
attenuation factor K yields;

G (2r-ne, (22 -1)

Cu 5.7)

and In order to find effect of split capacitor on the output voltage, two different
condition is examined;

* If the corresponded bit, m, is at the LSB side of the array goes to logic 1(m < n/2),
charge equation at X node

Vi (22 =1 =277 ) - (Vi = Vi) Cu+ (Vi = Vour) Cu =0
Vi (272 =1) Gy = Vier2"'Cy+ (Vi = Vour) Gy = 0 58
Vx2"2Cy — Vy 2" L Cy = Vi Cu = 0

V22 V2"V, =0
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and charge equation at the output node

Vour <2n/z _ 1) Cu+ (Vius — V) Gy = 0
Vour2"2C, — VxCy =0 (5.9)
Vx = Voutzn/2

If the equation (5.9) is written in (5.8)

Voutzn/zzn/2 - Vrefz(M71) —Vour =0
Voutzn - Vrefz(m_l) —Vour =0

Vour <2m — 1) — Vrefz(m_l) (5.10)
2(m—1)
Vour = Vref 50—

* If the corresponded bit, m, is at the MSB side of the array goes to logic 1(m > n/2),
charge equation at X node

Vy (2"/2 - 1) Cut (Vi — Vi) Ca = 0 si1)
Vx = Vomzim/2
and charge equation at the output node

Voua (22 =1 =200 Gy (Voug = Vi) 20" 270C, + (Vs = Vi) Cu = 0
Vour2"2Cy = Vyo 20 12-DC, — V5 C, = 0
Voulzn/2 - Vrefz(m_n/z_l) - VX =0

(5.12)
If the equation (5.11) is written in (5.12)
Voutzn/2 - Vrefz(m_n/z_l) - Vomfz_m/2
9 (m—n/2—1)
Vour = =3 Vref (5.13)
2m—1
Vour = ﬁ

Equations (5.10) and (5.13) prove that if Cy4 is equal to C,,, LSB and MSB side of the
array has the same effect on the output voltage. Therefore, equation (5.5) is still valid
but it needs to re-arrange according to the previous analysis.

biC;
Y ==+ ) biG
1 K n/2+1
Vour = Vref (5.14)
n/ZCi n n/ZC ; n
Z}‘i‘ Z CrFZ%—F Z Cpi
1 n/2+1 1 n/2+1
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where K is attenuation factor in equation (5.6). However, equation (5.6) should be
re-examined by including the effect of parasitic capacitance.

n/2
Ca- (22 =1)Cu+ Y. Cp)
1

n/2
Ca+(22=1)Cy+ ) Cp,i
1

K= (5.15)

By using equation (5.14), a capactive DAC model is presented in figure 5.13. Assume
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Figure 5.13 : The capacitor array block diagram

that digital code is mid-code 10000000. All switches, except the most significant
capacitor’s switch, connected to Vggry voltage to the bottom of capacitor array and
the the most significant capacitor’s switch is connected to Vggpp. Since top terminal
of the capacitors are connected to Vggr, capacitors can be modeled as gain block. In
addition, there is an extra gain block which is located at the left side of the array name
as attenuation factor. This block is used to model split capacitor effect as it stated in
equation (5.6).

Figure 5.14 shows ideal transfer curve of 8 bit split DAC where attenuation factor is
1/16. It has the same transfer function of ideal binary weighted capacitor array. There
are 255 quantization step at the transfer function and each step length is 1LSB. Thus,
DNL and INL error is zero. Also, output spectrum of the ideal DAC is shown in figure
5.15. Input signal is a sine wave at 17.69kHz and calculated SNR is 86.04dB. It is
clear that there is no any spur at the output spectrum. Only noise source in the system
is unavoidable quantization noise.

In order to examine effect of parasitic capacitance, the least and most significant
capacitor value is scattered respectively while the attenuation factor is still 1/16.
Figure 5.16 shows the transfer function, INL and DNL plots when the weight of the
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Figure 5.14 : Ideal transfer curve of DAC model

least significant capacitor is scattered form 1 to 1.5.

As it seen from figure 5.16, the mid-code does not give half of full scale voltage(0.5V)
anymore. Since the least significant capacitor is scattered, DNL error become 0.497
and —0.5LSB respectively because in every step of DAC, the capacitor is charged to
Vier or 0 to provide 1LSB quantization step. INL error is laying between 0.497 and
—0.497 LSB and it is monotone decreasing behaviour by the reason of DNL error.
Figure 5.17 shows the transfer function, INL and DNL plots when the weight of the
most significant capacitor is scattered form 8 to 7.5.

When the most significant bit becomes 1, the most significant capacitor is charged
to Ve and the transfer function has a bump at the mid-code which is *10000000°.
This time, DNL error stay constant at 0.032LSB except mid-code where DNL error
reaches —8.277LSB. Similarly, INL error raise with the same slope until mid-code.
When it reaches the maximum value, 4.113LSB, the slope direction is changed and
the minimum value, —3.984LSB is obtained.

Figure 5.18 demonstrates the transfer function, DNL and INL plots when the
attenuation factor is scattered from 1/16 to 1/15.

As the figure 5.18 16 distinguished segments at every 16th code, resulting from
attenuation capacitor variation. All capacitors at the left side of the CDAC are effected
by same ratio(1/15) and thus they have the same DNL error. As it seen from DNL
graph, first 15 code has the same DNL error which is 0.0625LSB. Then 16th code
reaches —1LSB peak value because the least significant capacitor at the right side of
the array is activated. Since INL is integration of DNL, INL error has the same slope
for first 15 code, then 16th code has a similar bump in DNL eror. Maximum INL error
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Figure 5.15 : Spectrum response of ideal DAC model

is determined as 0.9375LSB.

It is known fact that the maximum obtainable resolution of SAR ADC is primarily
limited by the matching of the capacitors in the circuit (Lin et al., 2005). Independent
from the layout placement or routing, capacitance mismatch is proportional to the
square root of the occupied area and is given by

A—C) _ Ac (5.16)

C vVWL

where Ac 1s a parameter depends on technology and capacitor type, the parameter W
and L are the width and the length of the capacitor, the term (%) is standard deviation
of the nominal value of the capacitor (Haenzsche et al., 2010). The parameter Ac is
0.45% for AMS 0.35u technology. The relation between achievable resolution and

deviation of the capacitor is given in (Lin et al., 2005)

l+0++vV1+20—302

20

o

) (5.17)

Nmax = lng(

where N, 1S maximum obtainable resolution and o is standard deviation of the
unit capacitor in the circuit. However as it is stated in (Haenzsche et al., 2010), a
worst case analysis is used to determine relation between unit capacitance and the
attainable resolution N. Figure 5.19 shows the distribution based approach that leads
more realistic approximation than (Lin et al., 2005).

To obtain 14bit resolution, ¢ should be smaller than 3 x 10~*. The unity capacitor
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Figure 5.19 : Maximum attainable resolution depending on the matching of an unity capacitor

designed ADC has W = 20u and L = 20u and it leads to o = 2.25 x 10~
that is enough to reach N = 14bit resolution. In addition, a new unit cell design
is accomplished in AMS 0.18u process technology to begin new version of the
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SAR-ADC. The layout of the capacity cell is presented in Figure 5.20.

Figure 5.20 : Layout of the unity capacitor

Unity capacitor is comprised of metal-insulator-metal(MIM) that is 30.94fF, W = 10p,
L = 10u. Top plate is covered by layer AM which is top-metal in the process and
bottom plate is covered by layer MT4. Every side of the cell has an entry point that
allows to connect top terminals of the capacitor array.

5.2.1.4 SAR logic block

SAR logic block determines the bit values sequantially by using binary search
algorithm and then final digital data is stored in the registers and send to the DAC
array at the end of the conversion phase. A generic way to implement SAR is using
linear feedback shift register that is shown in figure 5.21 (Anderson, 1972). At least
2N flip flops are occupied in this architecture.

The architecture based on two rows of flip-flops that are used to produce digital binary
data for DAC array. The first row is a shift register that shift logic 1 in each clock
rising edge to set sequentially one of the flip flops in the second row. Depending on
comparator decision related flip flop in the second row stores the result of comparator.
When the last flip flop in the second row is activated, RST signal goes to logic 1 and
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Figure 5.21 : A generic SAR block diagram

all flip flops in the first row are reset to start a new conversion.

Table 5.1 shows a detailed description of SAR algorithm. Each conversion takes 9
clock cycle to finalize SAR algorithm. In the cycle 0, all registers that are used to send
output data are reset to logic 0. In the next cycle, the flip flop that correspond most
significant bit is set to logic 1 to make an initial guess. Then, SAR loads the result of
MSB data and again makes a guess logic 1 for next bit. When 8 approximation is made
for 8bits, final digital output is send to DAC array. SAR conversion requires 10 clock
cycles to generate digital output in every conversion phase.

Table 5.1 : SAR Logic truth table
| Cycle | Reset | D7 D6 D5 D4 D3 D2 DI DO | Comp |

0 1 0 0 0 0 0 0 0 0 -

1 0 1 0 0 0 0 0 0 0 ay
2 0 ay 1 0 0 0 0 0 0 ag
3 0 ay  ag 1 0 0 0 0 0 as
4 0 az ag as 1 0 0 0 0 a4
5 0 az ag as a 1 0 0 0 a3z
6 0 a; ag as a4 ag 1 0 0 a
7 0 a; ag as a4 az a 1 0 aj
8 0 a; ag as a4 a3 a a 1 ag
9 0 ay ag as a4 as ar al a0 -

According to figure 5.21, SAR block requires a counter and a logic that decides the
output whether is logic 0 or 1. Figure 5.22 shows the counter that is realized in
Simulink.

It starts to count from O to 8 that is necessary for SAR logic. A delay function 771 is
used to wait each clock rising edge.

Figure 5.23 presents the sar model that use 8 subsystem for 8 bit output. Each
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Figure 5.22 : Block diagram of counter

P Reset P Reset > Reset P Reset
P CompOut  Bit 1 P CompOut ~ Bit2 P CompOut ~ Bit 3 P CompOut  Bit4
t—P> ENB Bit1 > ENB Bit2 —P> ENB Bit 3 t—> ENB Bit4
Subsystem1 Subsystem2 Subsystem3 Subsystem4
G
Comp_In
t—P> Reset t—P> Reset t—P> Reset t—P> Reset
P CompOut ~ Bit5 Compout  Bite (6 ) P CompOut ~ Bit 7 P CompOut ~ Bit8
+—p{ENB Bit5 P ENB Bit 6 P ENB Bit7 P ENB Bit 8
@ Subsystem5 Subsystem6 Subsystem?7 Subsystem8
2

Counter

Figure 5.23 : Block diagram of SAR Logic

subsystem has 3 input terminals as Reset, CompOut, ENB and 1 output terminal as
BitN. According to input signals, output bit is determined by using logic that is shown
in Figure 5.24. Block diagram in figure 5.24 is use the counter output as ENB signal.

Reset .

Bit number1

Bit number2 46\
_ > ——b—\ ———»H >0
ENB AND |5 0 P Bit 1

Bit number —Ppp—=o

tn Logical
Operator 1

NOT ,

CompOut
Inverse

Figure 5.24 : Block diagram of SAR subsystem
Note that Reset and ENB are the same signal since both of them are generated by the

counter. However Reset signal is used in the last switch that decides switch condition.
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Also there is a delay function which is used to store determined bit value until Reset
signal goes logic 1 or ENB signal goes logic 1.

5.2.2 Model Results
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Figure 5.25 : Time domain response of behavioral model

First, the model is simulated without using any non-idealties. Figure 5.25 and 5.26
shows time domain signal response of the modeled ADC for sine wave input signal,
sampled charge and first residue charge.

In order to show movement of the signals, simulation time is kept as 25us for this
case. First, 16V input signal is sampled and sampled charge is constant until the next
sampling phase. Because of SAR algorithm, residue voltages are changing during
the conversion phase. However if the conversion is performed without any mistakes,
residue voltage will be smaller than 1LSB voltage which is 976vV

Figure 5.27 shows spectral response of 14bit ideal SAR-ADC model. SNR is 86.02dB,
SFDR —117dB and noise floor is at —130dB. There is no any significant spur that will
effect linearity of the ADC.

Assume that comparator and amplifier have offset V, rr. and V,, s, respectively. At the
end of the first 8bit conversion phase, relation between input and output can be stated
as:

Vin = D1 X VLsp + Viest (5.18)

where Vj, is the analog input voltage, D1 is 8bit digital output code, Vi sp is LSB
voltages of the CDAC and V., is residue voltage at the end of the first 8 bit conversion
state.
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Comparator offset affects comparator decision when the difference between CDAC
output and input voltage is smaller than comparator offset. It affects digital output
code that is obtained at the end of the conversion state.

In the amplification phase, the residue signal is amplified by inter-stage gain of K
Vamp =K- (Vresl - Voffa) (5.19)

where V,,,, represent amplified signal. After that, the amplified signal is resampled on
the CDAC to perform another 8bit conversion.

Vamp =D2-Visp+ Vies2 (5-20)

where D2 is 8bit digital output code and V. is residue voltage at the end of the second
8bit conversion. To obtain actual digital output, D;,; can determined as:

D2
Dtat - Dl + 7 (5.21)

If the D1 and D2 is replaced by using equation (5.18), (5.19), (5.20):

(Vresl - Voffa) K — Vres2

Dtol 'VLSB — (Vm - Vresl) + (5-22)

K
After making proper simplifications:
Vies2
Dyor - Visg = Vin — Voffa - % (5.23)

It is clear that, the relation between the input signal voltage and digital output is linear.
The amplifier offset just shift the transfer function. Also, comparator offset cause a
shift on residue voltage as amplifier offset.

Figure 5.28 shows variations of the inter-stage gain from 60 to 68. As it expected
maximum SNR value is reached when inter-stage gain is 64. The effect of variation is
almost symmetrical according to middle point.

A different approach is accomplish by adding measured INL error to capactive DAC
array. Figure 5.29 shows spectral response of the ADC with inter-stage gain, K, of
64. SNR is 79.75dB and SFDR is 89.57 which are close to measurement results of the
SAR ADC.

Finally, figure ?? shows together measurement and model results of the SAR ADC.
Blue and red curves show calculated SNR values versus full scale voltage for model
and measured results. In order to effect of inter-stage gain and variaton of capacitive
DAC array, related variables are changed and green curve shows SNR values which is
close to measurement results until 10V, full scale voltage. Beyond that point, HVBS
dominates the performance of the ADC and results SNR degradation. Yellow curve
shows measurement results when the capacitive array mismatch and inter-stage gain
are changed dramatically.
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Figure 5.29 : Spectral response of the ADC with measured INL
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6. CONCLUSION

In this study, complete behavioral modeling of the two-step SAR ADC architecture
with its ideal and non-ideal effects is implemented based on derived transfer function
of the converter by using Matlab Simulink blocks.

The model contains main blocks of the SAR ADC which are state machine,
comparator, capacitive DAC and SAR logic block. Also, every parameter in the model
including input signal, clock signal and reference voltages are stated as variable that
can be changed by user at the beginning of the simulation. Therefore, it can be used to
implement any N-bit SAR architecture in the literature or market to analyze the effects
of non-idealities on the ADC performance.

During the thesis, great efforts are spent to understand transfer functions of the 2step
SAR architecture that are derived as charge equations for every state. While realizing
transfer functions in Simulink, measurement results are also included to system to
verify established model. According to results that are obtained from measurement and
model, capacitive DAC array is the most critical part that dominates performance of
the ADC. After that comparator is next important block that determines performance of
the converter. Since it is a 2step architecture, inter-stage gain is another vital parameter
that defines characteristic of the ADC. Variation on the inter-stage gain cause SNR
degradation and DNL-INL error at the output signal. The model

Simulation time is incredibly short in the established model. Thus, it offers a fast
solution for full system simulation that take long simulation time while saving time.
In addition, specification for sub-blocks of the ADC can be found by using the model.
That gives opinion to the designer about demanded ADC is achievable or not for given
technology.

The realized behavioral model will be a good start point for a designer who is dealing
with SAR ADC. It will help to understand the basic principles and investigate complex
behaviour of the ADC by using top-down methodology. Since all parameters are left
as an input variable, it can be easily used for any SAR structure. Most of all, based
on the presented work, transistor-level simulation time that is spend during design of a
SAR ADC will be shorten.
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APPENDIX A.2

function [snrdB,ptotdB,psigdB,pnoisedB] = calcSNR(vout, f, fB,w,N,Vref)
% SNR calculation in the time domain (P. Malcovati, S. Brigati)

vout: Sigma-Delta bit-stream taken at the modulator output

f: Normalized signal frequency (fs -> 1)

fB: Base-band frequency bins

w: windowing vector

N: samples number

Vref: feedback reference voltage

o0 oo o do oe o

o

snrdB: SNR in dB

ptotdB: Bit-stream power spectral density (vector
psigdB: Extracted signal power spectral density (vector)
pnoisedB: Noise power spectral density (vector

o de de e

o0

o0

fB=ceil (fB);
signal=(N/sum(w)) *sinusx (vout (1:N) .*w, £,N);
signal2=(N/sum(w)) *sinusx (vout (1:N) .*w,2+£f,N);
signal3=(N/sum(w)) *sinusx (vout (1:N)
signald=(N/sum(w)) *sinusx (vout (1:N) .*w,4xf,N);
signal5=(N/sum(w)) *sinusx (vout (1:N)

Extracts sinusoidal signal

noise=vout (1:N)-signal-signal2-signal3-signal4-signal5 % Extracts noise components
signal=signal+signal2+signal3+signal4+signal5

stot=((abs (fft ((vout (1:N).xw)")))."2); % Bit-stream PSD
ssignal=(abs (fft ((signal(1:N).xw)’)))."2; % Signal PSD
snoise=(abs (fft ((noise(1:N).xw)’)))."2; % Noise PSD
pwsignal=sum(ssignal (1:£fB)); Signal power
pwnoise=sum(snoise (1:£B)); Noise power
snr=pwsignal/pwnoise;

snrdB=dbp (snr) ;

norm=sum(stot) /Vref"2; % PSD normalization

if nargout > 1
ptot=stot/norm;
ptot=ptot+eps;
ptotdB=dbp (ptot) ;

end

if nargout > 2
psig=ssignal/norm;
psigdB=dbp (psig);

end

if nargout > 3
pnoise=snoise/norm;
pnoisedB=dbp (pnoise) ;

end

function y=dbp (x)

% dbp(x) = 10xloglO(x): the dB equivalent of the power x
y = -Infxones(size(x));
nonzero = x~=0;

y (nonzero) = 10%xlogl0 (abs (x(nonzero)));

function y=dbv (x)

% dbv(x) = 20xlogl0(abs(x)); the dB equivalent of the voltage x
y = -Infxones(size(x));

nonzero = x~=0;

y (nonzero) = 20x1logl0 (abs (x(nonzero)));

function outx = sinusx(in, f,n)

o

o0

Extraction of a sinusoidal signal

o

sinx=sin (2+pixf*[1l:n]);
cosx=cos (2+xpi*xfx[1l:n]);
in=in(l:n);
al=2+sinx.*in;
a=sum(al) /n;
bl=2xcosx.*1in;
b=sum(bl) /n;
outx=a.xsinx + b.xcosx;
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APPENDIX A.2

clc;

clear;

close all;

$% Variables
InputSig = 1;
CapModel = 0;

Input Signal 1 for Sine Wave -1 for Ramp
Cap Array 1 for with attenutor -1 for binary cap array

de o

FIN = 200e3; % Input Signal Frequency
AIN = 16; % Input Signal Amplitude
VINCM = 8; % Input Signal Common Mode
FCONV = le6; % Sampling Frequency

NFFT = 2"14; % FFT point

FFTCycle = FIN#NFFT/FCONV; % Number of Cycle

while ~isprime (round(FFTCycle)) % Coherent Sampling Check
FFTCycle = round(FFTCycle)+1;

end

FCONV = FIN*NFFT/FFTCycle; % Sampling Frequency
ACLK =1; % Clock Amplitude
NSAMPLE = 1; % Sampling Time

NSARL = 9; % First SAR Conv Time

i
NAMPLIFY = 1;
NRESAMPLE = 1;

o

Amplification Time
Resampling Time

o

NSAR2 = 9; % Second SAR Conv Time

NTOT = NSAMPLE+NSAR1+NAMPLIFY+NRESAMPLE+NSAR2; % Total Conv Time
FCLK = FCONV=*NTOT; % Clock Frequency

VREFP = 2; % Positive Reference Voltage

VREFN = 0; % Negative Reference Voltage

VREF = 3; % Reference Voltage

VCMo = 1.65; % Output Common Mode Voltage

K = 64; % Interstage Gain

C_u = le-12; % unit capacitance

C_ap = C_uxl; % attenuator capacitance on P Node
C_an = C_uxl; % attenuator capacitance on N Node

Bin = [2"7 276 275 274 273 272 271 270]; % Cap Array
C_misP = 0;
C_misN = 0;

if (CapModel == 1)
Bin = [273 272 271 270 273 27”2 271 270]; % Cap Array with Attenuator
BinP = Bin+C_misP=0; % Cap Array on P Node
BinN = Bin+C_misN=0; % Cap Array on N Node
BinP (5:8) = sum(BinP (5:8))+C_uxC_ap/ (sum(BinP (5:8))*C_u+C_ap) / (sum(BinP (5:8))*C_u) *BinP (5:8) ;
BinN(5:8) = sum(BinN(5:8))*C_u*C_an/ (sum(BinN(5:8))*C_u+C_an) / (sum(BinN(5:8))*C_u) *BinN (5:8);
else

BinP = Binj;
BinN = Binj;

end

C_s = sum(Bin) *VREFP/AIN+C_u; % sampling capacitance
C_f = sum(Bin) *C_u/ (K-1); % feedback capacitance
C_plp 0.0xC_u; % parasitics capacitance
C_p2p = 0.0+C_u; % parasitics capacitance
C_pln = 0.0%C_u; % parasitics capacitance
C_p2n 0.0xC_u; % parasitics capacitance
C_p = C_plp+C_p2p; % parasitics cap on node p
C_n = C_pln+C_p2n; % parasitics cap on node p
int_gain = (sum(Bin)*C_u+C_f)/C_f; % interstage gain

%% Simulation
if (InputSig == 1)
stoptime = FFTCycle/FIN+10/FCONV; % simulation stop time
stoptime = 19/FCONV
else
stoptime = 278%32/FCONV; % simulation stop time
VINCM = 0;

end

slope = AIN/stoptime; % slope of the ramp signal
sim(’bitl4Sar.mdl’); % 14 bit SAR model

%% FFT

SB = AIN/(278-1); % LSB value
if (InputSig == 1)

% 14 bit SAR FFT
Q8bit = simout.signals.values;

Q8bit = Q8bit (2:size (Q8bit));

Q6bit = simoutl.signals.values;
Q6bit = Q6bit (2:size(Q6bit));

Q = Q8bit (1:NFFT)+Q6bit (1:NFFT);
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% Attenuator Cap Effect on Node P
% Attenuator Cap Effect on Node N



o

FFT calc SNR

Q = 0-mean(Q);
w = rectwin (NFFT);

% SNR
[SNR, ptotdB, psigdB, pnoisedB] = calcSNR(Q’, FIN./FCONV, NFFT/2, w’, NFFT,
f = FCONV/2xlinspace(0, 1, NFFT/2);

plot (f,ptotdB (1:NFFT/2))

xlabel (' FREQUENCY [kHz]’,’Fontsize’,8)

ylabel (' AMPLITUDE [dBFS]’,’FontSize’,8)

title(’Spectral Response’,’FontSize’,8,’FontWeight’,’normal’))

grid on
SNR
end
%% INL DNL

if

(InputSig==0)
Outhistl4bit = hist (Q-95,2"14);
Idealhist = 32;

dnl = 1-Outhistl4bit/mean (Outhistl4bit);
dnl = dnl(2:16383);
dnlldbit = dnl-mean(dnl);

inlldbit = cumsum(dnlld4bit);

Outhist8bit = hist (Q8bit,278);
Idealhist = 32x%64;

dnl = 1-Outhist8bit/mean (Outhist8bit);
dnl = dnl(2:255);
dnl = dnl-mean (dnl);

inl = cumsum(dnl);
figure (’name’,’DNL’, ' numbertitle’,’off’)

subplot (2,1,1)

plot (dnl)

title(’DNL TFC, N = 8');
xlabel (' Code’);

ylabel ("LSB’);

subplot (2,1, 2)
plot (dnlldbit)
title(DNL TFC, N = 147);
xlabel (’Code’);
ylabel ('LSB’);

figure (’name’,’ INL’, ' numbertitle’,’ off’)

subplot (2,1,1)

plot (inl);

title(’INL TFC, N = 87);
xlabel (' Code’);

ylabel ("LSB’);

subplot (2,1, 2)

plot (inlldbit);
title(’INL TFC, N = 14'");
xlabel (' Code’);

ylabel ("LSB’);

end

sqrt (2));
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APPENDIX A.3

clc;

clear all;

close all;

load dnl_inl.mat;
load list;

o

Measured INL-DNL
Amplitude Array

o

%% Parameters

N = 14; % Input Bit Number
k1l = 1/16; % First Gain Stage
k2 = 1/64; % Seconde Gain Stage

input signals

input = 0:2”N-1; % N Bit Input
digcode = de2bi (input,’left-msb’);

% input sine signal

F_s = 5e6/43; % Sampling Frequency
T_s = 1/F_s; % Sampling Period
N_points = 2716; % Number of Points
F_in = 9973%F_s/N_points; % Input Frequency

s

F_in = 17e3
noise wgn (N_points,1,-93.58);
% load noise.mat;

sigma = std(noise);

list = 1list/64.75; $ Normalization of Amplitude
A = 0.5; % Amplitude
Vem = 0.5; % Common mode Voltage
t = (1:N_points)*T_s; % time

x = Axsin(2xpi«F_in*t); % sine wave
ampl = 107(108.4/20);

amp2 = 107(51.9/20);

amp3 = 10" (96.33/20);

amp4 = 107(-18.1/20);

al = 1;

a2 = amp2/ampl;

a2 = 0;

a3 = 100x30*amp4/amp3/6.32;

a3 = 0;

y = Vemtalsxx+talxx.”2+a3xx.”3+noise’;

% y = awgn(y,93.58);

% capacitor array

Al = [8 4 2 1]1;

A2 = Al.«xkl;

A3 = Al.xk2;

A4 = Al.*kl.*k2;

DWM1 = [Al’;RA2'];

DWM2 = [A3(3:4)';A4’];

DWM3 = [DWM1;DWM2];

% initialize variables

tfc = zeros(2”N,1);

q = zeros (N_points,1);

%% transfer function

tfc = digcodexDWM3;

tfc = tfc/max(tfc); % normalization of
LSB1l = max(tfc)/(2"N-1);

addition of inl
tfc(2: (2"N-1))

%% quantization of sine wave

for i = l:length(y)

if(y(i)>0)
g(i) = find(y(i) >= tfc, 1, ’last’);
else
g(i) = find(y(i) <= tfc, 1, "first’);
end
end
qa=q-1;

max (q) / (length(q)-1);

snr calculation

y = y-mean(y);
q = g-mean(q);
L = N_points;
w = rectwin (L)

tfc(2: (2°N-1)) + LSBl.smeas_inl’+0;



SNR, ptotdB, psigdB, pnoisedB] =

% SNRA(d) = SNR

f = F_s/2xlinspace (0, 1, N_points/2);
%% fft

figure

L = N_points;

w = rectwin(L);

Q = fft(g(l:N_points),N_points)./N_points
Q = 20%xlogl0(abs(Q));

Q = 0-max(Q);

plot (Q)

figure

Q = fft(y(l:N_points),N_points)./N_points;
Q = 20%logl0(abs(Q));

Q = Q-max(Q);

calcSNR(q’,

F_in./F_s, L/2, w'’, N_points,

plot (£/1000,Q(2:N_points/2+1),’Linewidth’,1,’Color’," k")

xlabel (' FREQUENCY
ylabel (' AMPLITUDE

[kHz]’,’Fontsize’,8)
[dBFS]’,"FontSize’, 8)

title (' Spectral Response’,’FontSize’,8,’FontWeight’,’normal’)

axis ([min(f) /1000 max (f) /1000 -120 0])
grid on

1);

90



APPENDIX A4

clc;

clear;

close all;

%% Variables
InputSig = 0;
CapModel = 0;

o

Input Signal 1 for Sine Wave -1 for Ramp
Cap Array 1 for with attenutor -1 for binary cap array

o

FIN = 200e3; % Input Signal Frequency
AIN = 16; % Input Signal Amplitude
VINCM = 8; % Input Signal Common Mode
FCONV = leé6; % Sampling Frequency

NEFT = 2"14; % FFT point

FFTCycle = FIN#NFFT/FCONV; % Number of Cycle

while ~isprime (round(FFTCycle)) % Coherent Sampling Check
FFTCycle = round(FFTCycle)+1;

end

FCONV = FIN«NFFT/FFTCycle; % Sampling Frequency
ACLK 1; % Clock Amplitude
NSAMPLE = 1; Sampling Time

NSARIL = 9; First SAR Conv Time

;
NAMPLIFY = 1;
NRESAMPLE = 1;

Amplification Time
Resampling Time

80 0 oP d° 0P

NSAR2 = 9; Second SAR Conv Time
NTOT = NSAMPLE+NSAR1+NAMPLIFY+NRESAMPLE+NSAR2; % Total Conv Time
FCLK = FCONV=*NTOT; % Clock Frequency
VREFP = 2; % Positive Reference Voltage
VREFN = 0; % Negative Reference Voltage
VREF = 3; % Reference Voltage
VCMo = 1.65; % Output Common Mode Voltage
K = 64; % Interstage Gain
offset = 0
C_u = le-12; % unit capacitance
C_ap = C_ux*1l; % attenuator capacitance on P Node
C_an = C_ux*1; % attenuator capacitance on N Node
Bin = [277 276 275 274 273 272 271 270]; % Cap Array
C_misP = 0;
C_misN = 0;
if (CapModel == 1)
Bin = [273 272 271 270 273 272 2”1 270]; % Cap Array with Attenuator
BinP = Bin+C_misP«0; % Cap Array on P Node
BinN = Bin+C_misN«0; % Cap Array on N Node

BinP (5:8) = sum(BinP(5:8))*C_uxC_ap/ (sum(BinP (5:8))«C_u+C_ap) / (sum(BinP (5:8))+C_u) *BinP (5:8); % Attenuator Cap Effect on Node P

BinN(5:8) = sum(BinN(5:8))*C_u*C_an/ (sum(BinN(5:8))*C_u+C_an)/ (sum(BinN(5:8))+C_u) +BinN(5:8); % Attenuator Cap Effect on Node N
else

BinP = Bin;

BinN = Bin;

end

C_s = sum(Bin) *VREFP/AIN*C_u; % sampling capacitance
c_f = sum(Bin) *C_u/ (K-1); % feedback capacitance
C_plp 0.0%C_u; % parasitics capacitance
C_p2p = 0.0xC_u; % parasitics capacitance
C_pln = 0.0%C_u; % parasitics capacitance
C_p2n 0.0xC_u; % parasitics capacitance
C_p = C_plp+C_p2p; % parasitics cap on node p
C_n = C_pln+C_p2n; % parasitics cap on node p
int_gain = (sum(Bin)«*C_u+C_f)/C_£f; % interstage gain

%% Simulation

if (InputSig == 1)

stoptime = FFTCycle/FIN+10/FCONV; % simulation stop time
stoptime = 500/FCLK

o

else
stoptime = 278x1/FCONV; % simulation stop time
VINCM = 0;

end

slope = AIN/stoptime; % slope of the ramp signal

sim(’bitl4Sarv5.mdl’); % 14 bit SAR model

%% FFT

LSB = AIN/(278-1); % LSB value

if (InputSig == 1)

8 bit SAR FFTsynchronous
Q8bit = simout.signals.values;
% Q8bit = Q8bit (2:size(Q8bit));

o

o
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o

o

o

o

end

oo

LSB
if

5 Q

Q8bit (1:NFFT);

% 14 bit SAR FFT
Q8bit = simout.signals.values;

Q8bit = Q8bit (2:size(Q8bit));

Q6bit = simoutl.signals.values;

Q6bit = Q6bit (2:size(Q6bit));

0

o0

0

=

% [SNR, Y_sig,

FFT calc SNR

= Q-mean(Q);

rectwin (NFFT) ;

SNR

Y _noi, Y_tot]

[SNR, ptotdB, psigdB, pnoisedB]
f

= Q8bit (2:NFFT+1)+Q6bit (2:NFFT+1) /K;

calculateSNR(Q(1:NFFT)

calcSNR(Q’,

FCONV/2xlinspace (0, 1, NFFT/2);

plot (f,ptotdB(1:NFFT/2))
xlabel (' FREQUENCY
ylabel (' AMPLITUDE

axis

grid on

SNR

INL DNL

Q =

dnl
dnl

AIN/2"8
(InputSig==0)

Q8bit+Q6bit/K
Outhistl4bit = hist(Q,2714);
Idealhist = 32;

[kHz]’,’Fontsize’, 8)
[dBFS]’,’FontSize’, 8)
title (' Spectral Response’,’FontSize’,8,’FontWeight’,’normal’
([min(£) /1000 max (£) /1000 -120 0])

1-Outhistl4bit/mean (Outhistl4bit);

dnl(2:16383)

;

dnlld4bit = dnl-mean (dnl);

inlldbit = cumsum(dnlldbit);

Outhist8bit = hist (Q8bit,278);
Idealhist = 32x64;

dnl
dnl
dnl

inl

1-Outhist8bit/mean (Outhist8bit) ;

dnl (2:255);

dnl-mean (dnl);

cumsum (dnl) ;

figure (' name’,’DNL’, '’ numbertitle’,’off’)

subplot (2,1,1)
plot (dnl)
title(’DNL TFC, N
xlabel (" Code’) ;
ylabel (' LSB’);

subplot (2,1,2)
plot (dnlldbit)
title('DNL TFC, N
xlabel (" Code’) ;
ylabel ("LSB');

147);

figure ('name’,’ INL’, ' numbertitle’,’off’)

subplot (2,1,1)
plot (inl);
title(’INL TFC, N
xlabel (" Code’) ;
ylabel (LSB’);

subplot(2,1,2)
plot (inll4bit);
title(’INL TFC, N
xlabel (" Code’);
ylabel ("LSB’);

8");

147);

FIN./FCONV, NFFT/2,

w’,

FIN/FCONV, NFFT/2,

NFFT,

NFFT, 1);

sqrt(2));
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