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#### Abstract

We report high resolution measurements of $372 \mathrm{NaCs} 5^{3} \Pi_{0}(v, J)$ ro-vibrational level energies in the range $0 \leq v \leq 22$. The data have been used to construct $\mathrm{NaCs} 5^{3} \Pi_{0}$ potential energy curves using the Rydberg-Klein-Rees and inverted perturbation approximation methods. Bound-free $5^{3} \Pi_{0}(v, J)$ $\rightarrow 1(a)^{3} \Sigma^{+}$emission has also been measured, and is used to determine the repulsive wall of the $1(a)^{3} \Sigma^{+}$state and the $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$relative transition dipole moment function. Hyperfine structure in the $5^{3} \Pi_{0}$ state has not been observed in this experiment. This null result is explained using a simple vector coupling model. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.3689388]


## I. INTRODUCTION

Alkali molecules are currently of great interest due to recent progress in production and trapping of ultracold species. ${ }^{1-26}$ Heteronuclear alkali-metal diatomics have recently drawn particular attention because each molecule has a permanent electric dipole moment, allowing for manipulation by an external electric field. In principle, these molecules can be oriented in a trap or optical lattice, and so they are also of interest in proposed quantum computing schemes. ${ }^{27-30}$ In addition, the polarity of these molecules may be of interest for controlled chemical reactions. Polar diatomics (especially in ${ }^{1} \Pi$ states) might also be used for sensitive, noncontact mapping of external electric field distributions via changes in laser induced fluorescence caused by parity mixing due to the quasilinear Stark effect. ${ }^{31}$ Because of these important potential applications, there is a great need for experimental spectroscopic studies of the heteronuclear alkali diatomics to map out potential energy curves, investigate spin-orbit interactions and hyperfine structures, and determine transition and permanent dipole moments. Such measurements provide necessary data for the planning and interpretation of experiments involving creation and trapping of ultracold polar molecules and also provide stringent tests of state-of-the-art theoretical calculations.

Much of our previous work has involved the NaK molecule, which has served as an ideal laboratory for the study of various excited potential energy curves and transition dipole moment functions, spin-orbit and non-adiabatic coupling between states, and fine and hyperfine structure in different angular momentum coupling limits (as well as intermediate cases). ${ }^{32-45}$ However, various technical

[^0]factors favor the use of NaCs or RbCs rather than NaK for ultracold molecule applications, while the little studied LiCs molecule ${ }^{46}$ may also be attractive since it has the largest permanent dipole moment of any alkali molecule.

The NaCs molecule, which has the second largest permanent dipole moment of all alkali diatomics, was first studied in high resolution by Onomichi and Katô ${ }^{47}$ and Diemer et al. ${ }^{48}$ The ground state was mapped with high accuracy by Docenko et al. ${ }^{12,49}$ and a recent detailed study by Zaharova et al. ${ }^{50}$ has unraveled the important $A^{1} \Sigma^{+} \sim b^{3} \Pi$ manifold whose levels serve as the intermediate state in the doubleresonance work described here. The work of Zaharova et al. highlights the formidible challenges of studying the heavier alkali molecules. Level spacings are much smaller than in lighter molecules (resulting in simultaneous pumping of multiple levels), and spin-orbit interaction constants are much larger (resulting in widespread and large perturbations that significantly complicate the process of assigning lines).

In the present work, we report the first study of the NaCs $5^{3} \Pi_{0}$ state, which correlates adiabatically to the $\mathrm{Na}\left(3 S_{1 / 2}\right)$ $+\operatorname{Cs}\left(6 D_{5 / 2}\right)$ separated atom limit. We measured the energies of $4015^{3} \Pi_{0}(v, J)$ levels in the range $v=0-34$, and used the energies of levels in the range $v=0-22$ to construct a $5^{3} \Pi_{0}$ potential energy curve using the inverted perturbation approximation (IPA) method. ${ }^{51} 5^{3} \Pi_{0}(v, J)$ levels are detected by their bright green bound-free fluorescence to the mostly repulsive $1(a)^{3} \Sigma^{+}$state. Comparison of the resolved $5^{3} \Pi_{0}(v, J) \rightarrow 1(a)^{3} \Sigma^{+}$bound-free fluorescence with simulated spectra allowed us to map the $1(a)^{3} \Sigma^{+}$state repulsive wall and the $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$relative transition dipole moment function.

This paper is organized as follows. In Sec. II, we describe the experimental setup and the experimental technique. Section III reports our analysis and results for the $\mathrm{NaCs} 5^{3} \Pi_{0}$ state. Section IV describes our fitting of the NaCs $1(a)^{3} \Sigma^{+}$ repulsive wall and the $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$relative transition dipole moment function by comparison of resolved, boundfree $5^{3} \Pi_{0}(v, J) \rightarrow 1(a)^{3} \Sigma^{+}$fluorescence to simulated spectra. Section V presents a discussion of hyperfine structure in


FIG. 1. Experimental setup. M is mirror, BS is beam splitter, IF is interference filter, L is lens, and PMT is photomultiplier tube.

Hund's cases $a$ and $c$ and explains why we don't observe such structure for the $\mathrm{NaCs} 5^{3} \Pi_{0}$ state in the current experiment. Our conclusions appear in Sec. VI.

## II. THE EXPERIMENT

Our experimental approach is derived from the opticaloptical double resonance (OODR) method, ${ }^{34,35,52-69}$ which has proven itself to be one of the most versatile and robust techniques of high-resolution laser spectroscopy. When narrow-band cw lasers are employed, this technique is inherently Doppler-free, so that very high resolution excitation spectra can be obtained. Extensive work has concentrated on the homonuclear alkali molecules, ${ }^{52-65}$ while heteronuclear alkali molecules ${ }^{34,35,66-69}$ have received somewhat less attention. Most studies have investigated high-lying singlet electronic states, due to the dipole selection rule on spin, $\Delta S$ $=0$, and the fact that the electronic ground state of all alkali molecules is a spin singlet $(S=0)$. Triplet states can be probed by a variant of OODR called "perturbation-facilitated opticaloptical double resonance" (PFOODR). ${ }^{70-90}$ This method relies on the existence of perturbations that can couple specific ro-vibrational levels of singlet and triplet electronic states, most notably the $b^{3} \Pi$ and $A^{1} \Sigma^{+}$states. These perturbed or mixed levels act as "windows" into the triplet manifold. The cw PFOODR technique has allowed study of the hyperfine structure of many triplet electronic states of $\mathrm{Li}_{2},{ }^{74-78}$ $\mathrm{Na}_{2}{ }^{78-85}$ and $\mathrm{K}_{2} .{ }^{90}$ In general, much less is known about the heteronuclear alkali diatomic triplet states, although several studies of $\mathrm{NaK},{ }^{36-41,91,92}$ and a few studies of $\mathrm{NaRb},{ }^{93,94}$ $\mathrm{KRb},{ }^{95,96} \mathrm{RbCs},{ }^{97}$ and $\mathrm{NaCs}^{26,50}$ have been carried out.

The experimental setup is shown in Fig. 1 and is similar to that used in our previous work on NaK. ${ }^{37-40,98}$ A mixture of sodium and cesium was heated in a five-arm, stainless steel heat pipe oven, to a temperature in the range $290-320^{\circ} \mathrm{C}$, creating a vapor of $\mathrm{NaCs}, \mathrm{Na}_{2}$, and $\mathrm{Cs}_{2}$ molecules as well as Na and Cs atoms. Argon at a pressure 3.0-5.0 Torr was used as a buffer gas to protect the oven windows from the corrosive metal vapor.

NaCs molecules were excited to the $5^{3} \Pi_{0}$ state using the PFOODR technique (see Fig. 2). The pump laser is a Coherent model 899-29 single-mode Titanium-Sapphire laser pumped by a 10 W argon ion laser. Its frequency was tuned to line-center of a particular $\mathrm{NaCs} 1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right)$ $\sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right) \leftarrow 1(X)^{1} \Sigma^{+}\left(v^{\prime \prime}, J^{\prime \prime}=J^{\prime} \pm 1\right)$ transition, where the upper $1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right)$ level has mixed singlet and triplet character due to the strong spin-orbit coupling in this heavy molecule. Pump laser transitions used in the present work are listed in Table 1 of the supplementary materials. ${ }^{99}$ The probe laser is a Coherent 699-29 single-mode dye laser, using LD700 dye, which is pumped by $3-5 \mathrm{~W}$ from a krypton ion laser. The probe laser was used to further excite the NaCs molecules from the intermediate $1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right)$ $\sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right)$ level to various $5^{3} \Pi_{0}\left(v, J=J^{\prime} \pm 1\right)$ levels: $5^{3} \Pi_{0}\left(v, J=J^{\prime} \pm 1\right) \leftarrow 1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right)$. Typical dye and Ti:Sapphire laser powers are $200-600 \mathrm{~mW}$ and $150-600 \mathrm{~mW}$, respectively. The dye and Ti:Sapphire lasers counter-propagated through the oven, and were carefully overlapped at the center of the heat pipe, with spot sizes of $\sim 1 \mathrm{~mm}$. Dye laser frequencies were calibrated by comparing laser-induced fluorescence from an iodine cell with lines listed in the $\mathrm{I}_{2}$ spectral atlas, ${ }^{100}$ while Ti:Sapphire laser


FIG. 2. PFOODR pump and probe scheme used to study the $\mathrm{NaCs} 5^{3} \Pi_{0}$ and $1(a)^{3} \Sigma^{+}$states. The thick downward arrow indicates the $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$ bound-free emission.
frequencies were calibrated using optogalvanic spectra from a uranium hollow cathode lamp. We believe that $5^{3} \Pi_{0}$ level energies are determined to within an absolute accuracy of $\sim 0.02 \mathrm{~cm}^{-1}$.

Fluorescence emitted perpendicular to the laser propagation direction was collected using three detectors (see Fig. 1). A red-filtered ( $700-1000 \mathrm{~nm}$ bandpass filters) freestanding PMT (Hamamatsu R406) monitors $2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right)$ $\rightarrow 1(X)^{1} \Sigma^{+}$fluorescence, and was used to set the pump laser to line-center of a selected $1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}\right.$, $\left.J^{\prime}\right) \leftarrow 1(X)^{1} \Sigma^{+}\left(v^{\prime \prime}, J^{\prime \prime}=J^{\prime} \pm 1\right)$ transition. A green/violet filtered (575, 650, 675, and 700 nm shortpass filters) freestanding PMT (Hamamatsu R928) was used to detect $5^{3} \Pi_{0}$ $\rightarrow 1(a)^{3} \Sigma^{+}$bound-free continuum fluorescence as the probe laser was scanned over the various $5^{3} \Pi_{0}\left(v, J=J^{\prime} \pm 1\right)$ $\leftarrow 1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right)$ transitions (excitation spectra). Because the narrow-band pump laser only excites molecules in one specific velocity group, the OODR method is intrinsically Doppler-free, and homogeneous linewidths can be resolved. Finally, a monochromator/PMT system (McPherson model 218 with 0.53 nm resolution and Hamamatsu R1387) was used to record resolved fluorescence when the pump and probe laser frequencies were fixed to pump a particular $5^{3} \Pi_{0}\left(v, J=J^{\prime} \pm 1\right) \leftarrow 1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right)$ $\sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right) \leftarrow 1(X)^{1} \Sigma^{+}\left(v^{\prime \prime}, J^{\prime \prime}=J^{\prime} \pm 1\right)$ OODR transition (375-550 nm bandpass filters were used here). The monochromator wavelength scale was calibrated using known mercury atomic lines. ${ }^{101}$ In all cases, the pump laser was modulated with a mechanical chopper, and lock-in detection was employed.

The relative intensity vs. wavelength in the resolved fluorescence spectra was used to determine the relative transition dipole moment function (see Sec. IV). Therefore, the resolved spectra were corrected for the relative wavelength-


FIG. 3. NaCs $5^{3} \Pi_{0}(v, J) \rightarrow 1(a)^{3} \Sigma^{+}$bound-free emission spectra for $(v, J)$ $=(0,31),(1,25),(2,25),(3,43),(4,33),(5,33),(6,45),(7,31),(9,33)$, $(10,31)$, and $(14,31)$. Only $v$ is used to label the scans in the figure since the bound-free emission depends only weakly on $J$.
dependent detection system efficiency using a calibrated white light. ${ }^{102}$ In addition, slight variations in the laser intensities or beam overlap could result in systematic changes in the strength of the OODR pumping during the time required to complete a resolved scan. To monitor this, the total $5^{3} \Pi_{0}$ $\rightarrow 1(a)^{3} \Sigma^{+}$bound-free continuum fluorescence was continuously recorded by the green/violet detector as each resolved fluorescence scan was taken. If the total $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$ bound-free fluorescence signal varied more than $5-10 \%$ over the scan duration, the scan was rejected.

We have not yet observed hyperfine structure in any excited state levels of NaCs. We believe this is due to the fact that most states of NaCs are expected to follow Hund's case $c$ angular momentum coupling scheme (see Sec. V below). Consequently, all observed double resonance excitation lines appear as single structureless peaks, regardless of the upper electronic state. Therefore, we had to use the resolved fluorescence pattern to identify the electronic states involved. Several different patterns were observed, but $5^{3} \Pi_{0}$ levels could be easily identified by the characteristic bound-free $5^{3} \Pi_{0}$ $\rightarrow 1(a)^{3} \Sigma^{+}$fluorescence pattern shown in Fig. 3. The identification of the observed levels as belonging to the $5^{3} \Pi_{0}$ elec-


FIG. 4. Collisional lines observed using the OODR technique with the pump laser frequency fixed on the $1(b)^{3} \Pi_{0}\left(v_{b}, J=44\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}=18, J=44\right)$ $\leftarrow 1(X)^{1} \Sigma^{+}\left(v_{X}=0, J=43\right)$ transition while the probe laser frequency is scanned. The direct probe transitions $5^{3} \Pi_{0}(v=16, J=43,45) \leftarrow 1(b){ }^{3} \Pi_{0}\left(v_{b}, J\right.$ $=44) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}=18, J=44\right)$ (labeled $P(44)$ and $R(44)$ in the spectrum) extend far off-scale. A series of collisional lines adjacent to each direct line is clearly visible, and it can be seen that rates for collisional population transfer fall monotonically with increasing $|\Delta J|$.
tronic state was based upon the strong bound-free emission to the $1(a)^{3} \Sigma^{+}$state (confirming the upper state as triplet) and the good agreement between the observed and predicted vibrational and rotational level splittings. As we will see below, this assignment is also confirmed by the good agreement between the observed and predicted $5^{3} \Pi_{0}(v, J) \rightarrow 1(a)^{3} \Sigma^{+}$ bound-free fluorescence patterns, and between the experimentally measured $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$relative transition dipole moment function and theory.

Using the Ti:Sapphire laser and the dye laser with the PFOODR technique, we were able to access a region spanning approximately $23900-29000 \mathrm{~cm}^{-1}$ in total energy as measured from the bottom of the ground state potential well, where the higher end of this energy range requires pump transitions from the ground state $v^{\prime \prime}=5-10$ levels. This energy region spans a large portion of the $5^{3} \Pi_{0}$ electronic state, including the bottom of the potential, and we were able to observe vibrational levels down to $v=0$.

The data field was greatly expanded by including collisional satellite lines, which were often observed as a regular array of weak lines flanking the strong direct line (see Fig. 4). These lines result from collisional transfer of population in the intermediate state (see Fig. 5(b)); i.e., $2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right)$ $+(\mathrm{Ar}, \mathrm{Cs}) \rightarrow 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}+\Delta J\right)+(\mathrm{Ar}, \mathrm{Cs})$, followed by probe laser excitation $5^{3} \Pi_{0}\left(v, J=J^{\prime}+\Delta J \pm 1\right) \leftarrow$ $1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}+\Delta J\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}+\Delta J\right)$. A two step process, shown schematically in Fig. 5, allowed us to measure the energy of each upper "collisional" $5^{3} \Pi_{0}\left(v, J=J^{\prime}+\Delta J\right.$ $\pm 1)$ ro-vibrational level relative to the well known ground state levels ${ }^{49}$ with the same accuracy as for the direct lines. First, we observed total $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$green fluorescence with the probe laser frequency fixed on a particular $5^{3} \Pi_{0}(v$, $\left.J=J^{\prime} \pm 1\right) \leftarrow 1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right)$ transi-
tion while the pump laser wavelength was scanned over a series of $1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right) \leftarrow 1(X)^{1} \Sigma^{+}\left(v^{\prime \prime}, J^{\prime \prime}\right.$ $\left.=J^{\prime} \pm 1\right)$ transitions (direct lines) and $1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}+\Delta J\right)$ $\sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}+\Delta J\right) \leftarrow 1(X)^{1} \Sigma^{+}\left(v^{\prime \prime}, J^{\prime \prime}=J^{\prime}+\Delta J \pm 1\right)$ transitions (collisional lines) (Fig. 5(a)). In this case, the pump laser frequency associated with each transition provides a direct measure of the true intermediate $1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}+\Delta J\right)$ $\sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}+\Delta J\right)$ level energy relative to the known ground state $1(X)^{1} \Sigma^{+}\left(v^{\prime \prime}, J^{\prime \prime}=J^{\prime}+\Delta J \pm 1\right)$ level energy, even though these intermediate state levels may be strongly perturbed. In step two (Fig. 5(b)), the roles of the two lasers were reversed. The pump laser frequency was fixed on a single $1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right) \leftarrow 1(X)^{1} \Sigma^{+}\left(v^{\prime \prime}, J^{\prime \prime}=J^{\prime}\right.$ $\pm 1)$ transition while the probe laser frequency was scanned over $5^{3} \Pi_{0}\left(v, J=J^{\prime} \pm 1\right) \leftarrow 1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}\right.$, $\left.J^{\prime}\right)$ transitions (direct lines) and $5^{3} \Pi_{0}\left(v, J=J^{\prime}+\Delta J \pm 1\right)$ $\leftarrow 1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}+\Delta J\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}+\Delta J\right)$ transitions (collisional lines). Here, the probe laser frequency associated with each transition provides a direct measure of the upper $5^{3} \Pi_{0}\left(v, J=J^{\prime}+\Delta J \pm 1\right)$ level energy relative to the previously determined intermediate level energies. An example of one of these "collisional spectra" is shown in Fig. 4.

Such collisional progressions provide data on a great number of rotational levels within a single vibrational state. Note that once a particular range of intermediate state levels had been mapped out, it was easy to shift both the initial $J^{\prime \prime}$ and final $J^{\prime}$ values of the pump transition by $\sim 10-15$ and then map out another set of rotational levels centered on the new direct line. Note also that rotational quantum number assignments were easily confirmed by observing the same $5^{3} \Pi_{0}(v$, $\left.J=J^{\prime} \pm 1\right) \leftarrow 1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right)$ probe transition when pumping the intermediate level $1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right)$ $\sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right)$ from each of the two ground state levels


(b)

FIG. 5. Schematic diagrams showing the technique for using collisional lines to measure NaCs $5^{3} \Pi_{0}$ ro-vibrational level energies relative to known $1(X){ }^{1} \Sigma^{+}$ level energies. In (a), the pump frequency is scanned while the probe frequency is fixed. Pump laser frequencies corresponding to the observed collisional lines determine intermediate $1(b)^{3} \Pi_{0}\left(v_{b}, J\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J\right)$ level energies relative to known ground state energies. In (b), the probe frequency is scanned while the pump frequency is fixed. Probe frequencies corresponding to the observed collisional lines determine $5^{3} \Pi_{0}(v, J)$ level energies relative to the $1(b)^{3} \Pi_{0}\left(v_{b}\right.$, $J) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J\right)$ level energies.
$1(X)^{1} \Sigma^{+}\left(v^{\prime \prime}, J^{\prime \prime}=J^{\prime}+1\right)$ and $1(X)^{1} \Sigma^{+}\left(v^{\prime \prime}, J^{\prime \prime}=J^{\prime}-1\right)$. If the assignment is correct, the difference between these two pump transition frequencies must exactly match the known energy separation between the two ground state levels, regardless of whether the intermediate level is perturbed.

Vibrational assignments of $5^{3} \Pi_{0}(v, J)$ levels were made by counting the nodes in the bound-free fluorescence spectra (see Fig. 3). However, a careful examination of the data (including the scans shown in Fig. 3) reveals that the experimental resolution is such that one node of the bound-free emission spectra at the short wavelength end is washed out in going from $v=6$ to $v=7$. For all higher $v$ 's, the node count in the experimental spectra is one unit too small. Simulations first lose one node at $v \approx 14$.

We observed $5^{3} \Pi_{0}$ ro-vibrational levels with $v=0-12$, $14-20,22,27,29$, and $32-34$. The full set of observed rovibrational levels can be found in Table 2 of the supplementary materials. ${ }^{99}$ However, we consider assignments above $v$ $=22$ to be tentative because the data in that range were sparse. For this reason, only the data in the range $v=0-22$ were used to construct the $5^{3} \Pi_{0}$ potential energy curve (see Sec. III).

## III. ANALYSIS AND RESULTS FOR THE NaCs $5^{3} \Pi_{0}$ STATE

## A. Dunham Coefficients and $5^{3} \Pi_{0}$ Rydberg-Klein-Rees Potential Curve

In total, we measured $794 \mathrm{NaCs} 5^{3} \Pi_{0}\left(v, J=J^{\prime} \pm 1\right)$ $\leftarrow 1(b)^{3} \Pi_{0}\left(v_{b}, J^{\prime}\right) \sim 2(A)^{1} \Sigma^{+}\left(v_{A}, J^{\prime}\right)$ transition frequencies, representing 598 different probe laser transitions (some transitions were measured more than once or with different pump transitions) and 401 different $5^{3} \Pi_{0}(v, J)$ levels in the range $v$
$=0-34$. These transitions are all listed in Table 2 of the supplementary materials. ${ }^{99}$ The coverage in the range $v=23-$ 34 is very sparse, so the remainder of the analysis and construction of the potential energy curve was limited to the 743 measurements of $5^{3} \Pi_{0}(v, J)$ level energies [representing 372 different $5^{3} \Pi_{0}(v, J)$ levels] with $v$ in the range $0-22$. We carried out a least squares fit of 722 (359 different $5^{3} \Pi_{0}(v, J)$ levels) of these 743 measured ro-vibrational energies to the Dunham expansion,

$$
\begin{equation*}
E(v, J)=\sum_{i, k} Y_{i k}\left(v+\frac{1}{2}\right)^{i}\left[J(J+1)-\Omega^{2}\right]^{k}, \tag{1}
\end{equation*}
$$

using the program DParFit. ${ }^{103}$ Note that here, $\Omega=0$. The ( $v$, $J)$ levels $(5,29),(5,43),(8,59-64),(9,45),(10,11),(10$, $45),(16,21)$, and $(16,25)$ were excluded from the fit, either because we were uncertain of the assignment, or because the level appeared to be locally perturbed.

The Dunham coefficients obtained in the fit are listed in Table I. The value of the centrifugal distortion constant $Y_{02}$ was fixed at the value $Y_{02}=-D_{v}=-7.2 \times 10^{-8} \mathrm{~cm}^{-1}$. This was the average value obtained from fits of the expression $E(v, J)=G_{v}+B_{v} J(J+1)-D_{v}[J(J+1)]^{2}$ to the rotational level energies in the $v=6,10,16$, and 17 levels, for which long rotational progressions had been measured. The RMS deviation of fitted level energies from the measured energies is $1.17 \mathrm{~cm}^{-1}$. Inclusion of additional rotational terms, $Y_{21}$ and $Y_{31}$, did not significantly improve the fit (RMS deviation dropped to $1.14 \mathrm{~cm}^{-1}$ ), so these terms are not reported. We note that the poor quality of the Dunham fit is due to the fact that both the rotational constant, $B_{v}$, and the vibrational splitting, $\Delta G_{v}$, are oscillatory functions of $v$ (see Ref. 104 and Fig. 6), indicative of global perturbations by nearby electronic states affecting a large range of rotational levels in a given vi-

TABLE I. Dunham coefficients obtained from fit of NaCs $5^{3} \Pi_{0}(v, J)$ level energies in the range $0 \leq v \leq 22$ to the Dunham expansion, Eq. (1). All values are in $\mathrm{cm}^{-1}$. The centrifugal distortion term, $\mathrm{Y}(0,2)$, was fixed at the value $-7.2 \times 10^{-8} \mathrm{~cm}^{-1}$.

|  | Experiment (this work) | Theory ${ }^{106}$ |
| :--- | :--- | :---: |
| $\mathrm{Y}(0,0)$ | $24511.79 \pm 0.89$ | $24578^{\mathrm{a}}$ |
| $\mathrm{Y}(1,0)$ | $64.24 \pm 0.43$ | 58.6 |
| $\mathrm{Y}(2,0)$ | $-1.750 \pm 0.068$ | $\ldots$ |
| $\mathrm{Y}(3,0)$ | $0.1060 \pm 0.0041$ | $\ldots$ |
| $\mathrm{Y}(4,0)$ | $-(2.211 \pm 0.085) \times 10^{-3}$ | $\ldots$ |
| $\mathrm{Y}(0,1)$ | $0.03706 \pm 0.00018$ | 0.0394 |
| $\mathrm{Y}(1,1)$ | $-(4.0 \pm 1.6) \times 10^{-5}$ | $\ldots$ |
| $\mathrm{Y}(0,2)$ | $-7.2 \times 10^{-8}($ fixed in fit $)$ | $\ldots$ |

${ }^{\text {a }}$ Korek et al.'s ${ }^{106}$ ground state well depth is $\sim 300 \mathrm{~cm}^{-1}$ larger than the experimental ground state well depth of Ref. 12. Since the $T_{e}$ values reported in Ref. 106 are based on energies relative to the bottom of this theoretical ground state potential, while our experimental $5^{3} \Pi_{0}$ potential is referenced to the bottom of the experimental ground state potential of Ref. 12, we have reduced the $T_{e}$ value of Ref. 106 from the reported value of $24880 \mathrm{~cm}^{-1}$ to make comparison of the theoretical and experimental $5^{3} \Pi_{0}$ potentials more meaningful. In effect, this means that the theoretical curves have been shifted such that the ground state asymptotes of the theoretical and experimental potentials coincide.
brational state. Thus the Dunham fit is unlikely to provide an adequate representation of the level energies.

The Dunham coefficients were used to calculate a $5^{3} \Pi_{0}$ Rydberg-Klein-Rees (RKR) potential energy curve using Le Roy's computer program RKR1. ${ }^{105}$ The calculated turning points are listed in Table 3 of the supplementary materials. ${ }^{99}$ The minimum energy of the RKR potential is $66.19 \mathrm{~cm}^{-1}$ lower than the minimum of the theoretical NaCs $5^{3} \Pi_{0}$ potential of Korek et al. ${ }^{106}$ (see footnote to Table I), and the equilibrium position of the RKR curve is $0.15 \AA$ greater than the value calculated by those authors. The RMS deviation of the $5^{3} \Pi_{0}(v, J)$ level energies calculated from the RKR potential and those measured experimentally is $1.45 \mathrm{~cm}^{-1}$. The RKR potential was used as a starting point to apply the IPA method, and this analysis is described in Sec. III B.


FIG. 6. Measured vibrational level spacings $\Delta G_{v+1 / 2}=G(v+1)-G(v)$ for the NaCs $5^{3} \Pi_{0}$ state.

## B. The NaCs $5^{3} \Pi_{0}$ IPA potential

The IPA method ${ }^{51}$ is an iterative approach that tries to find the best potential $V(R)$, such that the calculated rovibrational level energies $E_{\text {calc }}(v, J)$ agree with the measured energies in the least squares sense. The procedure begins with a reference potential $V_{0}(R)$ whose energies agree roughly with the experimental values. The program then determines a correction $\delta V(R)$ to the reference potential such that when the Schrödinger equation is solved by applying perturbation theory to the modified potential $V(R)=V_{0}(R)+\delta V(R)$, the calculated energies match the measured energies in a least squares sense. $V(R)$ then serves as the new reference potential, and the procedure is iterated. During each iteration, $\delta V(R)$ is evaluated at a user defined set of $P$ equidistant points, $R_{1}$, $\ldots R_{P}$, and intermediate values are determined using cubic spline.

In the IPA fitting procedure employed here, we use a modified version ${ }^{38}$ of the publicly available IPA program written by Pashov et al. ${ }^{51}$ We simplified the input files and use subroutines from the program LEVEL to calculate the ro-vibrational level energies for each iteration of the potential. Based on what we learned from the Dunham and RKR fits, one additional level energy $[(v, J)=(3,61)]$ was also dropped from the IPA fit. Details of the iteration procedure, number of grid points used in each iteration, etc., can be found in Ref. 104.

The final IPA potential is presented in Fig. 7 and compared with the theoretical potential of Korek et al. ${ }^{106}$ The agreement is quite good. The residual differences between the measured level energies and those calculated using LEVEL with the final IPA potential are presented in Fig. 8. The RMS deviation is $0.029 \mathrm{~cm}^{-1}$. The final IPA potential was also able to match the energies of the levels $(v, J)=(5,29),(10,11)$, $(16,21)$, and $(16,25)$, which weren't used in the fit. Figure 8 includes all $0 \leq v \leq 22$ energy levels used in the fit as well as those that were excluded due to uncertainty in the assignment of quantum numbers or due to local perturbations. The IPA potential energy curve vs. internuclear separation is given in Table II.


FIG. 7. IPA and theoretical $\mathrm{NaCs} 5^{3} \Pi_{0}$ potential energy curves.


FIG. 8. Differences between experimental $\mathrm{NaCs} 5^{3} \Pi_{0}$ ro-vibrational level energies and those calculated using the program LEVEL $8.0^{115}$ with the present $5^{3} \Pi_{0}$ IPA potential. Note that this plot includes all measured levels used in the Dunham coefficient and IPA potential fits (blue diamonds), as well as those that were excluded from the fits (red triangles).

The IPA potential energy curve shows some gentle wiggles on its outer wall. These wiggles appear to be necessary in order for the resulting potential to accurately reproduce the measured ro-vibrational level energies. Indeed, these oscillations are apparent in the vibrational level spacings $\Delta G_{v+1 / 2}$ $=G(v+1)-G(v)$, which are shown in Fig. 6. Additional

TABLE II. NaCs $5^{3} \Pi_{0}$ IPA potential energy curve obtained in this work.

| $R(\AA)$ | Energy $\left(\mathrm{cm}^{-1}\right)$ | $R(\AA)$ | Energy $\left(\mathrm{cm}^{-1}\right)$ |
| :--- | :---: | :---: | :---: |
| 3.80 | 25698.0939 | 5.10 | 24603.0127 |
| 3.85 | 25560.9466 | 5.15 | 24633.1562 |
| 3.90 | 25436.2403 | 5.20 | 24666.8511 |
| 3.95 | 25325.5565 | 5.25 | 24702.7118 |
| 4.00 | 25221.3620 | 5.30 | 24738.0091 |
| 4.05 | 25126.2943 | 5.35 | 24771.9514 |
| 4.10 | 25037.4212 | 5.40 | 24805.5389 |
| 4.15 | 24958.1283 | 5.45 | 24838.2437 |
| 4.20 | 24889.4402 | 5.50 | 24873.2577 |
| 4.25 | 24832.4323 | 5.55 | 24910.7312 |
| 4.30 | 24780.2336 | 5.60 | 24953.2519 |
| 4.35 | 24732.0151 | 5.65 | 25003.4153 |
| 4.40 | 24688.5990 | 5.70 | 25060.6384 |
| 4.45 | 24647.4302 | 5.75 | 25122.3610 |
| 4.50 | 24610.2410 | 5.80 | 25186.0408 |
| 4.55 | 24578.9161 | 5.85 | 25249.2538 |
| 4.60 | 24553.2995 | 5.90 | 25310.5741 |
| 4.65 | 24534.7244 | 5.95 | 25370.9411 |
| 4.70 | 24521.5429 | 6.00 | 25429.3791 |
| 4.75 | 24513.8275 | 6.05 | 25488.5382 |
| 4.80 | 24511.9027 | 6.10 | 25543.0925 |
| 4.85 | 24513.9479 | 6.15 | 25590.7432 |
| 4.90 | 24521.8040 | 6.20 | 25647.1115 |
| 4.95 | 24535.5707 | 6.25 | 25723.7552 |
| 5.00 | 24554.2563 | 6.30 | 25798.7709 |
| 5.05 | 24576.6675 |  |  |
|  |  |  |  |

iterations and alternative pathways of IPA calculations all led to similar results.

The $5^{3} \Pi_{0}$ state must interact strongly with at least one (and probably more than one) nearby electronic state. Such interactions cause global perturbations that slightly shift entire vibrational bands from their unperturbed positions. These interactions cannot be taken into account in the present work because of the current scarcity of data on neighboring states. The IPA potential curve is a single empirical curve that does a good job of reproducing the experimental energies. However, once information on neighboring states becomes available, a coupled-channel approach ${ }^{40,107,108}$ will be needed in order to achieve a completely satisfactory analysis.

## IV. THE NaCs $1(a)^{3} \Sigma^{+}$REPULSIVE WALL AND THE $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$RELATIVE TRANSITION DIPOLE MOMENT FUNCTION

The $5^{3} \Pi_{0}(v, J) \rightarrow 1(a)^{3} \Sigma^{+}$bound-free continuum fluorescence intensity within a range $d \lambda$ about $\lambda$ is given by ${ }^{32,37}$

$$
\begin{align*}
\frac{d I(\lambda)}{d \lambda} d \lambda= & \frac{128 \pi^{5} c^{2} \hbar N_{u}}{3 \lambda^{6}} \sum_{J^{\prime}} S\left(J, J^{\prime}\right) \\
& \times\left[\int_{0}^{\infty} \chi_{u}^{v, J}(R) \mu(R) \chi_{\ell}^{E_{\ell}, J^{\prime}}(R) d R\right]^{2} d \lambda \tag{2}
\end{align*}
$$

where $N_{u}$ is the number of molecules in the upper state and $S\left(J, J^{\prime}\right)$ is the Hönl-London factor. $\chi_{u}^{v, J}(R)$ and $\chi_{\ell}^{E_{\ell}, J^{\prime}}(R)$, respectively, are the wave functions for the upper, bound state of energy $E_{u}$ and for the lower, continuum state of energy $E_{\ell}$. These wave functions are taken to be real, and $\chi_{\ell}^{E_{\ell}, J^{\prime}}(R)$ is energy normalized. $\mu(R)$ is the transition dipole moment function, and $E_{u}-E_{\ell}=h c / \lambda$.

We used a version of Le Roy's BCONT program ${ }^{109}$ that was modified by us as described in Ref. 45 to fit the $1(a)^{3} \Sigma^{+}$repulsive wall and $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$relative transition dipole moment function to the resolved $\mathrm{NaCs} 5^{3} \Pi_{0}(v, J)$ $\rightarrow 1(a)^{3} \Sigma^{+}$bound-free fluorescence spectra. BCONT allows the user to input upper and lower state potentials, as well as the transition dipole moment function for the transition coupling the two states, and simulates bound-free fluorescence spectra from particular user-selected ro-vibrational levels of the upper state to the continuum of lower state levels according to Eq. (2). The modified version of BCONT also allows us to simulate unresolved bound-bound contributions to the oscillatory continua and includes a convolution algorithm to take the finite monochromator resolution into account. The program considers multiple experimental spectra and carries out a global least squares fit of the simulated spectra to the experimental spectra in order to determine the lower state repulsive wall and transition dipole moment function.

The shallow bound region of the $1(a)^{3} \Sigma^{+}$state has been mapped experimentally by Docenko et al., ${ }^{12,49}$ who measured more than 3000 transition frequencies to about 940 bound rovibrational levels of the $1(a)^{3} \Sigma^{+}$state using a Bruker Fouriertransform spectrometer (FTS). Due to the large size of their data set, and the superior resolution of the Bruker FTS com-


FIG. 9. NaCs $5^{3} \Pi_{0}(v=10, J=31) \rightarrow 1(a)^{3} \Sigma^{+}$bound-free spectrum and simulation using the present IPA $5^{3} \Pi_{0}$ potential and the Docenko et al. ${ }^{12}$ $1(a)^{3} \Sigma^{+}$potential (including the $V_{\text {Wall }}(R) \sim R^{-3}$ repulsive wall). In the simulation, the transition dipole moment function was taken to be constant with $R$. The pair of vertical black solid lines represents the range of wavelengths in which bound-bound transitions occur.
pared to our monochromator, we held the bound portion of the $1(a)^{3} \Sigma^{+}$potential fixed in our fitting, and only allowed the repulsive wall to vary. The IPA $5^{3} \Pi_{0}$ potential was used as the upper state in all simulations.

BCONT simulates the bound-free fluorescence as a function of vacuum wavelength while the monochromator records as a function of wavelength in air. Thus the wavelength scale of each experimental spectrum was converted to vacuum wavelength before the fitting was carried out. All bound-free spectra shown in Figs. 3, 9, and 12 are plotted vs. vacuum wavelength.

The classical Franck-Condon approximation (CFCA) states that electronic transitions are instantaneous, and therefore both internuclear separation and kinetic energy should be preserved during a transition. In a case like the one considered here, where the difference potential, $V_{5^{3} \Pi_{0}}(R)-V_{1(a)^{3} \Sigma^{+}}(R)$, is monotonic, each internuclear separation can be associated with a unique bound-free emission wavelength. Although the CFCA is only an approximation, it provides a good starting point for the fit since it implies that the locations of the peaks and troughs of the oscillatory bound-free spectra are determined primarily by the shapes of the upper and lower state potentials, while the peak amplitudes depend primarily on the transition dipole moment function, $\mu(R)$.

We started with the IPA $5^{3} \Pi_{0}$ potential determined above and the $1(a)^{3} \Sigma^{+}$potential reported by Docenko et al. ${ }^{12}$ The $1(a)^{3} \Sigma^{+}$potential well region was determined by Docenko et al. using very extensive bound-bound transition data. Onto this well, they attached a simple repulsive wall extrapolated as $V_{\text {Wall }}(R) \sim R^{-3}$, which provided a useful starting point for us. The full IPA $5^{3} \Pi_{0}$ potential and the Docenko $1(a)^{3} \Sigma^{+}$ well region were fixed in our fits, but the $1(a)^{3} \Sigma^{+}$repulsive wall was allowed to vary. The repulsive wall was constrained to join smoothly and continuously to the bound $1(a)^{3} \Sigma^{+}$state well.

Using the IPA $5^{3} \Pi_{0}$ potential determined above, the Docenko et al. $1(a)^{3} \Sigma^{+}$potential (including the $V_{\text {Wall }}(R) \sim R^{-3}$ repulsive wall), and a constant (with $R$ ) transition dipole moment function, we simulated the $\mathrm{NaCs} 5^{3} \Pi_{0}(v=10, J=31)$ $\rightarrow 1(a)^{3} \Sigma^{+}$bound-free spectrum shown in Fig. 9. The lack of agreement between the simulated and experimental positions of the peaks on the long wavelength end of the band was a clear indication that adjustments were needed to the $1(a)^{3} \Sigma^{+}$ repulsive wall. In addition, the fact that the simulated peak amplitudes were much too large at short wavelength implied that the transition dipole moment must fall with increasing $R$. Using a manual fit to the data, reasonable agreement in peak positions and amplitudes was found using the $1(a)^{3} \Sigma^{+}$repulsive wall and transition dipole moment functions shown in Figs. 6.3 and 6.6 of Ref. 104, respectively. These were used to provide a starting point for the global fit described below.

The modified version of $\mathrm{BCONT}^{45,109}$ accepts as input the wavelength and intensity corrected bound-free spectra, and the user selects the functional forms of the repulsive wall and transition dipole moment from short menus of possible choices. The $5^{3} \Pi_{0}$ IPA potential and the bound portion of the $1(a)^{3} \Sigma^{+}$potential (i.e., the region $R>4.78 \AA$ ) were included in the BCONT input file, and they were not allowed to vary (the current version of the program doesn't have the capability to modify the upper state potential). In the fit we included $5^{3} \Pi_{0}(v, J) \rightarrow 1(a)^{3} \Sigma^{+}$spectra for $(v, J)=(0,31),(1,25)$, $(3,31),(5,23),(6,43),(9,33),(10,31),(12,33),(14,31)$, $(15,33),(17,24),(18,31),(19,43)$, and $(22,43)$, which provide good coverage over the full range $v=0-22$. Each of these was also a relatively clean spectrum in which changes in the total green fluorescence intensity due to laser frequency drift and other undesirable effects were minimal.

The Docenko et al. $1(a)^{3} \Sigma^{+}$potential was read in for points in the range $4.78 \AA<R<27.57 \AA$ on a grid spacing of $0.01 \AA$. BCONT interpolates between these points to create a smooth potential and extrapolates to larger $R$, asymptotically approaching the separated atom energy of $E_{\mathrm{Na}(3 S)+\mathrm{Cs}(6 S)}=4954.237 \mathrm{~cm}^{-1}$ measured from the bottom of the $1(X)^{1} \Sigma^{+}$potential. ${ }^{12}$ We chose to use a $1(a)^{3} \Sigma^{+}$potential repulsive wall of the form

$$
\begin{equation*}
V_{\mathrm{Wall}}(R)=X_{1}+X_{2} \exp \left[-\left(R-R_{0}\right) \sum_{n=0}^{N_{P}} A_{n} z^{n}\right] \tag{3}
\end{equation*}
$$

where $X_{1}$ and $X_{2}$ are determined by a fit of the two innermost read-in points, $R$ is the internuclear separation, $R_{0}$ is a user selected value, and the expansion coordinate is $z=\frac{R-R_{0}}{R_{0}}$. The form of the transition dipole moment function is also defined by the user. Our modified version of the program allows use of a switching function ${ }^{45}$ to combine two different functional forms to describe the $\mu(R)$ function; one at small $R$ and one at large $R$. The width and location (in $R$ ) of the switching point are controlled by the user and can be allowed to vary in fits. Here we chose to use an $R^{n}$ power series to describe the transition dipole moment on the small $R$ side, and a $\frac{1}{R^{2 n}}$ power series for large $R$ where the transition dipole moment seems to approach zero. This is consistent with the fact that the $5^{3} \Pi_{0}$ state dissociates to the $\mathrm{Na}\left(3 S_{1 / 2}\right)+\mathrm{Cs}\left(6 D_{5 / 2}\right)$ separated atom limit, ${ }^{110}$ while the $1(a)^{3} \Sigma^{+}$state dissociates to
$\mathrm{Na}(3 S)+\mathrm{Cs}(6 S)$, and such a transition is highly unlikely in the asymptotic region. The functional form of the transition dipole moment was thus chosen to be

$$
\begin{align*}
\mu(R)= & {\left[\sum_{n=0}^{N_{\alpha}} \alpha_{n} R^{n}\right] S\left(\frac{R-R_{x}}{w}\right)+\left[\sum_{n=1}^{N_{\beta}} \beta_{n}\left(\frac{1}{R^{2}}\right)^{n}\right] } \\
& \times\left[1-S\left(\frac{R-R_{x}}{w}\right)\right], \tag{4}
\end{align*}
$$

where the switching function $S(y)$ is defined by

$$
S(y)= \begin{cases}1-\frac{1}{2} \exp \left[-\left(y-\frac{1}{\sqrt{2}}\right)^{2}+\frac{1}{2}\right] & \text { if } y<0  \tag{5}\\ \frac{1}{2} \exp \left[-\left(y+\frac{1}{\sqrt{2}}\right)^{2}+\frac{1}{2}\right] & \text { if } y \geq 0\end{cases}
$$

with the argument $y=\frac{R-R_{x}}{w}$ so that $R_{x}$ is the switching point and $w$ is related to the width of the region in which the switch occurs (see Ref. 45).

We found that varying all parameters simultaneously in one fit required too much computer time. Therefore, we started by varying just one parameter in either the repulsive wall or transition dipole moment function while fixing the rest of the parameters at their best known values. This allowed a fit to finish in a reasonable amount of time (a few minutes to about an hour). The new parameter value was then used in the initial guess for the next iteration where another parameter was also allowed to vary in addition to the first one. In this way, we built up the number of parameters until the fit included $A_{0}, A_{1}$, and $A_{2}$ terms (see Eq. (3)), $\alpha_{0}$ (fixed to the value 1), $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}$, and $\beta_{3}$ terms (see Eq. (4)), and the switching function position $R_{x}$ (see Eqs. (4) and (5)). The exclusion of a $\beta_{0}$ term ensures that the transition dipole moment function goes to zero at large $R$, and we fixed $\alpha_{0}=1$ to set the overall scale. An individual scaling factor for each simulation was determined at the end to maximize its agreement with the corresponding experimental spectrum. The measured boundfree emission intensities are in arbitrary units (depending on pump and probe transitions, laser intensities, beam overlap, etc.), so we can only extract the relative transition dipole moment from our data. The switching function width, $w$, in Eq. (4) was fixed at the value $0.50 \AA$ for all fits because it tended to become unphysically small if allowed to vary, causing the transition dipole moment function to contain sharp features near the switching region. This was the same value used in our fitting of the $\mathrm{NaK} 4^{3} \Sigma^{+} \rightarrow 1(a)^{3} \Sigma^{+}$transition dipole moment. ${ }^{45}$ In the final iteration, we allowed all nine adjustable parameters ( $A_{0}, A_{1}, A_{2}, \alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}, \beta_{3}$, and $R_{x}$ ) to vary simultaneously. Table III lists the final set of parameters and indicates which were allowed to vary in the fit. Figures 10 and 11 , respectively, show the NaCs $1(a)^{3} \Sigma^{+}$repulsive wall and the NaCs $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$relative transition dipole moment function determined in this work.

Comparisons of the NaCs $5^{3} \Pi_{0}(v, J) \rightarrow 1(a)^{3} \Sigma^{+}$experimental spectra with simulations based on the parameters determined in the global fit are shown in Fig. 12. As can be seen,

TABLE III. Parameters describing the $\mathrm{NaCs} 1(a)^{3} \Sigma^{+}$repulsive wall [Eq. (3)] and the $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$transition dipole moment function [Eqs. (4) and (5)] resulting from the global fit of the $5^{3} \Pi_{0}(v, J) \rightarrow 1(a)^{3} \Sigma^{+}$ resolved bound-free fluorescence spectra.

| Parameter | Vary in fit? | Final fitted value |
| :--- | :---: | :--- |
| $R_{0}$ | No | $4.7800 \AA$ |
| $X_{1}$ | Fit from bound region | $4574.1906 \mathrm{~cm}^{-1}$ |
| $X_{2}$ | Fit from bound region | $371.0195 \mathrm{~cm}^{-1}$ |
| $A_{0}$ | Yes | $2.0675 \AA^{-1}$ |
| $A_{1}$ | Yes | $3.8009 \AA^{-1}$ |
| $A_{2}$ | Yes | $12.0204 \AA^{-1}$ |
| $\alpha_{0}$ | No | 1.00 Debye |
| $\alpha_{1}$ | Yes | $-7.004 \times 10^{-1}$ Debye- $\AA^{-1}$ |
| $\alpha_{2}$ | Yes | $8.6925 \times 10^{-2}$ Debye- $\AA^{-2}$ |
| $\beta_{0}$ | No | 0.00 Debye |
| $\beta_{1}$ | Yes | $75.4458 \mathrm{Debye}-\AA^{2}$ |
| $\beta_{2}$ | Yes | $-5.8124 \times 10^{3}$ Debye- $\AA^{4}$ |
| $\beta_{3}$ | Yes | $1.0703 \times 10^{5}$ Debye- $\AA^{6}$ |
| $R_{x}$ | Yes | $5.4510 \AA$ |
| $w$ | No | $0.50 \AA$ |

the agreement between the simulations and the experimental spectra is reasonable, but far from perfect.

The reduced $\chi^{2}$ value is given by

$$
\begin{equation*}
\chi^{2}=\frac{1}{N-m} \sum_{i=0}^{N}\left(\frac{I_{i}^{\mathrm{Obs}}-I_{i}^{\mathrm{Calc}}}{\sigma}\right)^{2} \tag{6}
\end{equation*}
$$

where $I_{i}^{\mathrm{Obs}}$ and $I_{i}^{\mathrm{Calc}}$ are the observed and calculated intensities, respectively, $N$ is the number of data points, $m$ is the number of adjustable parameters, and $\sigma$ is the error bar on each measurement. The value of $\chi^{2}$ for the final iteration of the global fit described above is 42.7 . This is a very large value, especially considering that by eye, the simulations do a reasonable job of reproducing the overall relative intensities of the peaks in the experimental spectra. However, a large


FIG. 10. Best "global fit" of the $\operatorname{NaCs} 1(a)^{3} \Sigma^{+}$state repulsive wall. The repulsive wall obtained in the global fit presented in this work is plotted along with the $1(a)^{3} \Sigma^{+}$potential of Docenko et al. ${ }^{12}$ (including their $R^{-3}$ extrapolation of the repulsive wall).


FIG. 11. NaCs $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$transition dipole moment function. The blue curve represents the best "global fit" of the $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$relative transition dipole moment function from the present work, while the red curve is the theoretical $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$transition dipole moment function of Aymar and Dulieu. ${ }^{111}$ Since the experimental curve is only a relative transition dipole moment function, it has been normalized (by multiplying the function described by Eqs. (4) and (5) and the parameters listed in Table III by the factor -9.9066 ) to the theoretical curve in a least squares sense over the range $3.7 \AA<R<6.3 \AA$.


FIG. 12. NaCs $5^{3} \Pi_{0}(v, J) \rightarrow 1(a)^{3} \Sigma^{+}$resolved fluorescence spectra (blue) and simulated spectra (red) based on the $1(a)^{3} \Sigma^{+}$state repulsive wall and $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$relative transition dipole moment function global fit parameters. Comparisons of experimental and simulated resolved fluorescence spectra from additional upper levels can be found in Ref. 104. Each pair of vertical black solid lines represents the range of wavelengths in which boundbound transitions occur.
reduced $\chi^{2}$ value indicates that, on average, the simulation fails to reproduce the experimental spectra within the error bars. We believe that the error bars used in the fits are accurate (the experimental spectra have excellent signal-to-noise ratios); they are based on the peak-to-peak magnitude of the noise observed in the recorded spectra. However, the fact that our global fit is unable to reproduce the experimental spectra within the error bars suggests that either our model is not sufficiently flexible, or that the accuracy of the $5^{3} \Pi_{0}$ potential or transition dipole moment function is not sufficient. We believe that the $5^{3} \Pi_{0}$ potential determined by the IPA analysis provides the best single-potential model currently available to represent the measured level energies. But the $5^{3} \Pi_{0}$ state experiences global perturbations due to one or more nearby, and as yet unmapped, electronic states; once these are determined experimentally, a coupled-channel analysis may lead to a more accurate description.

Figure 11 compares the theoretical $\mathrm{NaCs} 5^{3} \Pi_{0}$ $\rightarrow 1(a)^{3} \Sigma^{+}$transition dipole moment function of Aymar and Dulieu ${ }^{111}$ with the experimental transition dipole moment function determined in the present work. Since we only determine a relative transition dipole moment function in the experiment, the experimental curve in Fig. 11 has been normalized to the theoretical curve in a least squares sense over the range $3.7 \AA<R<6.3 \AA$. As can be seen, the agreement between theory and experiment is quite good, especially considering perturbations that are likely to affect the upper $5^{3} \Pi_{0}(v, J)$ levels of the experimental spectra, the uncertainties in the fitting of the $5^{3} \Pi_{0}$ potential and $5^{3} \Pi_{0}$ $\rightarrow 1(a)^{3} \Sigma^{+}$transition dipole moment function, and the fact that the theoretical calculations do not consider fine structure.

## V. HYPERFINE STRUCTURE

Hyperfine structure has been observed for many triplet electronic states of alkali diatomic molecules. In those cases where there is an appreciable amount of atomic $s$ state orbital in the electron wave function (i.e., states built on the $M_{2}^{+}\left(X^{2} \Sigma^{+}\right)$ion-core ground state including most states lying below the first doubly excited asymptote), it has been found that the Fermi contact term is the dominant hyperfine interaction. ${ }^{36,82,90,92,112}$ (For example, the nuclear-spin-electron-orbital and non-contact electron-spin-nuclear-spin dipolar interaction terms were found to be $\sim 30$ times smaller than the Fermi contact term in the $\mathrm{Na}_{2} 2^{3} \Pi_{g}$ state $;{ }^{85}$ one of the few cases where such terms have been determined. In general, the nuclear-spin-electron-orbital and electron-spin-nuclear-spin dipolar interaction terms don't produce splittings that are large enough to resolve. The electric quadrupole interaction is expected to have an even smaller effect.) When the Fermi contact term is dominant, the splittings are found to be proportional to the atomic Fermi contact constant; i.e., the molecular Fermi constant is $b_{F} \approx b_{F}^{\text {atomic }} / 4$ for homonuclear molecules ${ }^{80,85,90}$ and $b_{F} \approx b_{F}^{\text {atomic }} / 2$ for heteronuclear molecules ${ }^{39}$ (for a heteronuclear molecule $b_{F}^{\text {atomic }}$ is the larger of the two atomic Fermi contact constants). In particular, clearly resolved hyperfine structure has been observed for levels of the NaK $1(b)^{3} \Pi_{0}, 3^{3} \Pi_{0}$, and $4^{3} \Pi_{0}$ states. Therefore, it


FIG. 13. Vector coupling diagrams used to determine hyperfine structure in the case $a_{\beta}, b_{\beta J}$, and $c_{\beta}$ limits.
is a bit surprising that the $5^{3} \Pi_{0}(v, J)$ levels of NaCs show no observable hyperfine structure under our resolution, despite the very large atomic cesium Fermi constant. ${ }^{113}$ However, we believe this can be explained by invoking a simple vector coupling model for the hyperfine structure. ${ }^{114}$

In the lighter alkali molecules and for typical $J$ values found in thermal vapors, most electronic states can be described by Hund's case $b$, and the hyperfine coupling scheme can be described by coupling cases $b_{\beta J}$ or $b_{\beta S}$. Figure 13 shows vector coupling diagrams for Hund's coupling cases $a_{\beta}, b_{\beta J}$, and $c_{\beta}$ (see also Fig. 8-1 in Ref. 112). In these diagrams, $\vec{L}$ is the total electron orbital angular momentum, $\vec{S}$ is the total electron spin, and $\vec{\Lambda}$ and $\vec{\Sigma}$ are the components of $\vec{L}$ and $\vec{S}$, respectively, along the internuclear axis. $\vec{O}$ is the nuclear orbital angular momentum (nuclear rotation) vector and $\vec{I}$ is the nuclear spin vector. The Fermi contact hyperfine term in the Hamiltonian is $E_{\mathrm{hfs}}=b_{F} \vec{I} \cdot \vec{S}$.

Except for ${ }^{3} \Sigma$ states, most triplet electronic states of the lighter alkali molecules follow coupling case $b_{\beta J}$. A vector coupling model for this case was described in Ref. 36 and is summarized here. Since $\vec{S}$ interacts more strongly with $\vec{N}$ than with $\vec{I}$ (as shown in Fig. 13(b)), $\vec{S}$ and $\vec{N}$ precess around their resultant $\vec{J}=\vec{S}+\vec{N}$. Then one can approximate the hyperfine
interaction using $\vec{S}_{J}$ which is parallel to $\vec{J}$ and is the average value of $\vec{S}$,

$$
\begin{equation*}
E_{\mathrm{hfs}}=b_{F} \stackrel{\rightharpoonup}{I} \cdot \vec{S} \approx b_{F} \stackrel{\rightharpoonup}{I} \cdot \vec{S}_{J}=b_{F} \stackrel{\rightharpoonup}{I} \cdot \vec{J} \frac{\left|\vec{S}_{J}\right|}{|\stackrel{\rightharpoonup}{J}|} \tag{7}
\end{equation*}
$$

The hyperfine energies for the three fine-structure components of a triplet state $(J=N-1, N, N+1)$ can be evaluated using geometrical considerations to determine the projection of $\vec{S}$ onto $\vec{J}$. The results have been given in Ref. 112 (see also Ref. 36),

$$
\begin{align*}
E_{\mathrm{hfs}}^{J=N-1} & =-\frac{b_{F}}{2(J+1)}[F(F+1)-I(I+1)-J(J+1)] \hbar^{2}, \\
E_{\mathrm{hfs}}^{J=N} & =\frac{b_{F}}{2 J(J+1)}[F(F+1)-I(I+1)-J(J+1)] \hbar^{2}, \\
E_{\mathrm{hfs}}^{J=N+1} & =\frac{b_{F}}{2 J}[F(F+1)-I(I+1)-J(J+1)] \hbar^{2} \tag{8}
\end{align*}
$$

The hyperfine energies for each value of $J$ follow a Landé rule. For each possible $J$, the hyperfine splittings $\Delta E_{\mathrm{hfs}}^{J}$ $=E_{\mathrm{hfs}}^{J}(F)-E_{\mathrm{hfs}}^{J}(F-1)$ are

$$
\begin{align*}
\Delta E_{\mathrm{hfs}}^{J=N-1} & =-b_{F} \hbar^{2} \frac{F}{(J+1)} \\
\Delta E_{\mathrm{hfs}}^{J=N} & =b_{F} \hbar^{2} \frac{F}{J(J+1)}  \tag{9}\\
\Delta E_{\mathrm{hfs}}^{J=N+1} & =b_{F} \hbar^{2} \frac{F}{J}
\end{align*}
$$

The splittings of the $J=N$ component are much smaller than those of the $J=N \pm 1$ components for typical values of $J(\sim 30)$ in thermal alkali vapors. This difference is due to the fact that for $J=N, \vec{S}$ is almost perpendicular to $\vec{J}$ so that $\left|\vec{S}_{J}\right|$ is very small. In contrast, for the $J=N \pm 1$ components, the splitting is on the order of $b_{F}$ in appropriate units. Splittings of this same order are also observed in case $b_{\beta S}$, although the line structure is quite different.

Heavier alkali molecules generally have larger spin-orbit interactions, and we expect electronic states with $L \neq 0, \Lambda$ $\neq 0$ to follow Hund's case $a$ or case $c$. Due to the presence of the heavy Cs atom, we expect NaCs to follow coupling case $a_{\beta}$ or $c_{\beta}$, where the subscript $\beta$ indicates that the nuclear spin $\vec{I}$ is not coupled to the internuclear axis, but rather to $\vec{J}$ $(\vec{F}=\vec{I}+\vec{J})$.

In coupling case $a$, the electron orbital angular momentum $\vec{L}$ and the electron spin $\vec{S}$ both couple strongly to the internuclear axis, and only their components $\vec{\Lambda}$ and $\vec{\Sigma}$ are relevant (see Fig. 13(a)). $\vec{\Lambda}+\vec{\Sigma}=\vec{\Omega} \cdot \vec{\Omega}$ couples with the nuclear rotation $\vec{O}$ to form $\vec{J}(\vec{J}=\vec{O}+\vec{\Omega}=\vec{O}+\vec{\Lambda}+\vec{\Sigma})$. Thus in case $a_{\beta}$ only the components of $\vec{O}, \vec{\Lambda}$, and $\vec{\Sigma}$ along $\bar{J}$ survive the averaging. The Fermi contact hyperfine interaction in the $a_{\beta}$ limit is given by

$$
\begin{equation*}
E_{\mathrm{hfs}}=b_{F} \vec{I} \cdot \vec{S} \approx b_{F} \vec{I} \cdot \vec{J} \frac{\left|\vec{\Sigma}_{J}\right|}{|\vec{J}|} \tag{10}
\end{equation*}
$$

From geometry it can be shown that ${ }^{104}$

$$
\begin{equation*}
\frac{\left|\vec{\Sigma}_{J}\right|}{|\vec{J}|}=\frac{\Sigma}{\Omega} \frac{\left|\vec{\Omega}_{J}\right|}{|\vec{J}|}=\frac{\Sigma|\vec{\Omega}|^{2}}{\Omega|\vec{J}|^{2}}=\frac{\Sigma \Omega}{J(J+1)}, \tag{11}
\end{equation*}
$$

so that the Fermi contact hyperfine interaction can be expressed as

$$
\begin{align*}
E_{\mathrm{hfs}}= & b_{F} \vec{I} \cdot \vec{S} \approx \frac{b_{F} \Sigma \Omega}{2 J(J+1)} \\
& \times[F(F+1)-I(I+1)-J(J+1)] \hbar^{2} \tag{12}
\end{align*}
$$

and hyperfine splittings are given by

$$
\begin{equation*}
\Delta E_{\mathrm{hfs}}^{J}=E_{\mathrm{hfs}}^{J}(F)-E_{\mathrm{hfs}}^{J}(F-1)=b_{F} \hbar^{2} \frac{\Sigma \Omega F}{J(J+1)} \tag{13}
\end{equation*}
$$

Note that the hyperfine splitting is zero in this limit if $\Sigma$ $=0$ (i.e., for a ${ }^{3} \Pi_{1}$ or ${ }^{3} \Delta_{2}$ component), or if $\Omega=0$ (i.e., for a ${ }^{3} \Pi_{0}$ component). The splitting will increase for an $\Omega=0$ component with increasing $J$ as the coupling scheme moves away from the case $a$ limit and approaches the case $b$ limit. However, even when $\Sigma$ and $\Omega$ are not zero, they are still typically small numbers (of order $\sim 1$ ), so that the case $a_{\beta}$ hyperfine splittings are smaller than the case $b_{\beta J} J=N \pm 1$ component splittings by a factor of order $J$.

In Hund's case $c, \vec{L}$ and $\vec{S}$ couple most strongly to each other to form the intermediate vector $\vec{J}_{a}$, which then precesses rapidly around the internuclear axis such that only its component along the axis, $\vec{\Omega}$, is relevant (see Fig. 13(c)).

Again, $\vec{J}=\vec{O}+\vec{\Omega}$. Thus in hyperfine case $c_{\beta}$ there is one more level of averaging of the electron spin vector $\vec{S}$ before it couples to $\vec{I}$,

$$
\begin{align*}
E_{\mathrm{hfs}} & =b_{F} \vec{I} \cdot \vec{S} \approx b_{F} \vec{I} \cdot \vec{J}_{a} \frac{\left|\vec{S}_{J_{a}}\right|}{\left|\vec{J}_{a}\right|} \approx b_{F} \vec{I} \cdot \vec{\Omega} \frac{\left|\stackrel{\rightharpoonup}{S}_{J_{a}}\right|}{\left|\vec{J}_{a}\right|} \\
& \approx b_{F} \stackrel{\rightharpoonup}{I} \cdot \vec{\Omega}_{J} \frac{\left|\stackrel{\rightharpoonup}{S}_{J_{a}}\right|}{\left|\stackrel{\rightharpoonup}{J}_{a}\right|} \approx b_{F} \stackrel{\rightharpoonup}{I} \cdot \vec{J} \frac{\left|\vec{\Omega}_{J}\right|}{|\overrightarrow{\vec{J}}|} \frac{\left|\stackrel{\rightharpoonup}{S}_{J_{a}}\right|}{\left|\stackrel{\rightharpoonup}{J}_{a}\right|} \tag{14}
\end{align*}
$$

In the case $a_{\beta}$ analysis, it was shown that $\left|\vec{\Omega}{ }_{J}\right| /|\vec{J}|$ $=|\vec{\Omega}|^{2} /|\vec{J}|^{2}=\Omega^{2} / J(J+1) .{ }^{104}\left|\vec{S}_{J_{a}}\right| /\left|\vec{J}_{a}\right|$ can be evaluated geometrically in terms of $\left|\vec{J}_{a}\right|^{2},|\vec{L}|^{2}$, and $|\vec{S}|^{2}$ with expectation values $\left|\vec{J}_{a}\right|^{2}=J_{a}\left(J_{a}+1\right) \hbar^{2},|\vec{L}|^{2}=L(L+1) \hbar^{2}$, and $|\vec{S}|^{2}=S(S+1) \hbar^{2} .{ }^{104}$ Although $J_{a}$ and $L$ are not good quantum numbers, we can write approximately ${ }^{104}$

$$
\begin{align*}
b_{F} \vec{I} \cdot \vec{S} \approx & b_{F} \vec{I} \cdot \vec{J} \frac{\Omega^{2}}{J(J+1)} \frac{J_{a}\left(J_{a}+1\right)+S(S+1)-L(L+1)}{2 J_{a}\left(J_{a}+1\right)} \\
= & \frac{b_{F}}{2} \hbar^{2}[F(F+1)-I(I+1)-J(J+1)] \frac{\Omega^{2}}{J(J+1)} \\
& \times \frac{J_{a}\left(J_{a}+1\right)+S(S+1)-L(L+1)}{2 J_{a}\left(J_{a}+1\right)} . \tag{15}
\end{align*}
$$

For a triplet state, $S=1, J_{a}$ takes on three possible values, $J_{a}=L-1, L, L+1$, and we obtain

$$
\begin{align*}
E_{\mathrm{hfs}}^{J_{a}=L-1} & =b_{F} \vec{I} \cdot \vec{S} \approx-\frac{b_{F}}{2} \hbar^{2}[F(F+1)-I(I+1)-J(J+1)] \frac{\Omega^{2}}{J(J+1)} \frac{1}{(\Omega+1)}, \\
E_{\mathrm{hfs}}^{J_{a}=L} & =b_{F} \vec{I} \cdot \vec{S} \approx \frac{b_{F}}{2} \hbar^{2}[F(F+1)-I(I+1)-J(J+1)] \frac{\Omega}{J(J+1)} \frac{1}{(\Omega+1)}, \\
E_{\mathrm{hfs}}^{J_{a}=L+1} & =b_{F} \vec{I} \cdot \vec{S} \approx \frac{b_{F}}{2} \hbar^{2}[F(F+1)-I(I+1)-J(J+1)] \frac{\Omega}{J(J+1)}, \tag{16}
\end{align*}
$$

where in the last step on the right hand side of each equation, we have replaced $J_{a}$ by its component along the internuclear axis $\Omega$ because $\vec{J}_{a}$ precesses rapidly about the axis. Finally, the splittings $\Delta E_{\mathrm{hfs}}^{J_{a}, J}=E_{\mathrm{hfs}}^{J_{a}, J}(F)-E_{\mathrm{hfs}}^{J_{a}, J}(F-1)$ are given by

$$
\begin{align*}
\Delta E_{\mathrm{hfs}}^{J_{a}=L-1} & \approx-b_{F} \hbar^{2} \frac{F}{J(J+1)} \frac{\Omega^{2}}{(\Omega+1)}, \\
\Delta E_{\mathrm{hfs}}^{J_{a}=L} & \approx b_{F} \hbar^{2} \frac{F}{J(J+1)} \frac{\Omega}{(\Omega+1)}, \\
\Delta E_{\mathrm{hfs}}^{J_{a}=L+1} & \approx b_{F} \hbar^{2} \frac{F}{J(J+1)} \Omega \tag{17}
\end{align*}
$$

Each of these three expressions yield splittings of 0 for $\Omega=0$ as in case $a_{\beta}$. For $\Omega \neq 0$ and small $J$, these splittings
are comparable to the atomic splittings. However, for $J$ values typical of thermal temperatures, we have $F \sim J$ while $\Omega \sim 1$. Therefore in this limit, we expect the splittings to be smaller than for the $J=N \pm 1$ components in case $b_{\beta J}$ by a factor on the order of $J$.

Since the $\mathrm{NaCs} 5^{3} \Pi_{0}$ state is expected to follow coupling case $c_{\beta}$ or $a_{\beta}$, we see that hyperfine splittings should be of order $b_{F} / J$ in appropriate units. Thus even though the atomic Cs Fermi contact constant $b_{F}$ is more than a factor of 2.5 larger than that of either Na or K , for typical $J$ values $J \sim 30-60$, we expect the NaCs $5^{3} \Pi_{0}$ state hyperfine splittings to be approximately an order of magnitude smaller than those observed for the $\mathrm{NaK}^{3} \Pi_{0}$ states which follow case $b_{\beta J}$. The factors of $\Omega=0$ in the numerators of Eqs. (13) and (17) mean that, to the extent that the $\mathrm{NaCs} 5^{3} \Pi_{0}$ state is well described by the case $c_{\beta}$ or $a_{\beta}$ coupling schemes (e.g., especially
at small $J$ ), the level hyperfine splittings should be identically zero.

## VI. CONCLUSIONS

In conclusion, we have carried out the first experimental study of the NaCs $5^{3} \Pi_{0}$ state using the PFOODR method. In all, we have measured the energies of 401 different $5^{3} \Pi_{0}(v, J)$ levels in the range $v=0-34$. We then used 359 of these levels, in the range $v=0-22$, to map the $5^{3} \Pi_{0}$ electronic potential with the IPA method. The final $5^{3} \Pi_{0}$ IPA potential was able to reproduce the fitted level energies with an RMS deviation of $0.029 \mathrm{~cm}^{-1}$. We find that the theoretical $\mathrm{NaCs} 5^{3} \Pi_{0}$ potential of Korek et al. ${ }^{106}$ is in fairly good agreement with the IPA potential determined here (see Fig. 7 and Table I).

Fourteen resolved, oscillating bound-free $5^{3} \Pi_{0}(v, J)$ $\rightarrow 1(a)^{3} \Sigma^{+}$continuum emission spectra were compared with simulations, and a global fit of parameters describing the repulsive wall of the $1(a)^{3} \Sigma^{+}$state and the $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$ transition dipole moment function was carried out. The overall quality of the fit can be described as only fair. This appears to be due to the fact that we chose not to vary the upper IPA $5^{3} \Pi_{0}$ state potential in the global fit. It is clear that the upper $5^{3} \Pi_{0}$ state interacts strongly with other electronic states and that a more complete, coupled-channel analysis will be required once more information on neighboring states is available. We have already observed levels of several other electronic states lying in the same energy region, including quite a few levels of a state that we have tentatively identified as $4^{3} \Pi_{0}$. Despite the uncertainties, our experimental relative $5^{3} \Pi_{0} \rightarrow 1(a)^{3} \Sigma^{+}$transition dipole moment function $\mu(R)$ is in excellent agreement with the theoretical curve of Aymar and Dulieu, ${ }^{111}$ verifying the high quality of those calculations.
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