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#### Abstract

A pattern is encountered in a word if some infix of the word is the image of the pattern under some non-erasing morphism. A pattern $p$ is unavoidable if, over every finite alphabet, every sufficiently long word encounters $p$. A theorem by Zimin and independently by Bean, Ehrenfeucht and McNulty states that a pattern over $n$ distinct variables is unavoidable if, and only if, $p$ itself is encountered in the $n$-th Zimin pattern. Given an alphabet size $k$, we study the minimal length $f(n, k)$ such that every word of length $f(n, k)$ encounters the $n$-th Zimin pattern. It is known that $f$ is upper-bounded by a tower of exponentials. Our main result states that $f(n, k)$ is lowerbounded by a tower of $n-3$ exponentials, even for $k=2$. To the best of our knowledge, this improves upon a previously best-known doubly-exponential lower bound. As a further result, we prove a doubly-exponential upper bound for encountering Zimin patterns in the abelian sense.
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## 1 Introduction

A pattern is a finite word over some set of pattern variables. A pattern matches a word if the word can be obtained by substituting each variable appearing in the pattern by a non-empty word. The pattern $x x$ matches the word nana when $x$ is replaced by the word na. A word encounters a pattern if the pattern matches some infix of the word. For example, the word banana encounters the pattern $x x$ (as the word nana is one of its infixes). The pattern $x y x$ is encountered in precisely those words that contain two non-consecutive occurrences of the same letter, as e.g., the word $a b c a$.

A pattern is unavoidable if over every finite alphabet every sufficiently long word encounters the pattern. Equivalently, by Kőnig's Lemma, a pattern is unavoidable if over every finite alphabet all infinite words encounter the pattern. If it is not the case, the pattern is said to be avoidable. The pattern $x y x$ is easily seen to be unavoidable since every sufficiently long word over a non-empty finite alphabet must contain two non-consecutive occurrences of the same letter. On the other hand, the pattern $x x$ is avoidable as Thue [19] gave an infinite word over a ternary alphabet that does not encounter the pattern $x x$.

A precise characterization of unavoidable patterns was found by Zimin [20] and independently by Bean, Ehrenfeucht and McNulty [6], see also [13] for a more recent proof. This

[^0]characterization is based on a family $\left(Z_{n}\right)_{n \geq 0}$ of unavoidable patterns, called the Zimin patterns. The Zimin patterns over the pattern variables $\left\{x_{1}, x_{2}, \ldots\right\}$ are defined by $Z_{0}=\varepsilon$ and $Z_{n+1}=Z_{n} x_{n+1} Z_{n}$ for all $n \geq 0$. A pattern over $n$ distinct pattern variables is unavoidable if, and only if, the pattern itself is encountered in the $n$-th Zimin pattern $Z_{n}$. Zimin patterns can therefore be viewed as the canonical patterns for unavoidability.

Due to the canonical status of Zimin patterns, it is natural to investigate the smallest word length $f(n, k)$ that guarantees that every word over a $k$-letter alphabet of this length encounters the $n$-th pattern $Z_{n}$. Computing the exact value of $f(n, k)$ for $n \geq 1$ and $k \geq 2$, or at least giving upper and lower bounds on its value, has been the topic of several articles in recent years $[2,18,12,3]$. For small values of $n$ and $k$, known results from [12, 11] are summarized in the following table, taken from [12] and enriched with results from [11].

|  | 2 | 3 | 4 | 5 | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 2 | 5 | 7 | 9 | 11 | $2 k+1$ |
| 3 | 29 | $\leq 319$ | $\leq 3169$ | $\leq 37991$ | $\leq \sqrt{e} 2^{k}(k+1)!+2 k+1$ |
| 4 | $\in[10483,236489]$ |  |  |  |  |
| $n$ |  |  |  |  |  |

In general, Cooper and Rorabaugh [2, Theorem 1.1] showed that the value of $f(n, k)$ is upper-bounded by a tower of exponentials of height $n-1$. To make this more precise let us define the tower function Tower : $\mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ inductively as follows: $\operatorname{Tower}(0, k)=1$ and Tower $(n+1, k)=k^{\operatorname{Tower}(n, k)}$ for all $n, k \in \mathbb{N}$.

- Theorem 1 (Cooper/Rorabaugh [2]). For all $n \geq 1$ and $k \geq 2, f(n, k) \leq \operatorname{Tower}(n-1, K)$, where $K=2 k+1$.

In stark contrast with this upper bound, Cooper and Rorabaugh showed that $f(n, k)$ is lower-bounded doubly-exponentially in $n$ for every fixed $k \geq 2$. To our knowledge, this is the best known lower bound for $f$.

- Theorem 2 (Cooper/Rorabaugh [2]). $f(n, k) \geq k^{2^{n-1}(1+o(1))}$.

This lower bound is obtained by estimating the expected number of occurrences of $Z_{n}$ in long words over a $k$-letter alphabet using the first moment method.

In the conclusion, we address the limitation of this method to show non-elementary lower bounds for $f$.

Our contributions. Our main contribution is to prove a lower bound for $f(n, k)$ that is non-elementary in $n$ even for $k=2$. We use Stockmeyer's yardstick construction [17] to construct for each $n \geq 1$, a family of words of length at least Tower $(n-1,2)$ (that we call higher-order counters here). We then show that a counter of order $n$ does not encounter $Z_{n}$ (for $n \geq 3$ ). As these words are over an alphabet of size $2 n-1$, this immediately establishes that $f(n, 2 n-1) \geq \operatorname{Tower}(n-1,2)$ (cf. Corollary 12).

Stockmeyer's yardstick construction is a well-known technique to prove non-elementary lower bounds in computer science, for instance it is used to show that the first-order theory of binary words with order, is non-elementary, see for instance [10] for a proof.

By using a carefully chosen encoding we are able to prove a lower bound for $f$ over a binary alphabet. Namely for all $n \geq 4$, it holds $f(n, 2) \geq \operatorname{Tower}(n-3,2)$ (cf. Corollary 14).

As a spin-off result, we also consider the abelian setting. Matching a pattern in the abelian sense is a weaker condition, where one only requires that all infixes that are matching
a pattern variable must have the same number of occurrences of each letter (instead of being the same words). This gives rise to the notions of avoidability and unavoidability of patterns in the abelian sense. Every pattern that is unavoidable is in particular unavoidable in the abelian sense. However, the converse does not hold in general as witnessed by the pattern xyzxyxuxyxzyx, as shown in [5]. Even though Zimin patterns lose their canonical status in the abelian setting, the function $g(n, k)$, which is an abelian analog of the function $f(n, k)$, has been studied [18]. For this function, Tao [18] establishes a lower bound that turns out to be doubly-exponential from the estimations in [9]. The upper bound is inherited from the non-abelian setting and is hence non-elementary. We improve this upper bound to be doubly-exponential (Theorem 22). We also provide a simple proof using the first moment method that $g$ admits a doubly-exponential lower bound which does not require the elaborate estimations of [9].

Connection to the equivalence problem of deterministic pushdown automata. The equivalence problem for deterministic pushdown automata (dpda) is a famous problem in theoretical computer science. Its decidability has been established by Sénizergues in 1997 and Stirling proved in 2001 the first complexity-theoretic upper bound, namely a tower of exponentials of elementary height [16] (in $\mathbf{F}_{3}$ in terms of Schmitz' classification [14]), see also [8] for a more recent presentation.

In [15, p. 24, C1] Sénizergues outlines a link between the complexity of Stirling's algorithm and the function $f(n, k)$ and remarks that $f(n, k)$ seems to be non-elementary in $n$ for all fixed $k \geq 2$. The present article substantiates this remark.

Organization of the paper. We introduce necessary notations in Section 2. We show that $f(n, 2 n-1) \geq \operatorname{Tower}(n-1,2)$ in Section 3. We lift this result to unavoidability over a binary alphabet in Section 4, where we show that $f(n, 2) \geq \operatorname{Tower}(n-3,2)$ for all $n \geq 4$. Our doubly-exponential bounds on abelian avoidability are presented in Section 5. We conclude in Section 6.

## 2 Preliminaries

For every two integers $i, j$, we write $[i, j]$ for the set $\{i, i+1, \ldots, j\}$ and $[j]$ for $\{1, \ldots, k\}$. By $\mathbb{N}$ we denote the non-negative integers and by $\mathbb{N}^{+}$the positive integers.

If $A$ is a finite set of symbols, we denote by $A^{*}$ the set of all words over $A$ and by $A^{+}$ the set of all non-empty words over $A$. We write $\varepsilon$ for the empty word. For a word $u \in A^{*}$, we denote by $|u|$ its length. For two words $u$ and $v$, we denote by $u \cdot v$ (or simply $u v$ ) their concatenation. A word $v$ is a prefix of a word $u$, denoted by $v \sqsubseteq u$, if there exists a word $z$ such that $u=v z$. If $z$ is non-empty, we say that $v$ is a strict prefix ${ }^{1}$ of $u$. A word $v$ is a suffix of a word $u$ if there exist a word $z$ such that $u=z v$. If $z$ is non-empty, we say that $v$ is a strict suffix of $u$. A word $v$ is an infix of a word $u$ if there exists $z_{1}$ and $z_{2}$ such that $u=z_{1} v z_{2}$. If both $z_{1}$ and $z_{2}$ are non-empty, $v$ is a strict infix of $u$. If $v$ is an infix $u$ and $u$ can be written as $z_{1} u z_{2}$, the integer $\left|z_{1}\right|$ is called an occurrence of $v$ in $u$. For $a \in A$, we denote by $|u|_{a}$ the number of occurrences of the symbol $a$ in $u$.

Given two non-empty sets $A$ and $B$, a morphism is a function $\phi: A^{*} \rightarrow B^{*}$ that satisfies $\phi\left(a_{1} a_{2}\right)=\phi\left(a_{1}\right) \phi\left(a_{2}\right)$ for all $a_{1}, a_{2} \in A$. Thus, every morphism can simply be written as a

[^1]function from $A$ to $B^{*}$. A morphism $\phi$ is said to be non-erasing if $\phi(a) \neq \varepsilon$ for all $a \in A$ and $\phi$ is alphabetic if $\psi(a) \in B$ for all $a \in A$.

Let us fix a countable set $\mathcal{X}=\left\{x_{1}, x_{2}, \ldots\right\}$ of pattern variables. A pattern is a finite word over $\mathcal{X}$. Let $\rho=\rho_{1} \cdots \rho_{n}$ be a pattern of length $n$. A finite or infinite word $w$ matches $\rho$ if $w=\psi(\rho)$ for some non-erasing morphism $\psi$. A finite or infinite word $w$ encounters $\rho$ if some infix of $w$ matches $\rho$. A pattern $\rho$ is said to be unavoidable if for all $k \geq 1$ all but finitely many finite words (equivalently every infinite word, by Kőnig's Lemma) over the alphabet [ $k$ ] encounter $\rho$. Otherwise we say $\rho$ is avoidable. Unavoidable patterns are characterized by the so-called Zimin patterns. For all $n \geq 0$, the $n$-th Zimin pattern $Z_{n}$ is given by:

$$
Z_{0}=\varepsilon \quad \text { and } \quad Z_{n+1}=Z_{n} x_{n+1} Z_{n} \quad \text { for all } n \geq 0
$$

For instance, we have $Z_{1}=x_{1}, Z_{2}=x_{1} x_{2} x_{1}$ and $Z_{3}=x_{1} x_{2} x_{1} x_{3} x_{1} x_{2} x_{1}$.
The following theorem gives a decidable characterization of unavoidable patterns.

- Theorem 3 (Bean/Ehrenfeucht/McNulty [6], Zimin [20]). A pattern $\rho$ containing $n$ different variables is unavoidable if, and only if, $Z_{n}$ encounters $\rho$.

For instance, the pattern $x_{1} x_{2} x_{1} x_{2}$ is avoidable because it matches $x_{1} x_{1}$ which itself is not encountered in $Z_{n}$ for all $n \in \mathbb{N}$. This characterization justifies the study of the following Ramsey-like function.

- Definition 4. Let $n, k \geq 1$. We define $f(n, k)=\min \left\{\ell \geq 1 \mid \forall w \in[k]^{\ell}: w\right.$ encounters $\left.Z_{n}\right\}$.

As we mainly work with Zimin patterns, we introduce the notions of Zimin type (i.e. the maximal Zimin pattern that matches a word) and Zimin index (i.e. the maximal Zimin pattern that a word encounters) and their basic properties.

The Zimin type $\operatorname{ZType}(w)$ of a word $w$ is the largest $n$ such that $w=\varphi\left(Z_{n}\right)$ for some non-erasing morphism $\varphi$. For instance, we have $\operatorname{ZType}(a a a b)=1$, $\operatorname{ZType}(a b a)=2$ and $\operatorname{ZType}\left(a^{7} b a^{7}\right)=4$. Note that the Zimin type of any non-empty word is greater or equal to 1 and the Zimin type of the empty word is 0 .

Following the definition of the Zimin patterns, the Zimin type of a word can be inductively characterized as follows:

- Fact 5. For any non-empty word $w, \operatorname{ZType}(w)=1+\max \{\operatorname{ZType}(\alpha) \mid w=\alpha \beta \alpha: \alpha, \beta \neq$ $\varepsilon\}$, with the convention that the maximum of the empty set is 0 .
- Definition 6. The Zimin index $\operatorname{Zimin}(w)$ of a non-empty word $w$ is the maximum Zimin type of an infix of $w$.

For instance, we have $\operatorname{Zimin}(a a a b)=2$ and $\operatorname{Zimin}(b b a b a)=2$. As a further example note that $\operatorname{Zimin}($ baaabaaa $)=3$ although $\operatorname{ZType}($ baaabaaa $)=1$.

- Lemma 7. For any word $w$, we have the following properties:
- ZType $(w) \leq \operatorname{Zimin}(w)$,
- for any infix $w^{\prime}$ of $w, \operatorname{Zimin}\left(w^{\prime}\right) \leq \operatorname{Zimin}(w)$,
- $\operatorname{Zimin}(w) \leq\left\lfloor\log _{2}(|w|+1)\right\rfloor$.

Proof. The first two points directly follow from the definition. For the last point, note that for a word $w$ to encounter the $n$-th Zimin pattern $Z_{n}$, it must be of length a least $\left|Z_{n}\right|$. As $Z_{n}$ has length $2^{n}-1$, we have $2^{\operatorname{Zimin}(w)}-1 \leq|w|$, which implies the announced bound.

## 3 The Zimin index of higher-order counters

In this section we show that there is a family of words, that we refer to as "higher-order counters", whose lengths are non-elementary in $n$ and whose Zimin index is $n-1$, allowing us to show that $f(2 n-1, n) \geq \operatorname{Tower}(n-1,2)$. In Section 3.1 we introduce higher-order counters and in Section 3.2 we show that their Zimin index is precisely $n-1$ including the mentioned lower bound on $f$.

### 3.1 Higher-order counters à la Stockmeyer

In this section we introduce counters that encode values ranging from 0 to a tower of exponentials. To the best of our knowledge this construction was introduced by Stockmeyer to show non-elementary complexity lower bounds and is often referred to as the "yardstick construction" [17]. We refer to such counters as "higher-order counters" in the following.

To make the notation less cluttered, we define $\boldsymbol{\tau}: \mathbb{N} \rightarrow \mathbb{N}$, the tower of twos function which satisfies $\boldsymbol{\tau}(n)=\operatorname{Tower}(n, 2)$ for all $n \geq 0$. For all $n \geq 1$, we define an alphabet $\Sigma_{n}$ by taking $\Sigma_{1}=\left\{0_{1}, 1_{1}\right\}$ and for all $n>1, \Sigma_{n}=\Sigma_{n-1} \cup\left\{0_{n}, 1_{n}\right\}$. We say the symbols $0_{n}$ and $1_{n}$ have order $n$. We define $\Sigma=\cup_{n \geq 1} \Sigma_{n}$ to be set of all these symbols.

For all $n \geq 1$ and for all $i \in[0, \boldsymbol{\tau}(n)-1]$, we define a word over $\Sigma_{n}$ called the $i$-th counter of order $n$ and denoted by $\llbracket i \rrbracket_{n}$. The definition proceeds by induction on $n$. For $n=1$, there are only two counters $\llbracket 0 \rrbracket_{1}$ and $\llbracket 1 \rrbracket_{1}$ (recall that $\boldsymbol{\tau}(1)=2$ ). We define $\llbracket 0 \rrbracket_{1}=0_{1}$ and $\llbracket 1 \rrbracket_{1}=1_{1}$ and for $n \geq 1$ and $i \in[0, \boldsymbol{\tau}(n+1)-1]$ we define

$$
\llbracket i \rrbracket_{n+1}=\llbracket 0 \rrbracket_{n} b_{0} \llbracket 1 \rrbracket_{n} b_{1} \cdots \llbracket \boldsymbol{\tau}(n)-1 \rrbracket_{n} b_{\boldsymbol{\tau}(n)-1},
$$

where $b_{0} b_{1} \cdots b_{\boldsymbol{\tau}(n)-2} b_{\boldsymbol{\tau}(n)-1}$ is the binary decomposition of $i$ over the alphabet $\left\{0_{n+1}, 1_{n+1}\right\}$ with $b_{0}$ the least significant bit (i.e. $i=\sum_{j=0}^{\boldsymbol{\tau}(n)-1} \overline{b_{j}} \cdot 2^{j}$ where $\overline{b_{j}}=0$ if $b_{j}=0_{n+1}$ and $\overline{b_{j}}=1$ if $b_{j}=1_{n+1}$ ).

For $\llbracket 11 \rrbracket_{3}$, we have $11=1 \cdot 2^{0}+1 \cdot 2^{1}+0 \cdot 2^{2}+1 \cdot 2^{3}$ and hence
$\llbracket 11 \rrbracket_{3}=\underbrace{0_{1} 0_{2} 1_{1} 0_{2}}_{\llbracket 0 \rrbracket_{2}} \mathbf{1}_{\mathbf{3}} \underbrace{0_{1} 1_{2} 1_{1} 0_{2}}_{\llbracket 1 \rrbracket_{2}} \mathbf{1}_{\mathbf{3}} \underbrace{0_{1} 0_{2} 1_{1} 1_{2}}_{\llbracket 2 \rrbracket_{2}} \mathbf{0}_{\mathbf{3}} \underbrace{0_{1} 1_{2} 1_{1} 1_{2}}_{\llbracket 3 \rrbracket_{2}} \mathbf{1}_{\mathbf{3}}$.
The following lemma can easily be proven by induction on $n$.

- Lemma 8. Let $n \geq 1$.

1. For all $i \neq j \in[0, \boldsymbol{\tau}(n)-1]$ we have $\llbracket i \rrbracket_{n} \neq \llbracket j \rrbracket_{n}$.
2. If $n>1$, then for all $i \in[0, \boldsymbol{\tau}(n)-1]$ and $j \in[0, \boldsymbol{\tau}(n-1)-1]$ the counter $\llbracket j \rrbracket_{n-1}$ has exactly one occurence in $\llbracket i \rrbracket_{n}$.

The length $L_{n}$ of an order- $n$ counter satisfies the following equations: $L_{1}=1$ and $L_{n+1}=\boldsymbol{\tau}(n) \cdot\left(L_{n}+1\right)$ for $n \geq 1$. Note that in particular we have $L_{n} \geq \boldsymbol{\tau}(n-1)$ for all $n \geq 1$.

### 3.2 Higher-order counters have small Zimin index

The aim of this section is to give an upper bound on the Zimin index of counters of order $n$. A first simple remark is that the Zimin index of any counter of order $n$ is bounded by the Ziminindex of $\llbracket 0 \rrbracket_{n}$.

- Lemma 9. For all $n \geq 1$ and for all $i \in[0, \boldsymbol{\tau}(n)-1], \operatorname{Zimin}\left(\llbracket i \rrbracket_{n}\right) \leq \operatorname{Zimin}\left(\llbracket 0 \rrbracket_{n}\right)$.

Proof Sketch. Let $n \geq 1$ and $i \in[0, \boldsymbol{\tau}(n)-1]$. Consider the morphism $\varphi$ defined by $\varphi\left(0_{n}\right)=\varphi\left(1_{n}\right)=0_{n}$ and $\varphi(x)=x$ for $x \in \Sigma_{n-1}$. We have $\varphi\left(\llbracket i \rrbracket_{n}\right)=\llbracket 0 \rrbracket_{n}$. Moreover as $\varphi$ is alphabetic, if an infix $\alpha$ of $\llbracket i \rrbracket_{n}$ matches $Z_{\ell}$ for some $\ell \geq 0$ then $\varphi(\alpha)$ is an infix of $\varphi\left(\llbracket i \rrbracket_{n}\right)=\llbracket 0 \rrbracket_{n}$ that also matches $Z_{\ell}$. The inequality claimed follows.

This leads us to the main result of this section.

- Theorem 10. For all $n \geq 3, \operatorname{Zimin}\left(\llbracket 0 \rrbracket_{n}\right) \leq n-1$.

Proof. The proof proceeds by induction on $n \geq 3$. The base case can be checked using a computer program.

Assume that the property holds for some $n \geq 3$. Let us show that $\operatorname{Zimin}\left(\llbracket 0 \rrbracket_{n+1}\right) \leq n$. Let $\alpha \beta \alpha$ be an infix of $\llbracket 0 \rrbracket_{n+1}$ for some non-empty words $\alpha$ and $\beta$. It is enough to show that ZType $(\alpha) \leq n-1$. We distinguish the following cases depending on the number occurrences of $0_{n+1}$ in $\alpha$.

Case 1: $\boldsymbol{\alpha}$ contains no occurrences of $\mathbf{0}_{\boldsymbol{n}+\boldsymbol{1}}$. Then $\alpha$ is an infix of some $\llbracket i \rrbracket_{n}$ for some $i \in[0, \boldsymbol{\tau}(n)-1]$. Using Lemma 9 and the induction hypothesis, we have ZType $(\alpha) \leq$ $\operatorname{Zimin}(\alpha) \leq \operatorname{Zimin}\left(\llbracket i \rrbracket_{n}\right) \leq \operatorname{Zimin}\left(\llbracket 0 \rrbracket_{n}\right) \leq n-1$.

Case 2: $\boldsymbol{\alpha}$ contains at least two occurrences of $\mathbf{0}_{\boldsymbol{n + 1}}$. By definition of counters, $\alpha$ has an infix of the form $0_{n+1} \llbracket i \rrbracket_{n} 0_{n+1}$ for some $i \in[0, \boldsymbol{\tau}(n)-1]$. Hence $\llbracket 0 \rrbracket_{n+1}$ would contain two occurrences of $0_{n+1} \llbracket i \rrbracket_{n} 0_{n+1}$ which is not possible (cf. Lemma 7).

Case 3: $\boldsymbol{\alpha}$ contains exactly one occurrence of $\mathbf{0}_{\boldsymbol{n + 1}}$. By definition of $\llbracket 0 \rrbracket_{n+1}$, there exists $i \neq j \in[0, \boldsymbol{\tau}(n)-1]$ such that $\alpha$ is of the form $u 0_{n+1} v$ with $u$ a suffix of both $\llbracket i \rrbracket_{n}$ and $\llbracket j \rrbracket_{n}$ and $v$ a prefix of both $\llbracket i+1 \rrbracket_{n}$ and $\llbracket j+1 \rrbracket_{n}$.

Consider the morphism $\psi$ the erases all symbols in $\Sigma_{n-1}$ and replaces $0_{n}$ and $1_{n}$ by 0 and 1 , respectively. Let us assume that

$$
\psi(u)=b_{\boldsymbol{\tau}(n-1)-\ell_{0}} \cdots b_{\boldsymbol{\tau}(n-1)-1} \quad \text { and } \quad \psi(v)=c_{0} \cdots c_{\ell_{1}-1}
$$

for some $\ell_{0} \in[0, \boldsymbol{\tau}(n-1)]$ and $\ell_{1} \in[0, \boldsymbol{\tau}(n-1)]$ and $b_{k} \in\{0,1\}$ for all $k \in[\boldsymbol{\tau}(n-1)-$ $\left.\ell_{0}, \boldsymbol{\tau}(n-1)-1\right]$ and $c_{k} \in\{0,1\}$ for all $k \in\left[0, \ell_{1}-1\right]$.

Let us start by showing that $\ell_{0}+\ell_{1}<\boldsymbol{\tau}(n-1)$.
By definition of counters, $b_{\boldsymbol{\tau}(n-1)-1}$ is the most significant bit of the binary representation (of length $\boldsymbol{\tau}(n-1)$ ) of $i$ and $j$ and $c_{0}$ is the least significant bit of the binary representation of both $i+1$ and $j+1$. More formally, there exist $x_{i}$ and $x_{j} \in\left[0,2^{\boldsymbol{\tau}(n-1)-\ell_{0}}-1\right]$ and $y_{i}$ and $y_{j} \in\left[0,2^{\boldsymbol{\tau}(n-1)-\ell_{1}}-1\right]$ such that

$$
i=x_{i}+2^{\boldsymbol{\tau}(n-1)-\ell_{0}} \cdot B \quad j=x_{j}+2^{\boldsymbol{\tau}(n-1)-\ell_{0}} \cdot B \quad i+1=C+2^{\ell_{1}} y_{i} \quad j+1=C+2^{\ell_{1}} y_{j}
$$

with $B=\sum_{k=0}^{\ell_{0}-1} b_{\boldsymbol{\tau}(n-1)-\ell_{0}-k} \cdot 2^{k}$ and $C=\sum_{k=0}^{\ell_{1}-1} c_{k} \cdot 2^{k}$.
Assume by way of contradiction that $\ell_{0}+\ell_{1} \geq \boldsymbol{\tau}(n-1)$. In particular, this implies $2^{\ell_{1}} \geq 2^{\tau(n-1)-\ell_{0}}$. And hence,

$$
\begin{aligned}
x_{i} & =i \bmod 2^{\boldsymbol{\tau}(n-1)-\ell_{0}} & & \text { by definition of } i \\
& =C-1+2^{\ell_{1}} y_{i} \bmod 2^{\boldsymbol{\tau}(n-1)-\ell_{0}} & & \\
& =C-1 \bmod 2^{\boldsymbol{\tau}(n-1)-\ell_{0}} & & \text { as } 2^{\boldsymbol{\tau}(n-1)-\ell_{0}} \text { divides } 2^{\ell_{1}} .
\end{aligned}
$$

A similar reasoning shows that $x_{j}=C-1 \bmod 2^{\tau(n-1)-\ell_{0}}$. Hence $x_{i}=x_{j}$ and hence $i=j$ which brings the contradiction.

As $\ell_{0}+\ell_{1}<\boldsymbol{\tau}(n-1)$, there exists some $i_{0} \in[0, \boldsymbol{\tau}(n)-1]$ such that $v$ is a prefix and $u$ is a suffix of $\llbracket i_{0} \rrbracket_{n}$. That is, the binary representation of $i_{0}$ of length $\boldsymbol{\tau}(n-1)$ has $c_{0} \cdots c_{\ell_{1}-1}$ as $\ell_{1}$ least significant bits and $b_{\boldsymbol{\tau}(n-1)-\ell_{0}} \cdots b_{\boldsymbol{\tau}(n-1)-1}$ as $\ell_{0}$ most significant bits. In particular, as $\ell_{0}+\ell_{1}<\boldsymbol{\tau}(n-1)$, we have that $\llbracket i_{0} \rrbracket_{n}=v r u$ for some non-empty $r$.

We claim that $\operatorname{ZType}(\alpha) \leq \operatorname{Zimin}\left(\llbracket i_{0} \rrbracket_{n}\right)$ by which we would be done since then $\operatorname{ZType}(\alpha) \leq \operatorname{Zimin}\left(\llbracket i_{0} \rrbracket_{n}\right) \leq \operatorname{Zimin}\left(\llbracket 0 \rrbracket_{n}\right) \leq n-1$ by Lemma 9 and the induction hypothesis.

Assume that $\alpha$ can be written as $\gamma \delta \gamma$ for non-empty $\gamma$ and $\delta$. Using Fact 5, it is enough to show that $\operatorname{ZType}(\gamma)+1 \leq \operatorname{Zimin}\left(\llbracket i_{0} \rrbracket_{n}\right)$. Recall that $\alpha=u 0_{n+1} v$ and $\alpha$ contains only one occurrence of $0_{n+1}$. It follows that $\gamma$ must be a prefix of $u$ and a suffix of $v$. In particular, $\llbracket i_{0} \rrbracket_{n}=v r u$ contains $\gamma r \gamma$ as an infix. And hence, we have $\operatorname{ZType}(\gamma)+1 \leq \operatorname{ZType}(\gamma r \gamma) \leq \operatorname{Zimin}\left(\llbracket i_{0} \rrbracket_{n}\right)$.

The upper bound on the Zimin index of higher-order counters established in the previous theorem is tight.

- Theorem 11. For all $n \geq 3$ and $i \in[0, \boldsymbol{\tau}(n)-1], \operatorname{Zimin}\left(\llbracket i \rrbracket_{n}\right)=n-1$.

For $n \geq 3$, the counter $\llbracket 0 \rrbracket_{n}$ over the alphabet $\left\{0_{1}, 1_{1}, \ldots, 0_{n-1}, 1_{n-1}, 0_{n}\right\}$ of size $2 n-1$ has Zimin index at most $n-1$. In particular, $\llbracket 0 \rrbracket_{n}$ does not encounter the pattern $Z_{n}$. Therefore its length $L_{n} \geq \boldsymbol{\tau}(n-1)$ gives a lower bound for the value of $f(n, 2 n-1)$.

- Corollary 12. For all $n \geq 3, f(n, 2 n-1) \geq \boldsymbol{\tau}(n-1)=\operatorname{Tower}(n-1,2)$.


## 4 Reduction to the binary alphabet

In this section, we show how to encode a higher-order counter seen in Section 3 over the binary alphabet $\{0,1\}$ while still preserving a relatively low Zimin index. For this we apply to higher-order counters, the morphism $\psi$ defined for all $n \geq 1$, as follows

$$
\psi\left(0_{n}\right)=00(01)^{n-1} 00 \quad \psi\left(1_{n}\right)=11(01)^{n-1} 11
$$

For all $n \geq 1$ and $i \in[0, \boldsymbol{\tau}(n)-1]$, we define $\left\{\{i\}_{n}=\psi\left(\llbracket i \rrbracket_{n}\right)\right.$.
The set of images of the letters in $\Sigma$ by this morphism forms what is known as an infix code, i.e. $\psi(a)$ is not an infix of $\psi(b)$ for any two letters $a, b \in \Sigma$ with $a \neq b$. In addition to being an infix code, the morphism was designed so that we are able to attribute a non-ambiguous partial decoding to most infixes of an encoded word (cf. Lemma 17) and the encoding of $0_{n}$ and $1_{n}$ differ by their first and last symbol.

Applying a non-erasing morphism to a word can only increase its Zimin index. We will see in the remainder of this section that the Zimin index of higher-order counters is increased by at most 2 when the morphism $\psi$ is applied. It is possible that another choice of morphism would bring a better upper bound. However, note that the proof we present is tightly linked to the above-mentioned properties of $\psi$ that are decisive for the proof to work.

This section is devoted to establishing the following theorem.

- Theorem 13. For all $n \geq 2$ and for all $i \in[0, \boldsymbol{\tau}(n)-1]$, $\operatorname{Zimin}\left(\left\{\{i\}_{n}\right) \leq n+1\right.$.

Recalling that an order- $n$ counter has length at least $\boldsymbol{\tau}(n-1)$ and that applying $\psi$ can only increase the length, we immediately obtain from Theorem 13 a non-elementary lower bound for $f(n, 2)$ whenever $n \geq 4$.

- Corollary 14. For all $n \geq 4, f(n, 2) \geq \boldsymbol{\tau}(n-3)=\operatorname{Tower}(n-3,2)$.

The proof of Theorem 13 which is essentially a reduction to the proof of Theorem 10 is given in Section 4.2. To perform this reduction, we first establish basic properties of the morphism $\psi$ and its decoding in Section 4.1.

### 4.1 Parsing the code $\psi$

A word $w \in\{0,1\}^{*}$ is coded by $\psi$ (or simply a coded word) if it is the image by $\psi$ of some word $v$ over $\Sigma^{*}$. As the image of $\psi$ is an infix code, the word $v \in \Sigma^{*}$ is unique. However in our proof, we need to take into consideration all infixes of a coded word. To be able to reuse the proof techniques of Theorem 10, it is necessary to associate to an infix of a coded word a partial decoding called a parse.

Let us therefore consider the following sets, $C=\psi(\Sigma)=\left\{\psi\left(0_{k}\right) \mid k \geq 1\right\} \cup\left\{\psi\left(1_{k}\right) \mid k \geq 1\right\}$ the image of the morphism, $L=\left\{v \in\{0,1\}^{*} \mid \exists u \in\{0,1\}^{+}, u v \in C\right\}$ the set of strict suffixes of $C, R=\left\{u \in\{0,1\}^{*} \mid \exists v \in\{0,1\}^{+}, u v \in C\right\}$ the set of strict prefixes of $C$ and $F=\left\{v \in\{0,1\}^{*} \mid \exists u, w \in\{0,1\}^{+}, u v w \in C\right\}$ the set of strict infixes of $C$.

It is easy to see that every infix of a coded word belongs to $F \cup L C^{*} R$. This leads us to define a parse $p$ as a triple $(\ell, u, r)$ in $L \times \Sigma^{*} \times R$. The word $u$ will be called the center of the parse $p$. The value of the parse $(\ell, u, r)$ is the word $\ell \psi(u) r \in\{0,1\}^{*}$. We say that $\alpha$ admits a parse $p$ if $\alpha$ is the value of $p$.

By the above fact, for all coded words all of its infixes not belonging to $F$ have at least one parse. However, the parse is not necessarily unique. For instance, consider the infix $\alpha=0000000000=0^{10}$ which appears in $\psi\left(0_{1} 0_{1} 0_{1}\right)$. It can be parsed as $\left(\varepsilon, 0_{1} 0_{1}, 00\right)$, $\left(0,0_{1} 0_{1}, 0\right)$ and as $\left(00,0_{1} 0_{1}, \varepsilon\right)$. However, we will provide sufficient conditions on an infix to admit a unique parse.

- Definition 15. A word $\alpha \in\{0,1\}^{*}$ is simple if either $|\alpha|<11$, or $\alpha$ belongs to $F$ or $0^{10}$ is an infix of $\alpha$ or $1^{10}$ is an infix of $\alpha$.

This definition will be justified by the fact that for non-simple infixes there is exactly one possible parse. Moreover the term simple is justified in the context of this proof by the fact that simple infixes of $\{i\}_{n}$ can be shown to have Zimin index at most $n-1$ for all $n \geq 4$ and all $i \in[0, \boldsymbol{\tau}(n)-1]$.

- Lemma 16. For all $n \geq 4$, for all $i \in[0, \boldsymbol{\tau}(n)-1]$, all simple infixes of $\left\{\{i\}_{n}\right.$ have Zimin index at most $n-1$.
- Lemma 17. Any non-simple infix of a coded word admits a unique parse.

Thus, we will refer to the unique parse of a non-simple infix $\alpha$ of a coded word as the parse of $\alpha$.

The notion of occurrence naturally extends to parses. Let $w=w_{0} \cdots w_{|w|-1} \in \Sigma^{*}$ and $p=\left(\ell, u=u_{0} \cdots u_{|u|-1}, r\right)$ be a parse, an occurrence of $p$ in $w$ is an occurrence $m$ of $u$ in $w$ such that whenever $\ell$ is non-empty we have $m \neq 0$ and $\ell$ is suffix of $\psi\left(w_{m-1}\right)$ and similarly whenever $r$ is non-empty we have $m+|u|<|w|$ and $r$ is a prefix of $\psi\left(w_{m+|u|}\right)$. For a word $w \in \Sigma^{*}$ and a non-simple infix $\alpha$ of $\psi(w)$, there is a one-to-one correspondence between the occurrences of $\alpha$ in $\psi(w)$ and the occurrences of its parse $p_{\alpha}$ in $\psi(w)$.

Definition 18. For an occurence $m$ of a parse $p=(\ell, u, r)$ in $w$, we define its context as the word in $\Sigma^{*}$ equal to $w\left[m-\delta_{0}, m+|u|+\delta_{1}\right]$, where $\delta_{0}=0$ if $\ell=\varepsilon$ and $\delta_{0}=1$ otherwise and $\delta_{1}=0$ if $r=\varepsilon$ and $\delta_{1}=1$ otherwise.

By definition the context $c$ of some occurrence of a parse $p=(\ell, u, r)$ in $w$ is an infix of $w$ containing $u$ as an infix. Moreover the value $\alpha$ of $p$ is an infix of $\psi(c)$.

### 4.2 Upper bound on the Zimin index

To establish Theorem 13, we prove the following stronger statement.

- Theorem 19. For all $n \geq 2$ and for all $i \in[0, \boldsymbol{\tau}(n)-1]$,

$$
\begin{array}{llll}
\operatorname{Zimin}\left(\left\{\{i\}_{n} \psi\left(0_{n+1}\right)\right)\right. & \leq n+1, & \operatorname{Zimin}\left(\{i\}_{n} \psi\left(1_{n+1}\right)\right) & \leq n+1, \\
\operatorname{Zimin}\left(\psi\left(0_{n+1}\right)\{i\}_{n}\right) \leq n+1, & \operatorname{Zimin}\left(\psi\left(1_{n+1}\right)\{i\}_{n}\right) & \leq n+1 .
\end{array}
$$

Proof Sketch. We proceed by induction on $n$. For the case $n=2$ and $n=3$, the property is checked using a computer program. For the induction step assume that the property holds for some $n \geq 3$ and let us show that it holds for $n+1$. Let $i \in[0, \boldsymbol{\tau}(n+1)-1]$, we will only show that $\operatorname{Zimin}\left(\left\{\{i\}_{n+1}\right) \leq n+2\right.$. The upper bound on $\operatorname{Zimin}\left(\left\{\{i\}_{n+1}, \psi\left(0_{n+2}\right)\right)\right.$, $\operatorname{Zimin}\left(\{i\}_{n+1} \psi\left(1_{n+2}\right)\right), \operatorname{Zimin}\left(\psi\left(0_{n+2}\right)\{i\}_{n+1}\right)$ and $\operatorname{Zimin}\left(\psi\left(1_{n+2}\right)\left\{\{i\}_{n+1}\right)\right.$ can be deduced from this, but still require a tedious case analysis.

Let $\alpha \beta \alpha$ be an infix of $\{i\}_{n+1}$ for some non-empty $\alpha$ and $\beta$. It is enough to show that ZType $(\alpha) \leq n+1$. By Lemma 16, we only need to consider the case when $\alpha$ is non-simple. Let $(\ell, u, r)$ be the parse of $\alpha$.

Let $m$ be an occurrence of $\alpha \beta \alpha$ in $\left\{\{i\}_{n+1}\right.$. In particular, $m$ and $m+|\alpha \beta|$ are two occurrences of $\alpha$ in $\{i\}_{n+1}$. Hence there are two corresponding occurrences $m_{1}$ and $m_{2}$ of the parse $p$ in $\llbracket i \rrbracket_{n+1}$. Consider the contexts $c_{1}$ and $c_{2}$ of $p$ that correspond to the occurrences $m_{1}$ and $m_{2}$, respectively. Note that without further hypothesis $c_{1}$ and $c_{2}$ are not necessarily equal.

We distinguish cases depending on the number of occurrences of a symbol of order $n+1$ in $c_{1}$. The cases where $c_{1}$ contains 0 or more than 2 symbols of order $n+1$ are treated in a similar fashion as in the proof of Theorem 10. Assume that $c_{1}$ contains one and only one symbol of order $n+1$.

As $c_{1}$ is an infix of $\llbracket i \rrbracket_{n+1}$ with one symbol of order $n+1$, there exists $k_{0} \in[0, \boldsymbol{\tau}(n)-2]$ and some $b \in\left\{0_{n+1}, 1_{n+1}\right\}$ such that $c_{1}=x b y$ where $x \in \Sigma_{n}^{*}$ is a suffix of $\llbracket k_{0} \rrbracket_{n}$ and $y \in \Sigma_{n}^{*}$ is a prefix of $\llbracket k_{0}+1 \rrbracket_{n}$.

Note that if $x$ or $y$ are empty, we can conclude using the induction hypothesis. From now on, we assume that $x$ and $y$ are non-empty. In particular, the center $u$ of the parse $p=(\ell, u, r)$ contains $b$ and can therefore be uniquely written as $u=\underline{x} b \underline{y}$. Thus, $c_{1}=x b y$, $\alpha=\ell \psi(\underline{x}) \psi(b) \psi(\underline{y}) r, x=s \underline{x}$ and $y=\underline{y} t$ for some $s$ and $t$ such that $s=\varepsilon$ if $\ell=\varepsilon$ and $s \in \Sigma$ otherwise, where $\ell$ is a suffix of $\psi(s)$ and $t=\varepsilon$ if $r=\varepsilon$ and $t \in \Sigma$ otherwise, where $r$ is a prefix of $\psi(t)$.

Claim 1. The context $c_{2}$ (of the second occurrence $m_{2}$ of $\alpha$ ) is equal to $c_{1}$.
As $c_{1}=c_{2}=x b y$ and as $b$ belongs to the center $u$ of the parse, the infix $\alpha$ can be written as $\alpha=\tilde{x} \psi(b) \tilde{y}$ where $\tilde{x}$ is a suffix of $\psi(x)$ and $\tilde{y}$ is a prefix of $\psi(y)$.

Claim 2. There exists $j_{0} \in[0, \boldsymbol{\tau}(n)-1]$ and a non-empty $\chi$ such that $\tilde{y} \chi \tilde{x}=\left\{\left\{j_{0}\right\}_{n}\right.$.
Let us now consider an arbitrary decomposition of $\alpha$ as $\delta \gamma \delta$ for non-empty $\delta$ and $\gamma$. Recall that it is enough to show that $\mathrm{ZType}(\alpha) \leq n+1$ or that $\mathrm{ZType}(\delta) \leq n$. There are several cases to consider depending on how the decompositions of $\alpha$ as $\tilde{x} \psi(b) \tilde{y}$ and $\delta \gamma \delta$ overlap. We only present here one of the 6 cases where $|\delta|<|\tilde{x}| \leq|\delta \gamma|$ and $|\tilde{x} \psi(b)| \leq|\delta \gamma|$.


In this case $\gamma=z_{1} \psi(b) z_{2}$ with $z_{1} \neq \varepsilon$ such that $\tilde{x}=\delta z_{1}$ and $\tilde{y}=z_{2} \delta$. Recall that there exists $j_{0} \in[0, \boldsymbol{\tau}(n)-1]$ and a non-empty $\chi$ such that $\tilde{y} \chi \tilde{x}=\left\{\left\{j_{0}\right\}_{n}\right.$. We have $\operatorname{Zimin}\left(\left\{\left\{j_{0}\right\}_{n}\right) \leq \operatorname{Zimin}\left(\left\{\left\{j_{0}\right\}_{n} \psi\left(0_{n+1}\right)\right) \leq n+1\right.\right.$, where the last inequality follows from the induction hypothesis. Hence, $\left\{\left\{j_{0}\right\}_{n}=\tilde{y} \chi \tilde{x}=z_{2} \delta \chi \delta z_{1}\right.$ has Zimin index at most $n+1$. This implies that $\delta$ has Zimin type of at most $n$ which concludes this case.

## 5 Avoiding Zimin patterns in the abelian sense

Matching a pattern in the abelian sense is a weaker condition, where one only requires that all infixes that are matching a pattern variable must have the same number of occurrences of each letter (instead of being the same words). Hence, for two words $x, y \in A^{*}$ we write $x \equiv y$ if $|x|_{a}=|y|_{a}$ for all $a \in A$. Let $\rho=\rho_{1} \cdots \rho_{n}$ be a pattern, where $\rho_{i} \in \mathcal{X}$ is a pattern variable for all $i \in[k]$. An abelian factorization of a word $w \in A^{*}$ for the pattern $\rho$ is a factorization $w=w_{1} \cdots w_{n}$ such that $w_{i} \neq \varepsilon$ for all $i \in[n]$ and $\rho_{i}=\rho_{j}$ implies $w_{i} \equiv w_{j}$ for all $i, j \in[n]$. A word $w \in A^{*}$ matches the pattern $\rho$ in the abelian sense if there is an abelian factorization of $w$ for $\rho$. The definitions when a word encounters a pattern in the abelian sense and when a pattern is unavoidable in the abelian sense are as expected.

We note that every pattern that is unavoidable is in particular unavoidable in the abelian sense. However, the converse does not hold in general as witnessed by the pattern xyzxyxuxyxzyx as shown in [5].

To the best of the authors' knowledge abelian unavoidability still lacks a characterization in the style of general unavoidability in terms of Zimin patterns; we refer to [4] for some open problems and conjectures. Although being possibly less meaningful as for general unavoidability, the analogous Ramsey-like function for abelian unavoidability has been studied. For $n, k \geq 1$ we define $g(n, k)=\min \left\{\ell \geq 1 \mid \forall w \in[k]^{\ell}: w\right.$ encounters $Z_{n}$ in the abelian sense $\}$. Clearly, $g(n, k) \leq f(n, k)$ and to the best of the authors' knowledge no elementary upper bound has been shown for $g$ so far. By applying a combination of the probabilistic method [1] and of analytic combinatorics [7] Tao showed a lower bound for $g$ given by the first inequality below. Unfortunately, it was not clear to us what the asymptotic behavior of this lower bound is. However Jugé [9] provided us with an estimate of its asymptotic behavior.

- Theorem 20 (Tao [18], Corollary 3. Jugé [9]). Let $k \geq 4$. Then

$$
g(n, k) \geq(1+o(1)) \sqrt{2 \prod_{j=1}^{n-1}\left[\sum_{\ell=1}^{\infty} \frac{1}{k^{2^{j} \ell}} \sum_{i_{1}+\cdots+i_{k}=\ell}\binom{\ell}{i_{1}, \ldots, i_{k}}\right]^{-1} \geq\left(\frac{1}{\sqrt{21}}+o(1)\right) \frac{k^{2^{n-1}}}{k^{(n+1) / 2}}}
$$

In Section 5.1 we prove another doubly-exponential lower bound on $g$ by applying the first moment method [1]. Our lower bound on $g$ is not as good as the one obtained by Theorem 20 but its proof seems more direct. The proof follows a similar strategy as the (slightly better) doubly-exponential lower bound for $f$ from [2], but again, seems to be more direct. Our novel contribution is to provide a matching doubly-exponential upper bound on $g$ in Section 5.2. Note that Tao in [18] only provides a non-elementary upper bound for the non-abelian case.

### 5.1 A simple lower bound via the first-moment method

For all $n \geq 1$ let $\mathcal{X}_{n}=\left\{x_{1}, \ldots, x_{n}\right\}$ denote the set of the first $n$ pattern variables. Note that the variable $x_{i}$ appears precisely $2^{n-i}$ times in $Z_{n}$ and its first occurrence is at position $2^{i-1}$ for all $i \in[1, n]$. An abelian occurrence of $Z_{n}$ in a word $w$ is a pair $(j, \lambda) \in[0,|w|-1] \times \mathbb{N}^{\mathcal{X}_{n}}$ for which there is an factorization $w=u v z$ with $|u|=j$ and an abelian factorization $v_{1} \cdots v_{2^{n}-1}$ of $v$ for $Z_{n}$ satisfying $\lambda\left(x_{i}\right)=\left|v_{2^{i-1}}\right|$.

By applying the probabilistic method [1] we show a lower bound for $g(n, k)$ that is doubly-exponential in $n$ for every fixed $k \geq 2$. The proof is similar the lower bound proof from [2].

- Theorem 21. For all $n \geq 1$ and all $k \geq 2, g(n, k)>k\left\lfloor\frac{2^{n}}{n+2}\right\rfloor-1$.

Proof. For $n, \ell \geq 1$ let $\Delta_{n, k, \ell}$ denote the expected number of abelian occurrences of $Z_{n}$ in a random word in the set $[k]^{\ell}$. Note that we always consider the uniform distribution over words. If $\Delta_{n, k, \ell}<1$, then by the probabilistic method [1] there exists a word of length $\ell$ over the alphabet $[k]$ that does not encounter $Z_{n}$ in the abelian sense; hence we can conclude that $g(n, k)>\ell$. Therefore we investigate those $\ell=\ell(n, k)$ for which we can guarantee that $\Delta_{n, k, \ell}<1$. We need two intermediate claims.

Claim 1. Let $A_{k, h}$ denote the event that two independent random words $u$ and $v$ in $[k]^{h}$ satisfy $u \equiv v$. Then $\operatorname{Pr}\left(A_{k, h}\right) \leq 1 / k$ for all $h \geq 1$.
It follows that the probability that $m$ random words $w_{1}, w_{2} \ldots, w_{m} \in[k]^{h}$ satisfy $w_{1} \equiv w_{2} \equiv$ $\cdots \equiv w_{m}$ is at most $(1 / k)^{m-1}$. Recall that $Z_{n}=y_{1} \cdots y_{2^{n}-1}$, where $y_{i} \in\left\{x_{1}, \ldots, x_{n}\right\}$ for all $i \in\left[2^{n}-1\right]$ and that the variable $x_{i}$ appears precisely $2^{n-i}$ times in $Z_{n}$. We recall that we would like to bound the expected number of occurrences (in the abelian sense) of $Z_{n}$ in a random word of length $\ell$ over the alphabet $[k]$. To account for this, we define for each mapping $\lambda: \mathcal{X}_{n} \rightarrow \mathbb{N}^{+}$its width as width $(\lambda)=\sum_{i=1}^{n} 2^{n-i} \cdot \lambda\left(x_{i}\right)$. For every word $v$ of length width $(\lambda)$ its (unique) decomposition with respect to $\lambda$ is the unique factorization $v=v_{1} \cdots v_{2^{n}-1}$ such that $y_{j}=x_{i}$ implies $\left|v_{j}\right|=\lambda\left(x_{i}\right)$ for all $j \in\left[2^{n}-1\right]$ and all $i \in[n]$. Using the estimations in Claim 1 one can now show the following claim.

Claim 2. Let $\lambda: \mathcal{X}_{n} \rightarrow \mathbb{N}^{+}$of width $d$ and let $B_{\lambda}$ denote the event that $(0, \lambda)$ is an occurrence in the abelian sense of $Z_{n}$ in a random word from $[k]^{d}$. Then $\operatorname{Pr}\left(B_{\lambda}\right) \leq k^{n-2^{n}+1}$. The probability that $(j, \lambda)$ is an occurrence of $Z_{n}$ in a random word from $[k]^{\ell}$ with $\ell \geq$ $j+\operatorname{width}(\lambda)$ is equal to the probability that $(0, \lambda)$ is an occurrence of $Z_{n}$ in a random word from $[k]^{d}$ (which is $\operatorname{Pr}\left(B_{\lambda}\right)$ ). Thus, this probability does not depend on $j$.

We are ready to prove an upper bound for $\Delta_{n, k, \ell}$, keeping in mind that any occurrence $(j, \lambda)$ of $Z_{n}$ in a random word of length $\ell$ must satisfy $\operatorname{width}(\lambda) \geq 2^{n}-1$.

$$
\begin{align*}
\Delta_{n, k, \ell} & \leq \sum_{d=2^{n}-1}^{\ell} \sum_{j=0}^{\ell-d} \sum_{\substack{\lambda: \mathcal{X}_{n} \rightarrow \mathbb{N}+\\
\text { width }(\lambda)=d}} \operatorname{Pr}\left[(j, \lambda) \text { is an ab. occ. of } Z_{n} \text { in a random word in }[k]^{\ell}\right] \\
& \leq \sum_{d=2^{n}-1}^{\ell} \sum_{j=0}^{\ell-d} \sum_{\substack{\lambda: \mathcal{X}_{n} \rightarrow \mathbb{N}^{+} \\
\text {width }(\lambda)=d}} \operatorname{Pr}\left(B_{\lambda}\right){\stackrel{\text { Claim 2 }}{\leq} \sum_{d=2^{n}-1}^{\ell} \sum_{j=0}^{\ell-d} \sum_{\substack{\lambda: \mathcal{X}_{n} \rightarrow \mathbb{N}^{+} \\
\text {width }(\lambda)=d}} k^{n-2^{n}+1}}^{\leq} \sum_{d=2^{n}-1}^{\ell} \sum_{j=0}^{\ell-d} d^{n} \cdot k^{n-2^{n}+1} \leq \frac{\ell^{2} \cdot \ell^{n}}{k^{2^{n}-n-1}}=\frac{\ell^{n+2}}{k^{2^{n}-n-1}}
\end{align*}
$$

It remains to determine a sufficiently large $\ell$ that guarantees $\Delta_{n, k, \ell}<1$. Using the previous inequalities it is not difficult to show that $\ell=k^{\left\lfloor\frac{2^{n}}{n+2}\right\rfloor-1}$ ensures that $\Delta_{n, k, \ell}<1$.

### 5.2 A doubly-exponential upper bound

Let us finally prove an upper bound for $g(n, k)$ that is doubly-exponential in $n$.

- Theorem 22. For all $n, k \geq 1, g(n, k) \leq 2^{(4 k)^{n}(n-1)!}$.

Proof. For all $n \geq 1$, we will show the following inequality:

$$
\begin{equation*}
g(n+1, k) \leq(g(n, k)+1)\left(g(n, k)^{k n}+1\right) \tag{2}
\end{equation*}
$$

A simple induction on $n$ then shows the claimed upper bound.
To show (2), we consider words $w$ over [ $k$ ] of length at least $(g(n, k)+1)\left(g(n, k)^{k n}+1\right)$. Such words can always be written as $w_{1} a_{1} w_{2} a_{2} \cdots w_{m} a_{m} z$, where $m=g(n, k)^{k n}+1,\left|w_{j}\right|=g(n, k)$ and $a_{j} \in[k]$ for all $j \in[m]$ and $z \in[k]^{*}$.

By definition of $g(n, k)$, for all $j \in[m]$, the word $w_{j}$ encounters $Z_{n}$ in the abelian sense, witnessed in some infix $v_{j}$ by some abelian factorization $v_{j}=v_{j}^{(1)} \cdots v_{j}^{\left(2^{n}-1\right)}$ for $Z_{n}$. For each such abelian factorization, it is natural to associate with every $i \in[n]$, the (unique) Parikh image of the words $v_{j}^{(h)}$ of the factorization that correspond to the different occurrences of the variable $x_{i}$ in $Z_{n}$. Formally, each of the above abelian factorizations $v_{j}=v_{j}^{(1)} \cdots v_{j}^{\left(2^{n}-1\right)}$ induces a mapping $\psi_{j}: \mathcal{X}_{n} \rightarrow \mathbb{N}^{[k]}$ such that $\psi_{i}\left(x_{i}\right)(a)=\left|v_{j}^{\left(2^{i}-1\right)}\right|_{a}$ for all $j \in[m]$, all $i \in[n]$ and all $a \in[k]$. As expected, we write $\psi_{j} \equiv \psi_{h}$ if $\psi_{j}\left(x_{i}\right)=\psi_{j}\left(x_{i}\right)$ for all $i \in[n]$. Note that if there are distinct $j, h \in[1, m]$ with $\psi_{j} \equiv \psi_{h}$, then $w$ encounters $Z_{n+1}=Z_{n} x_{n+1} Z_{n}$ in the abelian sense. It is easy to see that there are at most $g(n, k)^{k n}$ different equivalence classes for the $\psi_{j}$ with respect to $\equiv$. Therefore as $m=g(n, k)^{k n}+1$, there are always two distinct indices $i, j \in[1, m]$ that satisfy $\psi_{i} \equiv \psi_{j}$ and we have established (2).

## 6 Conclusion

We have established a lower bound for $f(n, k)$ that is already non-elementary when $k=2$. A natural question is whether the non-elementary lower bound for $f(n, k)$ obtained by an explicit construction in this article can be obtained using the probabilistic method. A first hint of an answer is that the first moment method used in [2] cannot be used to obtain a lower bound that is asymptotically above doubly-exponential. Indeed, as for a length $\ell \geq k^{2^{n}-n-2}+2^{n}$, the expected number $\Delta_{n, k, \ell}$ of occurrences $Z_{n}$ in a random word in $[k]^{\ell}$ is greater than 1 .

To see this, recall that $\left|Z_{n}\right|=2^{n}-1$ and hence there is at most one possible occurrence of $Z_{n}$ in any word of length $2^{n}-1$. Let $A_{n}$ denote the event that $Z_{n}$ is encountered in a random word in $[k]^{2^{n}-1}$. We have $\operatorname{Pr}\left(A_{n}\right)=\prod_{i=1}^{n}(1 / k)^{2^{n-i}-1}=k^{-2^{n}+n+2}$.

Assume that $\ell \geq k^{2^{n}-n-2}+2^{n}$. For each $i \in\left[0, k^{2^{n}-n-2}\right]$, let $X_{i}$ be the indicator random variable marking that the infix, of a random word in $[k]^{\ell}$, occurring at $i$ and of length $2^{n}-1$ matches $Z_{n}$. By linearity of the expectation, the following lower bound holds, $\Delta_{n, k, \ell} \geq \sum_{i=0}^{K} E\left(X_{i}\right) \geq(K+1) \operatorname{Pr}\left(A_{n}\right)=1+\frac{1}{K} \geq 1$, where $K=k^{2^{n}-n-2}$.
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