
Approximation Algorithms for CSPs
Konstantin Makarychev1 and Yury Makarychev2

1 Microsoft Research, Redmond, WA, USA
komakary@microsoft.com

2 Toyota Technological Institute at Chicago, Chicago, IL, USA
yury@ttic.edu

Abstract
In this survey, we offer an overview of approximation algorithms for constraint satisfaction prob-
lems (CSPs) – we describe main results and discuss various techniques used for solving CSPs.
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1 Introduction

We start with recalling standard definitions and introducing the notation.

Constraint Satisfaction Problems. In a constraint satisfaction problem (CSP), we are
given a set of variables x1, . . . , xn taking values in a domain D of size d, and a set of m
constraints (predicates) that depend on the specific problem at hand. Our goal is to find an
assignment to the variables that maximizes the number of satisfied constraints. In a weighted
CSP, every constraint has a positive weight and our goal is to maximize the total weight of
satisfied constraints. All results that we discuss in this survey apply to both unweighted and
weighted CSPs. However, for simplicity of exposition, we will only consider the unweighted
case. We will say that a CSP is a k-CSP if all constraints have arity at most k.

An instance is (1− ε)-satisfiable if the optimal solution satisfied at least a (1− ε) fraction
of the constraints.

Approximation Algorithms. An approximation algorithm is a (randomized) polynomial-
time algorithm that finds an approximate solution. The most common measure of an
approximation algorithm’s performance is its approximation factor. An algorithm for a
maximization problem has an approximation factor α ≤ 1 if it finds a solution of value at
least αOPT, where OPT is the value of the optimal solution; an algorithm for a minimization
problem has an approximation factor α ≥ 1 if it finds a solution of value at most αOPT. We
will say that an algorithm is an α-approximation algorithm if it has an approximation factor
of α.

Objectives. We consider several objectives for constraint satisfaction problems:
1. Maximize the number of satisfied constraints. An α-approximation algorithm for this

objective finds a solution that satisfies at least αOPT constraints.
2. Find a solution that satisfies a 1−f(ε) fraction of the constraints given a (1−ε)-satisfiable

instance; where f is some function that tends to 0 as ε→ 0 (f should not depend on n).
© Konstantin Makarychev and Yury Makarychev;
licensed under Creative Commons License BY

The Constraint Satisfaction Problem: Complexity and Approximability. Dagstuhl Follow-Ups, Volume 7, ISBN
978-3-95977-003-3.
Editors: Andrei Krokhin and Stanislav Živný; pp. 287–325

Dagstuhl Publishing
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Germany

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Dagstuhl Research Online Publication Server

https://core.ac.uk/display/80483243?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://dx.doi.org/10.4230/DFU.Vol7.15301.287
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/dagpub/978-3-95977-003-3
http://www.dagstuhl.de/dagpub/978-3-95977-003-3


288 Approximation Algorithms for CSPs

3. Minimize the number of unsatisfied constraints. An α-approximation algorithm for this
objective finds a solution that satisfies at least a (1−αε) fraction of the constraints given
a (1− ε)-satisfiable instance; the approximation factor α may depend on n.

Approximation results for these objectives are often very different. In particular, it makes
sense to study objectives (2) and (3) for a given CSP only if there is a polynomial-time
algorithm that satisfies all the constraints when all of them are satisfiable. Consider an
example – Max 2-Lin(2). This problem is a Boolean CSP of arity 2 with constraints of the
form xi ⊕ xj = c (the problem is a generalization of Max Cut). We can get the following
results for objectives (1)–(3): obtain a 0.87856-approximation for the maximization variant
of the problem [18], satisfy a 1−O(

√
ε) fraction of the constraints if the optimal solution

satisfies a 1− ε fraction of the constraints [18], and get an O(
√

logn)-approximation for the
minimization variant [1]. The first result applies to all instances of Max 2-Lin(2); however,
the guarantee it provides for almost satisfiable instances is very weak – even if the instance is
completely satisfiable it only guarantees that a 0.87856 fraction of the constraints is satisfied.
In contrast, the second result is most interesting for almost satisfiable instances; it guarantees
that in such instances the algorithm satisfies almost all constraints. Finally, the third result is
meaningful only when the instance is (1− c/ logn) satisfiable, and, is particularly interesting
when ε� 1/ log2 n – then it gives a much better approximation guarantee than the second
result.

Techniques. Most state-of-the-art approximation algorithms for constraint satisfaction
problems – with the notable exception of the algorithms for Minimum Horn Deletion and
Minimum Multiway Cut problems – are based on semidefinite programming (SDP). However,
algorithms for different types of CSPs use very different techniques, and challenges that arise
in designing them are quite different. The key parameters that determine what techniques
to use are the arity k of the CSP, the domain size d, and the objective.

Boolean 2-CSPs have the simplest SDP relaxations: each variable xi is encoded by a unit
vector ūi; in the intended integral solution ūi is equal to a fixed unit vector v̄0 ∈ Sn−1 if xi
is true, and ūi is equal to −v̄0 if xi is false. The SDP objective function equals the sum of
contributions of individual constraints. The contribution of a constraint φ(xi, xj) is

∑
α,β∈{0,1}:φ(α,β)

〈v̄0 − (−1)αūi, v̄0 − (−1)β ūj〉
4

= 1
4

∑
α,β∈{0,1}:φ(α,β)

(
1 + (−1)α+β〈ūi, ūj〉 − (−1)α〈ūi, v̄0〉 − (−1)β〈ūj , v̄0〉

)
(1)

Here, the summation is over Boolean values α and β that satisfy the predicate φ(α, β); 0
and 1 represent false and true, respectively. For example, the contribution of the constraint
xi ⊕ xj = 0 is (1 + 〈ūi, ūj〉)/2, the contribution of xi ∨ xj is (3 + 〈ūi + ūj , v̄0〉 − 〈ūi, ūj〉)/4.
The SDP relaxation has constraints ‖ūi‖2 = 1 and, possibly, some additional constraints
that depend on the CSP.

Let us consider how an SDP algorithm works at a high level. We solve the SDP relaxation
and find a (nearly) optimal SDP solution {ūi}. The SDP solution may be very different from
the intended solution; in particular, vectors {ūi} do not have to be equal or close to vectors
v̄0 or −v̄0. We use a randomized rounding procedure to transform the set of vectors ūi to a
Boolean assignment for variables xi. To ensure that the value of the obtained assignment is
large, we want to transform near-by vectors to the same value with a high probability and
antipodal vectors to opposite values. For some problems, we do the rounding in one step; for
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other problems, we use an iterative procedure to do the rounding. In the former case, it is
instructive to think of the rounding procedure as consisting of two actions:

Generate a random partition (A,Sn−1 \A) of the unit sphere Sn−1 into two pieces, which
is symmetric about the origin (that is, A = −(Sn−1 \A)).
Assign xi = 1 if x ∈ A, and xi = 0 if x /∈ A.

Usually, the distribution of random partitions of Sn−1 does not depend on the SDP solution,
except that it may depend on the value of the SDP solution. To prove an approximation
guarantee for this algorithm, we need to lower bound the probability that each constraint
φ(xi, xj) is satisfied in terms of its SDP contribution. To this end, we only have to analyze
how the random partition divides vectors ūi and ūj depending on the angles between them
and between them and v̄0.

SDP relaxations for non-Boolean 2-CSPs are more complex. Consider a 2-CSP with
domain size d > 2; let D = {1, . . . , d} be its domain. Note that we can no longer encode
a variable xi with only one vector ui. Instead, we introduce d SDP vectors ūi1, . . . , ūid
for each xi. In the intended solution, ūij = v̄0 if xi = j and ūij = 0 otherwise. The
SDP contribution of the constraint φ(xi, xj) equals

∑
α,β∈D:φ(α,β)〈ūiα, ūjβ〉. The SDP has

constraints that require that
∑d
j=1 ūij = v̄0 (this constraint can be written equivalently as∥∥∑d

j=1 ūij − v̄0
∥∥2 = 0),

∑d
j=1 ‖ūij‖2 = 1, all vectors ui1, . . . , uid are mutually orthogonal, as

well as additional constraints that depend on the CSP. Informally, we can interpret ‖uij‖2 as
the desired probability of the event xi = j and 〈ui1j1 , ui2j2〉 as the desired probability of the
event xi1 = j1 and xi2 = j2. Then the SDP constraints say that the sum of the probabilities
of the events xi = j over all j is equal to 1, and events xi = j1 and xi = j2 are mutually
exclusive.

Rounding an SDP solution for a non-Boolean 2-CSP is considerably more challenging
than rounding an SDP solution for a Boolean 2-CSP. Now for each variable xi, we want to
choose exactly one vector ūij among d vectors ūi1, . . . , ūid and assign xi = j. Note that we
cannot simply use the same approach as before – choose a random subset A of Euclidean
space, and let xi = j if ūij ∈ A, because we cannot choose a random subset A so that
exactly one of any k orthogonal vectors belong to A (in contrast, it is easy to find a subset
A of Sn−1 so that exactly one of the vectors ū and −ū is in A). Consequently, if we try to
implement such a scheme, we will sometimes assign no value or more than one value to xj .
One approach to fix this problem is to use an iterative rounding procedure:

Find a random subset A such that the probability that two given orthogonal vectors
belong to it is sufficiently small (namely, it should it be at most 1/dc for some c > 1).
Assign xi = j, if ūij ∈ A and there is no j′ 6= j such that ūij′ ∈ A. Get a partial
assignment to variables xi.
If there are unassigned variables, repeat this procedure. Do not change the values of the
already assigned variables.

We note that some algorithms do not use this approach and assign values to all variables
in one step (see e.g. [12]). However, as we will see in Section 3, this approach allows
us to considerably simplify the algorithms’ analysis; loosely speaking, to lower bound
the probability that φ(xi, xj) is satisfied, we only need to lower bound the probabilities
Pr (ūi2j2 ∈ A | ūi1j1 ∈ A) and Pr (ūi1j1 ∈ A | ūi2j2 ∈ A) for j1, j2 ∈ D satisfying the constraint
φ(j1, j2) (both probabilities are over the random choice of A). When we do that, we can
restrict our attention to vectors ūi1j1 and ūi2j2 , and do not have to analyze all possible
spatial configurations of vectors ūi11, . . . , ūi1d, ūj11, . . . , ūj1d. Nevertheless, the analysis is
still more complicated than that for Boolean 2-CSPs. Particularly, it is very important to
properly handle both directions and lengths of vectors.

Chapte r 11
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Rounding SDPs for most CSPs of arity k > 2 – and especially non-Boolean CSPs of
arity k > 2 – poses additional challenges. The standard SDP relaxation for CSPs of arity
k > 2 is somewhat similar to that for non-Boolean 2-CSPs; the key difference is that for
each constraint φ(xi1 , . . . , xik ) and each satisfying assignment xi1 = j1, . . . , xik = jk for
this constraint, we have an additional SDP vector variable v̄(i1,j1),...,(ik,jk). In the intended
solution, v̄(i1,j1),...,(ik,jk) = v̄0 if xi1 = j1, . . . , xik = jk, and v̄(i1,j1),...,(ik,jk) = 0, otherwise.
The SDP objective function equals the sum of ‖v̄(i1,j1),...,(ik,jk)‖2 over all variables v̄.... There
are additional SDP constraints of the form 〈v(i1,j1),...,(ik,jk), uit,jt〉 = ‖v(i1,j1),...,(ik,jk)‖2 and
〈v(i1,j1),...,(ik,jk), uit,j′〉 = 0 if j′ 6= jt. The main challenge is that for such problems as Max
k-And, to lower bound the probability that a constraint φ(xi1 , . . . , xik ) is satisfied, we have
to analyze the spatial configuration of all dk vectors xi11, . . . , xi1d, . . . , xik1, . . . , xikd and
vector v̄(i1,j1),...,(ik,jk).

Metric Embedding Techniques. Low-distortion metric embedding techniques are among
the most powerful and widely used in combinatorial optimization. Not surprisingly, they are
also employed for solving certain CSPs: Min UnCut, Min 2CNF Deletion, and Unique Games
(in all these problems, the objective is to minimize the number of unsatisfied constraints).
However, we do not describe any algorithms that use metric embeddings in this survey; we
refer the reader to papers [1, 14].

1.1 Overview of Known Results for CSPs
In this section, we give an overview of known approximation results for constraint satisfaction
problems.

Boolean CSPs. First, we discuss the results for Boolean CSPs with the maximization
objective (objective (1) in our list). The results are summarized in Figure 1. When we
describe a CSP, we write zi to denote a literal xi or x̄i. The most basic Boolean Max 2-CSP
problem is Max Cut. In this problem, each constraint is of the form xi 6= xj , or, equivalently,
xi ⊕ xj = 1. Goemans and Williamson designed a 0.87856 approximation algorithm for the
problem [18]. Later, Khot, Kindler, Mossel, and O’Donnell showed that this algorithm is
optimal assuming the Unique Games Conjecture (UGC)[30]. The best unconditional hardness
result was obtained by Håstad [23], who showed that it is NP-hard to obtain a better than
16/17 ≈ 0.94117 approximation (i.e., for every constant δ > 0, it is impossible to get a
(16/17− δ) approximation in polynomial time if P 6= NP ). All these results for Max Cut
also apply to a more general Max 2-Lin(2) problem, a Boolean 2-CSP with constraints of the
form xi ⊕ xj = c (where c ∈ {0, 1}).

Lewin, Livnat, and Zwick gave a 0.94016-approximation algorithm for Max 2-SAT, a
problem with disjunctive constraints of the form zi∨zj [36]; Austrin proved that this algorithm
is optimal assuming UGC [5]. Lewin et al. also designed a 0.87401-approximation algorithm
for Max 2-And, a problem with conjunctive constraints of the form zi∧zj . This problem is the
most general maximization Boolean 2-CSP – there is an approximation-preserving reduction
from any Max Boolean 2-CSP to Max 2-And (thus, if there is an α-approximation for Max
2-And, then there is an α-approximation for any Boolean 2-CSP). Therefore, the algorithm
by Lewin et al. gives a 0.87401 approximation for any Boolean 2-CSP. The approximation
factor of 0.87401 is not known to be optimal – the best upper bound, due to Austrin [5], is
0.87435; note that the gap between the lower and upper bounds is less than 0.0004.

Now consider CSPs of greater arities. In Max 3-SAT, each constraint is a disjunction of
at most 3 literals: zi1 ∧ · · · ∧ zit (t ≤ 3); in Max E3-SAT, each constraint is a disjunction of
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problem constraints approx. factor optimal?
(zi is either xi or x̄i) upper bound

Max Cut xi 6= xj 0.87856 [18] yes [30]Max 2-Lin(2) xi ⊕ xj = cij
Max 2-SAT zi ∨ zj 0.94016 [36] yes [5]
Max Di-Cut x̄i ∧ xj

0.87401 [36]
0.87856 [30]

Max 2-And zi ∧ zj 0.87435 [5]
Any Boolean 2-CSP Boolean 2-CSP 0.87435 [5]
Max 3-SAT

∨t
j=1 zij (t ≤ 3) 7/8 [28, 51] yes [23]

Max E3-SAT
∨3
j=1 zij

Any Boolean k-CSP Boolean k-CSP (0.62661−o(1))k
2k [40] (1+o(1))k

2k [6, 11]
Max k-And zi1 ∧ · · · ∧ zik
Max SAT

∨t
j=1 zij 0.7968 [7] 7/8 [23]

conj. 0.8434 [7]
Max Ek-SAT (k ≥ 3)

∨k
j=1 zij 1− 1/2k yes [23]

Max k-All-Equal zi1 = · · · = zik
0.88007 k

2k [13] (2+o(1))k
2k [6, 11]

Max k-NAE-SAT zi1 = · · · = zit (t ≤ k) 0.7499 [49] 0.87856 [30]
conj. 0.8279 [7]

Max k-Lin(2) (k ≥ 3) zi1 ⊕ · · · ⊕ zik = 0 1/2 yes [23]

Figure 1 List of known positive and negative results for Boolean CSPs with the maximization
objective. Some hardness results assume UGC and some assume only that P 6= NP .

exactly 3 literals. There is a trivial 7/8-approximation algorithm for Max 3E-SAT – simply
choose each xi uniformly at random from {0, 1} (the algorithm can be easily derandomized
using the method of conditional expectations). Max 3-SAT is more difficult – Karloff and
Zwick showed how to get a 7/8-approximation if a certain conjecture is true [28]; then, Zwick
gave a computer-assisted proof that there is indeed a 7/8-approximation algorithm for the
problem [51]. Håstad showed that Max E3-SAT is approximation resistant [23] and, thus,
Max E3-SAT and Max 3-SAT do not admit a better than 7/8 approximation if P 6= NP .

Avidor, Berkovitch, and Zwick [7] studied the general Max SAT problem, in which each
constraint is a disjunction of an arbitrary number of literals. They showed how to get a
0.7968 approximation for the problem; additionally, they gave an algorithm that gets a
0.8434 approximation if a certain conjecture is true. No hardness results have been proved
specifically for Max SAT; however, Håstad’s 7/8 hardness for Max E3-SAT also applies
to Max SAT. Finally, we note that Max Ek-SAT, the problem in which each constraint
is a disjunction of exactly k literals, is considerably simpler than Max SAT. The random
assignment algorithm gives a 1− 1/2k approximation; Håstad showed that there is no better
approximation algorithm for the problem when k ≥ 3 [23].

Consider an arbitrary Boolean k-CSP with the maximization objective. There ia an
approximation-preserving reduction from the problem to Max k-And (the problem in
which every constraint is a conjunction of k literals1). The algorithm by Makarychev

1 The variant of the problem, in which each constraint is a conjunction of at most k literals, is equivalent
to the variant, in which each constraint is a conjunction of exactly k literals.

Chapte r 11



292 Approximation Algorithms for CSPs

problem objective satisfied constraints optimal?
hardness result

Max Cut
(2) 1−O(

√
ε) [18, 13] yes [30]Max 2-SAT

Any Boolean 2-CSP
Max Cut

(3) 1−O(ε
√

logn) [1] No O(1) approx. [30]Max 2-SAT
Any Boolean 2-CSP
Max Horn SAT (2) 1− 8 log log 1

ε/ log 1
ε [50] 1− Ω

(
1/ log 1

ε

)
[22]

Max Horn 2-SAT (2) and (3) 1− 2ε [22] yes [22]

Figure 2 List of known results for almost satisfiable instances of Boolean CSPs. The table shows
what fraction of the constraints we can satisfy if the optimal solution satisfies a (1− ε) fraction of
the constraints. Note that the minimization versions of Max Cut, Max 2-SAT, and Max Horn SAT
are known as Min Uncut, Min 2-CNF Deletion, and Min Horn Deletion, respectively.

and Makarychev [40] gives a (0.62661− o(1))k/2k approximation for Max k-And and thus
for any Max Boolean 2-CSP (the little o(1) term tends to 0 as k →∞). Austrin and Mossel
proved a (1 + o(1))k/2k hardness of approximation if UGC [6] is true; later, Chan proved
that this hardness result holds if P 6= NP . Note that the lower and upper bounds differ only
by a constant factor; we conjecture that the algorithm in [40] actually gets a (1− o(1))k/2k
approximation. We note that the first asymptotically optimal, up to constant factors, upper
and lower bounds for the problem were obtained by Samorodnitsky and Trevisan [46] and
by Charikar, Makarychev, Makarychev [13], respectively. The algorithm in [13] gives a
0.44003k/2k approximation for all values of k.

In Figure 1, we also summarize known results for several other Max Boolean CSPs: Max
Di-Cut, Max k-All-Equal, Max k-NAE-Equal, and Max k-Lin(2).

Now, we briefly describe results for almost satisfying instances of Boolean CSPs (with
objectives (2) and (3) from our list). The results are shown in Figure 2. The algorithm by
Goemans and Williamson for Max Cut satisfies a 1−O(

√
ε) fraction of the constraints if the

optimal solution satisfies a 1− ε fraction of the constraints [18]. Charikar, Makarychev, and
Makarychev [13] gave an algorithm for all Boolean 2-CSPs with the same approximation
guarantee of 1−O(

√
ε). Khot, Kindler, Mossel, and O’Donnell [30] showed that these results

are asymptotically optimal if UGC is true.
Agarwal, Charikar, Makarychev, and Makarychev designed an O(

√
logn) approximation

algorithms for Min Uncut and Min 2-CNF Deletion, the minimization versions of Max Cut
and Max 2-SAT, respectively. The algorithm for Min 2-CNF Deletion gives an O(

√
logn)

approximation to arbitrary minimization Boolean 2-CSPs. The (1−O(
√
ε))-hardness result

by Khot et al. implies that there is no constant factor approximation for Min Uncut,
Min 2-CNF Deletion, and, in general, Min Boolean 2-CSPs if UGC is true. Chlebík and
Chlebíková proved an unconditional 8

√
5− 15 ≈ 2.88854 NP-hardness of approximation for

Min 2-CNF Deletion [15]. Håstad, Huang, Manokaran, O’Donnell, and Wright [24] proved
an unconditional 11/8 = 1.375 NP-Hardness of approximation for Min Uncut.

Finally, we describe results for Max Horn SAT(Min Horn Deletion). Recall that a Horn
clause is a disjunction of literals with at most one positive (non-negated) literal.2 There is

2 Some authors define a Horn clause as a disjunction of literals with at most one negated literal (see
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no approximation algorithm specifically for Horn SAT with the maximization objective; the
approximation algorithm by Avidor et al. for arbitrary SAT instances also gives a 0.7968
approximation for Max Horn SAT [7]. Zwick [50] designed an algorithm for (1− ε) satisfiable
instances of Max Horn SAT (which is also called Min Horn Deletion); the algorithm satisfies
at least a (1− 8 log log 1

ε/ log 1
ε ) fraction of the constraints. Guruswami and Zhou proved an

almost matching UGC-hardness result of (1− Ω(1/ log 1
ε )) (note that the upper and lower

bounds differ by a log log 1
ε factor) [22]. They also presented an algorithm that satisfies a

(1− 2ε) fraction of the constraints given a (1− ε)-satisfiable instance of Max Horn 2-SAT
and showed that this result is optimal (if UGC is true) [22].

Non-Boolean Max k-CSP. In Max k-CSP(d), an instance is a CSP with arbitrary con-
straints of arity k over a domain of size d. There is an approximation preserving reduction
from Max k-CSP(d) to the CSP with constraints of the form (xi1 = j1) ∧ · · · ∧ (xik = jk).
Makarychev and Makarychev designed an Ω(dk/dk) approximation algorithm3 for the case
when k ≥ Ω(log d). Very recently, Manurangsi, Nakkiran, and Trevisan [43] gave an
Ω(d log d/dk) approximation algorithm for d ≤ O(log d) (see also [32]). Relying on the
work of Austrin and Mossel [6], Håstad proved a hardness of Ω(kd/dk) for k ≥ d, assuming
UGC [40]. Later, Chan proved that this hardness result holds if P 6= NP [11]. His results
also imply an O(d2/dk) hardness of approximation for k < d and an O(log d/

√
d) hardness

for k = 2. Additionally, Manurangsi et al. [43] showed an 2O(k log k)d (log d)k/2

dk -hardness of
approximation, assuming UGC (this result gives a better upper bound on the approximation
factor when k � log d

log log d ). To summarize, the best known approximation factor for the
problem is Ω(dmax(k, log d)/dk); it is known to be optimal up to a constant factor when
k ≥ d (if P 6= NP ).

Other CSPs. We describe known results for Unique Games in Section 3 and results for
Minimum Multiway Cut in Section 5.

Universal Algorithm for CSPs. In Section 6, we discuss two very important general results
on approximability of CSPs: the result by Raghavendra [44] that shows that semidefinite
programming gives the best possible approximation for many CSPs and the universal
approximation algorithm for CSPs by Raghavendra and Steurer [45].

1.2 Organization
In Section 2, we describe the algorithm by Goemans–Williamson for Max Cut and discuss
algorithms for other Boolean 2-CSPs. In Section 3, we describe known results for Unique
Games and give an approximation algorithm for the problem, as well as present the framework
of orthogonal separators. Then in Section 4, we discuss techniques for solving CSPs of
arities k > 2. In Section 5, we discuss the Minimum Multiway Cut problem and present
the algorithm by Călinescu, Karloff, and Rabani [10]. This is the only algorithm based
on linear programming that we give in this survey; all other algorithms are based on
semidefinite programming. Finally, in Section 6, we discuss the results by Raghavendra [44]

e.g. [50]). The two definitions are different; however, by negating all literals, an instance of one problem
can be transformed to an instance of the other problem of the same value.

3 We write the approximation factor as dk/dk and not as k/dk−1, because it is easier to compare it to
the approximation factor 1/dk of the random assignment algorithm, when it is written in this form.

Chapte r 11
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and Raghavendra and Steurer [45] and describe and analyze the universal rounding algorithm
for (generalized) 2-CSPs with nonnegative predicates [45]. We conclude the paper with a list
of open problems.

2 Boolean CSPs or Arity 2: Max Cut and Max 2-SAT

In this section, we describe the Goemans–Williamson approximation algorithm [18] for Max
Cut and discuss approximation algorithms for other Boolean 2-CSPs.

Max Cut problem may be stated as a graph partitioning or constraint satisfaction problem.
In the graph partitioning formulation, we are given a graph G = (V,E), and our goal is to
find a cut (S, S̄) so as to maximize the number of cut edges. In the CSP formulation, we
are given a set variables x1, . . . , xn and a set of constraints of the form xi 6= xj ; our goal
is to find a Boolean assignment that maximizes the number of satisfied constraints. There
is a simple correspondence between the two formulations: vertices correspond to variables,
edges correspond to the constraints, and a solution (S, S̄) corresponds to a CSP solution
that assigns 1 (true) to vertices in S and 0 (false) to vertices in S̄. Below, we consider the
CSP formulation of the problem. We note that all results we describe in this section also
apply to a more general Max 2-Lin(2) problem.

I Theorem 1 ([18]). There exists a randomized polynomial-time approximation algorithm
for Max Cut that finds a solution of value at least αGWOPT, in expectation, where αGW ≈
0.87856.

Proof. We write the following standard SDP relaxation for Max Cut.

maximize 1
4

∑
constraint xi 6=xj

‖ūi − ūj‖2

subject to
‖ūi‖2 = 1 for every i ∈ {1, . . . , n} .

There is an SDP vector variable ūi for each CSP variable xi. The only constraint in the SDP
requires that all vectors ūi be unit vectors.

Let us verify this is indeed a relaxation; that is, the optimal value of the SDP is at most
OPT. To this end, consider an optimal solution xi = x̂i. Now, pick an arbitrary unit vector
v̄0, and define a feasible SDP solution ūi = v̄0 if xi = 1, and ūi = −v̄0 if xi = 0. Observe
that 1

4‖ūi − ūj‖
2 = 1 if xi 6= xj , and 1

4‖ūi − ūj‖
2 = 0, otherwise. Thus, the value of this

SDP solution equals OPT. Therefore, the value of the optimal SDP solution is at most OPT.
We denote the value of the SDP solution by SDP.

The Goemans–Williamson approximation algorithm solves the SDP relaxation and finds
an optimal solution {ūi}. Now, it chooses a random hyperplane H passing through the origin.
The hyperplane partitions space into two half-spaces A and Ā (we arbitrarily choose which
of the half-spaces is A and which is Ā). The algorithm returns the following solution:

xi =
{

1, if ūi ∈ A,
0, if ūi ∈ Ā.

Let us analyze this algorithm. Consider a constraint xi 6= xj . We lower bound the probability
that it is satisfied. Consider the two dimensional plane P passing through ūi and ūj . Note
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that the intersection between P and the random hyperplane H is a random line l in P ,
passing through the origin. Consider line l and the angle formed by vectors ūi and ūj ; note
that l goes through the vertex of the angle.

ūi

ūj l
case 1

ūi

ūj

l

case 2

There are two cases: (1) P separates the sides of the angle and (2) it does not. In the former
case, ūi and ūj lie in different half-spaces w. r. t. H; that is, one of them is in A and the other
is in Ā. The algorithm assigns different values to xi and xj , and thus satisfies the constraint
xi 6= xj . In the latter case, ūi and ūj lie in the same half-space w. r. t. H; the algorithm
assigns the same value to xi and xj , and thus violates the constraint xi 6= xj . We conclude
that the probability that the constraint xi 6= xj is satisfied equals the probability that l
goes between ūi and ūj . This probability equals the angle between ūi and ūj divided by π:
arccos〈ūi, ūj〉/π. We compare this probability with the SDP contribution of the constraint
xi 6= xj : 1

4‖ūi − ūj‖
2 = 1−〈ūi,ūj〉

2 .

Pr (xi 6= xj)
/

1− 〈ūi, ūj〉
2 = 2

π

arccos〈ūi, ūj〉
1− 〈ūi, ūj〉

≥ min
x∈[−1,1]

2
π

arccosx
1− x ≡ αGW ≥ 0.87856.

Here, αGW is the minimum of the function 2
π

arccos x
1−x on [−1, 1]. Numerically, it is greater

than and approximately equal to 0.87856.
We conclude that, in expectation, the algorithm satisfies at least∑
constraint xi 6=xj

Pr (xi 6= xj) ≥
αGW

4
∑

constraint xi 6=xj

‖ūi − ūj‖2 = αGWSDP ≥ αGW OPT

constraints, as required. Note that if we run the algorithm sufficiently many times and
output the best of the solutions we find, we get at least an (αGW − δ) approximation with
high probability (for a polynomially small δ). J

I Theorem 2 (Goemans and Williamson [18]). Given a (1− ε)-satisfiable instance of Max
Cut, the Goemans–Williamson algorithm finds a solution of value at least 1 − O(

√
ε), in

expectation.

Proof. Let m be the number of the constraints. As we showed in the proof of Theorem 1, in
expectation, the fraction of the constraints satisfied by the Goemans–Williamson algorithm
is

1
m

∑
constraint xi 6=xj

Pr (xi 6= xj) = 1
m

∑
constraint xi 6=xj

arccos〈ūi, ūj〉
π

.

Note that cosx ≥ 1− x2/2. Since cosx is decreasing on [0, π], we have x ≤ arccos(1− x2/2);
letting y = x2/2−1, we get arccos y = π−arccos(−y) ≤ π−

√
2(y + 1). Thus, arccos〈ūi,ūj〉

π ≥

1−
√

2
√

1+〈ūi,ūj〉
π . Applying Jensen’s inequality and using that

1
m

∑
constr. xi 6=xj

1− 〈ūi, ūj〉
2 = SDP

m
≥ OPT

m
≥ 1− ε,
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we get that the fraction of satisfied constraints is at least

1
m

∑
constraint xi 6=xj

(
1−
√

2
√

1 + 〈ūi, ūj〉
π

)
≥ 1−

√
2
π

√
1 + 1

m

∑
constr. xi 6=xj

〈ūi, ūj〉 ≥ 1− 2
√
ε

π
,

in expectation. Running this rounding procedure many times, we can find a solution satisfying
a 1− 2(1−δ)

√
ε

π fraction of the constraints with high probability. J

Approximation algorithms for other Boolean 2-CSPs are more complex. Consider the
Max 2-SAT problem, in which constraints are of the form zi∨zj (where zi and zj are literals).
Notationally, it is convenient to introduce variables x−1, . . . , x−n for the negated literals
x̄1, . . . , x̄n; that is, let x−i = x̄i. Then, every constraint can be written as xi ∨ xj , where
i, j ∈ {±1, . . . ,±n}. We write an SDP relaxation for the problem. We have SDP variables
ū±1, . . . , ū±n for CSP variables x±1, . . . , x±n. We require that ūi = −ū−i.

maximize 1
4

∑
constraint xi∨xj

(3 + 〈ūi + ūj , v̄0〉 − 〈ūi, ūj〉)

subject to
3 + 〈ūi + ūj , v̄0〉 − 〈ūi, ūj〉

4 ≤ 1 for every i ∈ {±1, . . . ,±n}

ūi = −ū−i for every i ∈ {±1, . . . ,±n}
‖ūi‖2 = ‖v0‖2 = 1 for every i ∈ {1, . . . ,±n}

Note that we need an extra variable v̄0 in the relaxation for Max 2-SAT (which was absent
in the relaxation for Max Cut). Variable v̄0 represents true; accordingly, −v̄0 represents
false. In the intended SDP solution corresponding to a CSP solution, v̄0 is an arbitrary unit
vector, and ūi = v̄0 if xi = 1, ūi = −v̄0 if xi = 0. Note that the assignments to ūi and ū−i
are consistent: one of them is equal to v̄0 and the other to −v̄0.

Let us informally discuss what properties a rounding procedure for Max 2-SAT should
satisfy. First, note that if ūi is close to v̄0, then the SDP contribution of every constraint of
the form xi ∨ xj (for every j) is close to 1 (in particular, if ūi = v̄0, then the contribution is
1). Hence, we want to round ūi to 1 with high probability. Similarly, if ūi is close to −v̄0,
then the SDP contribution of every constraint of the form x−i ∨ xj is close to 1; hence, we
want to round ūi to 0 with high probability. We get the following heuristic:

Heuristic Rule 1: If |〈ūi, v̄0〉| is “large”, use threshold rounding. Namely, round ūi to 1 if
〈ūi, v̄0〉 > 0; round ūi to 0 if 〈ūi, v̄0〉 < 0.

On the other hand, if |〈ūi, v̄0〉| is 0 or small (then ūi is far from both v̄0 and −v̄0), we
get no or little information from 〈ūi, v̄0〉 whether to round ūi to 1 or 0. Note that the set of
vectors S = {ū : 〈ū, v̄0〉 = 0} is a sphere, which has no distinguished direction. Hence, it is
natural to use the Goemans–Williamson rounding procedure for vectors in S.

Heuristic Rule 2: If 〈ūi, v̄0〉 is “small’, use the Goemans–Williamson algorithm.
Now we need to combine these two heuristics and get a rounding procedure that works

for all vectors, including vectors ūi for which |〈ūi, v̄0〉| is neither “small” not “large”. Lewin,
Livnat, and Zwick [36] use a clever combination of an “outward rotation” and “skewed”
rounding to achieve that in their 0.94016-approximation algorithm for Max 2-SAT. We
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describe a somewhat simpler algorithm by Charikar et al. [13] that satisfies a (1−O(
√
ε))

fraction of the constraint given a (1− ε) satisfiable instance. The algorithm solves the SDP
relaxation and finds vectors ūi. Let ε′ = 1− SDP/m (note that ε′ ≤ ε since SDP ≥ OPT).
The algorithm chooses a random Gaussian vector g with independent components distributed
as N (0, 1). For every i, it lets

xi =
{

1, if 〈ūi, v̄0 +
√
ε′ g〉 > 0,

0, if 〈ūi, v̄0 +
√
ε′ g〉 < 0.

Note that the algorithm always assigns opposite values to xi and x−i, since 〈ūi, v̄0 +
√
ε′ g〉 =

−〈ū−i, v̄0 +
√
ε′ g〉. If ūi is close to v̄0 or −v̄0, then 〈ūi, v̄0〉 is larger in absolute value than

〈ūi,
√
ε′ g〉 with high probability; thus, we essentially use threshold rounding (Heuristic Rule

1); however, if 〈ūi, v̄0〉 = 0, then the algorithm rounds ui depending on the sign of 〈ūi, g〉;
that is, it uses the Goemans–Williamson rounding (namely, all vectors in the half-space
{u : 〈u, g〉 > 0} are rounded to 1; vectors in the half-space {u : 〈u, g〉 < 0} are rounded to 0).

To analyze this algorithm, Charikar et al. upper bound the probability that each constraint
xi ∨ xj is not satisfied. Let the SDP contribution of the constraint xi ∨ xj be 1− ε′ij ; then,
the average of all ε′ij is ε′. It is proved in [13] that the probability that xi ∨ xj is violated is
O(
√
ε′ + ε′ij/

√
ε+
√
ε′). Averaging over all constraints and using Jensen’s inequality, we get

that the expected fraction of violated constraints is O(
√
ε′) = O(

√
ε), as required.

Interestingly, this algorithm differs from many other algorithms in that it may violate a
constraint xi ∨ xj even if the SDP contribution of the constraint is equal to 1 (then, ε′ij = 0);
loosely speaking, the algorithm violates the constraint even if the SDP “thinks” that the
constraint is “certainly” satisfied. In contrast, the Goemans–Williamson algorithm always
satisfies a constraint xi 6= xj if its contribution 1

4‖ūi − ūj‖
2 is 1 (then, vectors ūi and ūj are

antipodal). It turns out that this difference is not accidental: if an algorithm never violates
constraints whose SDP contribution is 1, then it can solve instances with hard constraints;
however, Guruswami and Lee showed that no polynomial-time algorithm for Max 2-SAT
with hard constraints can distinguish between (1− ε)-satisfiable and at-most-ε-satisfiable
instances (if UGC is true) [21].

3 Unique Games

In this section, we define the Unique Games problem, overview known results, and describe
an algorithm for Unique Games.

I Definition 3 (Unique Games). Unique Games is a constraint satisfaction problem of arity
2, in which every constraint has the form xj = πij(xi) for some permutation πij of the
domain D.

Observe that for every fixed value of the variable xi, there is a unique value for the variable
xj that satisfies the constraint between xi and xj . Hence, it is easy to find an exact solution
for a completely satisfiable instance of Unique Games: We simply guess the value of one
variable and then prorogate the values to all other variables (we do this for each connected
component of the constraint graphs). However, this algorithm fails even if 1% of all the
constraints are violated in the optimal solution. Khot [29] conjectured that if the optimal
solution satisfies a (1− ε) fraction of the constraints, then it is NP-hard to find a solution
satisfying even a δ fraction of the constraints. The conjecture is known as Khot’s Unique
Games Conjecture. We state it formally below.
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I Definition 4 (Unique Games Conjecture (UGC) [29]). For every positive ε and δ, there
exists a d such that given an instance of Unique Games on a domain of size d, it is NP-hard
to distinguish between the following two cases:

There exists a solution satisfying a (1− ε) fraction of all the constraints.
Every assignment satisfies at most a δ fraction of all the constraints.

It is unknown whether the conjecture is true or false. However, UGC has proved to be
very useful in obtaining hardness of approximation results. Researchers showed very strong
hardness of approximation results that rely on UGC for such problems as Vertex Cover [31],
Max Cut and Max 2-Lin(q) [30], ordering CSPs [20], and general MAX CSPs [44] (we
discuss the last result in Section 6). Today, we do not know how to obtain similar results
under weaker complexity assumptions. That is why UGC has gained a lot of popularity in
approximation algorithms and hardness of approximation communities. By now, the question
whether the conjecture is true of false is one of the major open questions in theoretical
computer science.

There are several general purpose approximation algorithms for the problem [29, 48, 19, 12,
14]. The best approximation algorithms by Charikar, Makarychev, and Makarychev [12] and
by Chlamtac, Makarychev, and Makarychev [14] find solutions satisfying a 1−O(

√
ε log k)

fraction and 1 − O(ε
√

logn log k)) fraction of all the constraints (respectively) given a
(1 − ε)-satisfiable instance. Khot, Kindler, Mossel, and O’Donnell [30] showed that there
is no polynomial-time algorithm that satisfies more than a 1− c

√
ε log k fraction of all the

constraints if UGC is true. Thus, the algorithm [12] cannot be improved for general instances
of Unique Games if UGC is true. However, there are known better algorithms for special
families of Unique Games. Arora et al. [4] showed that UGC does not hold for instances of
Unique Games whose constraint graphs are expanders (see also [39]). Kolla, Makarychev,
and Makarychev [33] showed that the Unique Games Conjecture does not hold for random
and semi-random instances of Unique Games. Finally, Arora, Barak, and Steurer [2] designed
a sub-exponential (super-polynomial) algorithm for arbitrary instances of Unique Games.
Given a (1 − ε)-satisfiable instance, their algorithm finds a solution satisfying a (1 − εc)
fraction of all the constraints (for some fixed c > 0) in time exp(dnεc).

We now present an SDP-based approximation algorithm for Unique Games by Charikar,
Makarychev, and Makarychev [12]. The exposition of the algorithm follows the paper by
Chlamtac, Makarychev, and Makarychev [14] (see also [8, 37]).

I Theorem 5 (Charikar, Makarychev, Makarychev [12]). There exists an approximation
algorithm that given a (1− ε)-satisfiable instance of Unique Games, finds a solution satisfying
a 1−O(

√
ε log d) fraction of all the constraints.

The approximation of Theorem 5 cannot be improved if the Unique Games conjecture is
true [30]. We prove Theorem 5 using the technique of orthogonal separators [14].

In the next section, we present a standard SDP relaxation for Unique Games (without `22
triangle inequalities). Then, in Section 3.2, we introduce a technique of orthogonal separators.
However, we postpone the proof of existence of orthogonal separators to Section 3.4. In
Section 3.3, we present the approximation algorithm and prove Theorem 5. Finally, in
Section 3.5, we give some useful bounds on the Gaussian distribution.

3.1 SDP Relaxation
We use a standard SDP relaxation for 2CSPs over non-Boolean domain D. We let G = (V,E)
be the constraint graph: The vertices of the graph correspond to the variables xi, the
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edges correspond to the constraints xj = πij(xi). Formally, V = {1, . . . , n}, E = {(i, j) :
there is a constraint xj = πij(xi)}. To simplify the notation, we assume that the graph does
not have parallel edges; i.e. there is at most one constraint between every pair of variables xi
and xj . Note that this restriction on instances can easily be removed. In the SDP relaxation,
we have a vector ūia for every vertex i ∈ V and label a ∈ D. In the intended integral solution,
the vector ūia is the indicator of the event “xi = a”. That is, if x∗i is the optimal solution,
then the corresponding integral solution is as follows:

ū∗ia =
{

1, if x∗i = a;
0, otherwise.

Observe that if a constraint (i, j) is satisfied then ū∗jπij(a) = ū∗ia for all a ∈ D. If the constraint
is violated, then ū∗ia = ū∗jπij(a) = 0 for all but exactly two a’s: ū∗ixi

= 1, but ū∗jπij(xi) = 0;
and ū∗jxj

= 1, but ū∗
iπ−1

ij
(xj) = 0. Thus,

1
2
∑
a∈D
‖ū∗ia − ū∗jπij(a)‖

2 =
{

0, if assignment x∗ satisfies constraint (i, j);
1, if assignment x∗ violates constraint (i, j).

Therefore, the number of violated constraints equals

1
2
∑

(i,j)∈E

∑
a∈D
‖ū∗ia − ū∗jπij(a)‖

2. (2)

Our goal is to minimize this expression. Note that for a fixed variable xi, one and only one
ū∗ia equals 1. Hence, (1) 〈ū∗ia, ū∗ib〉 = 0, if a 6= b; and (2)

∑
a∈D ‖ū∗ia‖2 = 1. We now write the

SDP relaxation (in this SDP, unlike many SDPs we consider in this survey, the objective
measures the number of unsatisfied constraints).

minimize 1
2
∑

(u,v)∈E

∑
a∈D
‖ūia − ūjπuv(a)‖2

subject to
〈ūia, ūjb〉 = 0 for all i ∈ V and a 6= b∑
a∈D
‖ūia‖2 = 1 for all i ∈ V

This is a relaxation, since for ūia = ū∗ia, the SDP value equals the number of violated
constraints (see (2)); and ū∗ia is a feasible solution for the SDP.

3.2 Orthogonal Separators – Overview
The main technical tool of the algorithm is a procedure for sampling a random subset of
vectors, called an orthogonal separator, from the set of all vectors ūia in the SDP solution.
The distribution of the subset must satisfy certain properties which we describe in this
section. Orthogonal separators are used not only in algorithms for Unique Games, but also in
various graph partitioning algorithms [3, 8, 34, 37, 38, 41]. In fact, one can think of Unique
Games as of certain graph partitioning problem.

Let X be a set of vectors in `2 of length at most 1. We say that a distribution over
subsets of X is an m-orthogonal separator of X with `2 distortion D, probability scale α > 0
and separation threshold β < 1, if the following conditions hold for S ⊂ X chosen randomly
according to this distribution:
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1. For all ū ∈ X, Pr(ū ∈ S) = α‖ū‖2.
2. For all ū, v̄ ∈ X with 〈ū, v̄〉 ≤ βmax(‖ū‖2, ‖v̄‖2),

Pr(ū ∈ S and v̄ ∈ S) ≤ αmin(‖ū‖2, ‖v̄‖2)
m

.

3. For all ū, v̄ ∈ X,

Pr(IS(ū) 6= IS(v̄)) ≤ αD ‖ū− v̄‖ ·min(‖ū‖, ‖v̄‖) + α
∣∣‖ū‖2 − ‖v̄‖2∣∣,

where IS is the indicator of the set S; i.e. IS(ū) = 1, if ū ∈ S; IS(ū) = 0, if ū /∈ S.

In most cases, it is convenient to use a slightly weaker (but simpler) bound on Pr(IS(ū) 6=
IS(v̄)).
3’. For all ū, v̄ ∈ X,

Pr(IS(ū) 6= IS(v̄)) ≤ αD′‖ū− v̄‖ ·max(‖ū‖, ‖v̄‖).

The property (3′) follows from (3) with D′ = D + 2, since∣∣‖ū‖2 − ‖v̄‖2∣∣ =
∣∣‖ū‖ − ‖v̄‖∣∣ · (‖ū‖+ ‖v̄‖) ≤ ‖ū− v̄‖ · 2 max(‖ū‖, ‖v̄‖).

The last inequality follows from the (regular) triangle inequality for vectors ū, v̄ and (ū− v̄).
Our algorithm for Unique Games relies on the following theorem.

I Theorem 6 (see Chlamtac, Makarychev, Makarychev [14]). There exists a polynomial-
time randomized algorithm that given a set of vectors X in the unit ball and parameter m,
generates an m-orthogonal separator with `2 distortion D = O

(√
logm

)
, probability scale

α ≥ poly(1/m) and separation threshold β = 0.

I Remark. Chlamtac, Makarychev, Makarychev [14] proved that there exists an `22 orthogonal
separator satisfying conditions (1), (2), and (3′′):

3”. For all ū, v̄ ∈ X, Pr(IS(ū) 6= IS(v̄)) ≤ αD̃‖ū− v̄‖2, where D̃ = O(
√

logn log k).

If we use this type of orthogonal separators in the algorithm that we present in the next
section, we will get an approximation algorithm that satisfies a 1−O(ε

√
logn log k) fraction

of the constraints given a 1− ε satisfiable instance.

3.3 Approximation Algorithm
We now present an approximation algorithm for Unique Games that uses orthogonal separa-
tors. We prove Theorem 6 and show how to generate orthogonal separators in Section 3.4.
Consider the algorithm presented in Figure 3.

I Lemma 7. The algorithm satisfies the constraint between variables i and j with probability
1−O(D√εij), where D is the distortion of the orthogonal separator sampled by the algorithm,
and εij is the SDP contribution of the term corresponding to the edge (i, j):

εij = 1
2
∑
a∈D
‖ūia − ūjπij(a)‖2.
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Input: An instance of Unique Games.
Output: Assignment of labels to vertices.
1. Solve the SDP. Let X = {ūia : i ∈ V, a ∈ D}.
2. Mark all variables as active.
3. while (there are active variables)

a. Produce an m-orthogonal separator S ⊂ X with distortion D and probability scale α
as in Theorem 6, where m = 4k and D = O(

√
logm).

b. For all active variables xi:
Let Si = {a : ūia ∈ S} .
If Si contains exactly one element a, then let xi = a; mark the variable xi as
inactive.

4. If the algorithm performs more than n/α iterations, assign arbitrary values to any
remaining variables (note that α ≥ 1/poly(d)).

Figure 3 Approximation algorithm for Unique Games.

Proof. If (D + 2)√εij ≥ 1/8, then the statement holds trivially, so we assume that (D +
2)√εij < 1/8. For the sake of analysis, we also assume that πij is the identity permutation
(we can simply rename the values of the variable xj so that πij is the identity; this clearly
does not affect the execution of the algorithm).

Consider the first iteration in which we assign a value to one of the variables, xi or xj . At
the end of this iteration, we mark the constraint xi = πij(xj) as satisfied or not: If we assign
the same value a ∈ D to xi and xj , we mark the constraint as satisfied (recall that we assume
that πij is the identity permutation); otherwise, we conservatively mark the constraint as
violated (a constraint marked as violated in the analysis may potentially be satisfied by
the algorithm). Consider one iteration of the algorithm at which both xi and xj are active.
There are three possible cases:
1. Both sets Si and Sj are equal and contain exactly one element, then the constraint

xj = πij(xi) is satisfied after this iteration.
2. The sets Si and Sj are equal, but contain more than one or none elements, then no values

are assigned at this iteration to xi and xj .
3. The sets Si and Sj are not equal, then the constraint may be violated.

Let us estimate the probabilities of each of these events. Using that for all a 6= b the
vectors ūia and ūib are orthogonal, and properties 1 and 2 of orthogonal separators we get
(below α is the probability scale): for a fixed a,

Pr (|Si| = 1; a ∈ Si) = Pr (a ∈ Su)− Pr (a ∈ Su and b ∈ Su for some b 6= a)

≥ Pr (a ∈ Su)−
∑

b∈D\{a}

Pr (a, b ∈ Su)

≥ α‖ūia‖2 −
∑

b∈D\{a}

αmin(‖ūia‖2, ‖ūib‖2)
4d

≥ α‖ūia‖2 −
α

4d
∑

b∈D\{a}

‖ūia‖2

≥ α‖ūia‖2
(

1− (d− 1)
4d

)
≥ 3α‖uia‖2

4 .
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Then, using that
∑
a∈D ‖ūia‖2 = 1, we get

Pr (|Si| = 1) =
∑
a∈D

Pr (|Si| = 1; a ∈ Si) ≥
∑
a∈D

3α‖uia‖2

4 = 3α
4 . (3)

Thus, at every iteration of the algorithm when xi is active, we assign a value to xi with
probability at least 3α/4. The probability that the constraint (i, j) is violated is at most

Pr (Si 6= Sj) ≤
∑
a∈D

Pr (IS(ūia) 6= IS(ūja)) .

We use property 3 of orthogonal separators (see property (3′)) to upper bound the right
hand side

Pr (Si 6= Sj) ≤ αD′
∑
a∈D
‖ūia − ūja‖ ·max(‖ūia‖, ‖ūja‖).

By Cauchy–Schwarz,

Pr (Su 6= Sv) ≤ αD′
√∑
a∈D
‖ūia − ūja‖2 ·

√∑
a∈D

max(‖ūia‖2, ‖ūja‖2)

≤ αD′
√∑
i∈D

2εij ·
√∑
a∈D
‖ūia‖2 + ‖ūja‖2︸ ︷︷ ︸

=
√

2

= 2αD′√εij .

Finally, the probability of satisfying the constraint is at least

Pr (|Su| = 1 and Su = Sv) ≥
3
4α− 2αD′√εij ≥

1
2 α.

Here, we used the assumption D′√εij ≤ 1/8. Since the algorithm performs n/α iterations,
the probability that it does not assign any value to xi or xj before step 4 is exponentially
small. At each iteration the probability of failure is at most O(D√εij) times the probability
of success, thus the probability that the constraint is not satisfied is O(D√εij). J

We now show that the approximation algorithm satisfies a 1−O(
√
ε log d) fraction of all

the constraints.

Proof of Theorem 5. By Lemma 7, the expected number of unsatisfied constraints is equal
to ∑

(u,v)∈E

O(
√
εij log d).

By Jensen’s inequality for the function t 7→
√
t,

1
|E|

∑
(u,v)∈E

√
εij log d ≤

√√√√ 1
|E|

∑
(i,j)∈E

εij log d =

√
SDP
|E|

log d.

Here, SDP =
∑

(i,j)∈E εij denotes the SDP value. If OPT ≤ ε|E|, then SDP ≤ OPT ≤ ε|E|.
Hence, the expected cost of solution is upper bounded by O(

√
ε log k)|E|. J
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3.4 Orthogonal Separators – Proofs
Proof of Theorem 6. In the proof, we denote the probability that a Gaussian N (0, 1)
random variable X is greater than a threshold t by Φ̄(t). We use the following algorithm
for generating m-orthogonal separators with `2 distortion: Assume w.l.o.g. that all vectors
ū lie in Rn. Fix a threshold t = Φ̄−1(1/m) (i.e., fix t such that Φ̄(t) = 1/m). Sample
independently a random Gaussian n dimensional vector g ∼ N (0, I) in Rn and a random
number r in [0, 1]. Return the set

S = {ū : 〈ū, g〉 ≥ t‖ū‖ and ‖ū‖2 ≥ r}.

We note that the idea of using threshold rounding was first used by Karger, Motwani,
and Sudan [26] in their algorithm for approximate graph coloring. We claim that S is an
m-orthogonal separator with `2 distortion O(

√
logm), probability scale α = 1/m and β = 0.

Let us verify that S satisfies the required conditions.

1. For every nonzero vector ū ∈ X, we have

Pr(ū ∈ S) = Pr(〈ū, g〉 ≥ t‖ū‖ and r ≤ ‖ū‖2) =
= Pr(〈ū/‖ū‖, g〉 ≥ t)︸ ︷︷ ︸

1/m

·Pr(r ≤ ‖ū‖2)︸ ︷︷ ︸
‖ū‖2

= ‖ū‖2/m ≡ α‖ū‖2.

Here we used that 〈ū/‖ū‖, g〉 is distributed as N (0, 1), since ū/‖ū‖ is a unit vector. Then,
by the choice of the threshold t, we have Pr(〈ū/‖ū‖, g〉 ≥ t) = 1/m. If ū = 0, then
Pr(r ≤ ‖ū‖2) = 0, hence Pr(ū ∈ S) = 0.

2. For every ū, v̄ ∈ X with 〈ū, v̄〉 = 0, we have

Pr(ū, v̄ ∈ S) = Pr(〈ū, g〉 ≥ t; 〈v̄, g〉 ≥ t; r ≤ ‖ū‖2 and r ≤ ‖v̄‖2)
= Pr(〈ū, g〉 ≥ t‖ū‖ and 〈v̄, g〉 ≥ t‖v̄‖) · Pr(r ≤ min(‖ū‖2, ‖v̄‖2)).

The random variables 〈ū, g〉 and 〈v̄, g〉 are independent, since ū and v̄ are orthogonal vectors.
Hence,

Pr(ū, v̄ ∈ S) = Pr(〈ū, g〉 ≥ t‖ū‖) · Pr(〈v̄, g〉 ≥ t‖v̄‖) · Pr(r ≤ min(‖ū‖2, ‖v̄‖2)).

Note that ū/‖ū‖ is a unit vector, and 〈ū/‖ū‖, g〉 ∼ N (0, 1). Thus,

Pr(〈ū, g〉 ≥ t‖ū‖) = Pr(〈ū/‖ū‖, g〉 ≥ t) = 1/m.

Similarly, Pr(〈v̄, g〉 ≥ t‖v̄‖) = 1/m. Then, Pr(r ≤ min(‖ū‖2, ‖v̄‖2)) = min(‖ū‖2, ‖v̄‖2), since
r is uniformly distributed in [0, 1]. We get

Pr(ū, v̄ ∈ S) = min(‖ū‖2, ‖v̄‖2)
m2 = αmin(‖ū‖2, ‖v̄‖2)

m
.

3. If IS(ū) 6= IS(v̄), then either ū ∈ S and v̄ /∈ S, or ū /∈ S and v̄ ∈ S. Thus,

Pr(IS(ū) 6= IS(v̄)) = Pr(ū ∈ S; v̄ /∈ S) + Pr(ū /∈ S; v̄ ∈ S).

We upper bound the both terms on the right hand side using the following lemma (switching
ū and v̄ for the second term) and obtain the desired inequality.
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I Lemma 8. If ‖ū‖2 ≥ ‖v̄‖2, then

Pr(ū ∈ S; v̄ /∈ S) ≤ αD‖ū− v̄‖ ·min(‖ū‖, ‖v̄‖) + α
∣∣‖ū‖ − ‖v̄‖∣∣;

otherwise,

Pr(ū ∈ S; v̄ /∈ S) ≤ αD‖ū− v̄‖ ·min(‖ū‖, ‖v̄‖).

Proof of Lemma 8. We have

Pr(ū ∈ S; v̄ /∈ S) = Pr(〈ū, g〉 ≥ t‖ū‖; r ≤ ‖ū‖2; v /∈ S).

The event {v̄ /∈ S} is the union of two events {〈v̄, g〉 ≥ t‖v̄‖ and r ≤ ‖v̄‖2} and {r ≥ ‖v̄‖2}.
Hence,

Pr(ū ∈ S; v̄ /∈ S) ≤ Pr(〈ū, g〉 ≥ t‖ū‖; 〈v̄, g〉 < t‖v̄‖; r ≤ min(‖ū‖2, ‖ū‖2)) (4)
+ Pr(〈ū, g〉 ≥ t‖ū‖; ‖v̄‖2 ≤ r ≤ ‖ū‖2).

Let gu = 〈ū/‖ū‖, g〉 and gv = 〈v̄/‖v̄‖, g〉. Both gu and gv are standard N (0, 1) Gaussian
random variables. Thus, Pr(gu ≥ t) = Pr(gv ≥ t) = 1/m = α. We write (4) as follows:

Pr(ū ∈ S; v̄ /∈ S) = Pr(gu ≥ t; gv < t) Pr(r ≤ min(‖ū‖2, ‖v̄‖2)) (5)
+ Pr(gu ≥ t) Pr(‖v̄‖2 ≤ r ≤ ‖ū‖2)

= Pr(gu ≥ t; gv < t) ·min(‖ū‖2, ‖v̄‖2) + αPr(‖v̄‖2 ≤ r ≤ ‖ū‖2). (6)

To finish the proof we need to estimate Pr(gu ≥ t; gv < t) and Pr(‖v̄‖2 ≤ r ≤ ‖ū‖2). Since
r is uniformly distributed in [0, 1], Pr(‖v̄‖2 ≤ r ≤ ‖ū‖2) = ‖ū‖2 − ‖v̄‖2, if ‖ū‖2 − ‖v̄‖2 > 0;
and Pr(‖v̄‖2 ≤ r ≤ ‖ū‖2) = 0, otherwise.

We use Lemma 10 to upper bound Pr(gu ≥ t; gv < t):

Pr(gu ≥ t; gv < t) ≤ O
(√

1− cov(gu, gv) ·
√

logm/m
)
. (7)

The covariance of gu and gv equals cov(gu, gv) = 〈ū/‖ū‖, v̄/‖v̄‖〉 and ‖ū − v̄‖2 = ‖ū‖2 +
‖v̄‖2 − 2〈ū, v̄〉. Hence,

1− cov(gu, gv) = 1− ‖ū‖
2 + ‖v̄‖2 − ‖ū− v̄‖2

2‖ū‖ ‖v̄‖ = ‖ū− v̄‖
2 − (‖ū‖2 + ‖v̄‖2 − 2‖ū‖ ‖v̄‖)

2‖ū‖ ‖v̄‖

= ‖ū− v̄‖
2 − (‖ū‖ − ‖v̄‖)2

2‖ū‖ ‖v̄‖ ≤ ‖ū− v̄‖
2

2‖ū‖ ‖v̄‖ .

We plug this bound in (7) and get

Pr(gu ≥ t; gv < t) ≤ α · ‖ū− v̄‖√
‖ū‖ ||v̄‖

·O(
√

logm) ≤ α · ‖ū− v̄‖
min(‖ū‖, ‖v̄‖) ·O(

√
logm).

Now, Lemma 8 follows from (6). This concludes the proof of Lemma 8 and Theorem 6. J
J

3.5 Gaussian Distribution
In this section, we prove several useful estimates on the Gaussian distribution. Let X ∼
N (0, 1) be one dimensional Gaussian random variable. Denote the probability that X ≥ t
by Φ̄(t):

Φ̄(t) = Pr(X ≥ t).

The first lemma gives a very accurate estimate on Φ̄(t) for large t.
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I Lemma 9. For every t > 0,

t√
2π (t2 + 1)

e−
t2
2 < Φ̄(t) < 1√

2π t
e−

t2
2 .

Proof. Write

Φ̄(t) = 1√
2π

∫ ∞
t

e−
x2
2 dx = 1√

2π

[
−e− x2

2

x

∣∣∣∣∣
∞

t

−
∫ ∞
t

e−
x2
2

x2 dx

]

= 1√
2πt

e−
t2
2 − 1√

2π

∫ ∞
t

e−
x2
2

x2 dx.

Thus,

Φ̄(t) < 1√
2πt

e−
t2
2 .

On the other hand,

1√
2π

∫ ∞
t

e−
x2
2

x2 dx <
1√

2πt2

∫ ∞
t

e−
x2
2 dx = Φ̄(t)

t2
.

Hence,

Φ̄(t) > 1√
2πt

e−
t2
2 − Φ̄(t)

t2
,

and, consequently,

Φ̄(t) > t√
2π(t2 + 1)

e−
t2
2 . J

I Lemma 10. Let X and Y be Gaussian N (0, 1) random variables with covariance
cov(X,Y ) = 1− 2ε2. Pick the threshold t > 1 such that Φ̄(t) = 1/m for m > 3. Then

Pr(X ≥ t and Y ≤ t) = O(ε
√

logm/m).

Proof. If εt ≥ 1 or ε ≥ 1/2, then we are done, since ε
√

logm = Ω(εt) = Ω(1) and

Pr(X ≥ t and Y ≤ t) ≤ Pr(X ≥ t) = 1
m
.

So we assume that εt ≤ 1 and ε < 1/2. Let

ξ = X + Y

2
√

1− ε2
; η = X − Y

2ε .

Note that ξ and η are N (0, 1) Gaussian random variables with covariance 0. Hence, ξ and η
are independent. We have

Pr
(
X ≥ t and Y ≤ t

)
= Pr

(√
1− ε2 ξ + εη ≥ t and

√
1− ε2 ξ − εη ≤ t

)
.

Denote by E the following event:

E =
{√

1− ε2 ξ + εη ≥ t and
√

1− ε2 ξ − εη ≤ t
}
.
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Then,

Pr
(
X ≥ t and Y ≤ t

)
= Pr(E and εη ≤ t) + Pr(E and εη ≥ t).

Observe that the second probability on the right hand side is very small. It is upper bounded
by Pr(εη ≥ t), which, in turn, is bounded as follows:

Pr(εη ≥ t) = 1√
2π

∫ ∞
t/ε

e−
x2
2 dx = Φ̄(t/ε) ≤ O

(ε e− t2
2ε2

t

)
≤ O

(ε e− t2
2

t

)
= O(ε/m).

We now estimate the first probability:

Pr(E and εη ≤ t) = Eη[Pr(E and η ≤ t/ε | η)]

= 1√
2π

∫ t/ε

0
Pr(E | η = x) e−x

2/2 dx

= 1√
2π

∫ t/ε

0
Pr(
√

1− ε2ξ ∈ [t− εx, t+ εx]) e−x
2/2 dx.

The density of the random variable
√

1− ε2 ξ in the interval (t− εx, t+ εx) for x ∈ [0, t/ε] is
at most

1√
2π(1− ε2)

e
−(t−εx)2

2(1−ε2) ≤ 1
2 e

−(t−εx)2
2 ≤ 1

2 e
−t2

2 · eεtx ≤ 1
2 e

−t2
2 · ex,

here we used that ε ≥ 1/2 and εt ≥ 1. Hence,

Pr(t− εx ≤
√

1− ε2 ξ ≤ t+ εx) ≤ εx e
−t2

2 · ex.

Therefore,

Pr(E and εη ≤ t) ≤ ε e
−t2

2
√

2π

∫ t/ε

0
xex · e

−x2
2 dx ≤ ε e

−t2
2

√
2π

∫ ∞
0

xex · e
−x2

2 dx︸ ︷︷ ︸
O(1)

.

The integral in the right hand side does not depend on any parameters, so it can be upper
bounded by some constant (e.g. one can show that it is upper bounded by 2

√
2π). We get

Pr(E and εη ≤ t) ≤ O(ε e
−t2

2 ) = O(ε · tΦ̄(t)) = O(ε
√

logm/m).

This finishes the proof. J

4 CSPs of Higher Arities

In this section, we discuss techniques for solving Max k-CSP(d). We will not present any
approximation algorithms for Max k-CSP(d), but rather we will describe an SDP relaxation
for the problem and explain why rounding this SDP is challenging. To be specific, we
will focus our attention on the regime when k > Ω(log d). In this regime, the best known
approximation is Ω(dk/dk) [40].

Consider an instance of Max k-CSP(d). As we noted in the introduction, we may assume
that all constraints are of the form (xi1 = j1)∧ · · · ∧ (xik = jk). We write an SDP relaxation
for the problem. In the SDP, we have two sets of variables. First, we have a variable ūij for
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each xi and j ∈ D; second, we have a variable v̄C = v̄(i1,j1),...,(ik,jk) and for each constraint
C of the form (xi1 = j1) ∧ · · · ∧ (xik = jk). We denote the set of the constraints by C.

maximize
∑
C∈C
‖v̄C‖2

subject to
d∑
j=1
‖ūij‖2 = 1 for every i (8)

〈ūij1 , ūij2〉 = 0 for every i and j1 6= j2

〈ūij , v̄C〉 = ‖v̄C‖2 for every C ∈ C and clause xi = j in C
〈ūij , v̄C〉 = 0 for every C ∈ C and clause xi = j not in C (9)

In the intended solution, for some unit vector v̄0, we have ūij = v̄0 if xi = j, and ūij = 0,
otherwise; v̄C = v̄0 if C is satisfied, and v̄C = 0, otherwise. Let us first consider a very basic
rounding algorithm for the problem and discuss when it works and when it does not:
1. Choose a random Gaussian vector g with independent components distributed as N (0, 1).
2. For every i, let xi = arg maxj |〈ūij , g〉|.

We analyze the algorithm. Let us consider a CSP constraint C ∈ C and estimate with
what probability the algorithm satisfies it. Keep in mind that we want to get an Ω(kd/dk)
approximation, so the desired probability is Ω(kd |v̄C |2/dk). By renaming variables and
values, we may assume that C is (x1 = 1) ∨ · · · ∨ (xk = 1). Denote ξij = 〈ūij , g〉. Note that
ξij is a Gaussian random variable with mean 0 and variance ‖ūij‖2. The probability that
C is satisfied equals Pr (|ξi1| > |ξij | for all i and j 6= 1). It is instructive to consider a very
special case when the following two assumptions hold.
1. Since 〈ūi1, v̄C〉 = ‖v̄c‖2 for all i, we can write ūi1 = v̄C + ū⊥i1 where ū⊥i1 ⊥ v̄C . Let us

assume that all vectors ū⊥i1 are equal to 0, and thus ūi1 = · · · = ūid = v̄C .
2. Let us assume that all vectors ūij with j 6= 1 have the same length.
The first assumption is not essential, and we make it to slightly simplify the computations;
however, the second assumption is crucial for our analysis. We have, ξ11 = · · · = ξk1. Let
ξ = ξi1, η be a random variable distributed as N (0, ‖ūij‖2), and ρ = Var [ξ] /Var [η] =
‖v̄C‖2/‖ūij‖2, where j 6= 1. Assume that ρ ≤ 1. It follows from (9) that all random variables
ξij , with j 6= 1, are independent from ξ. Thus, for every M ,

Pr(|ξ| > |ξij | for all i and j 6= 1) ≥ Pr (|ξ| ≥M and |ξij | < M for all i and j 6= 1)

= Pr (|ξ| ≥M) Pr (|ξij | < M for i and j 6= 1)
Šidák
≥ Pr (|ξ| ≥M)

∏
i; j 6=1

Pr (|ξij | < M)

= Pr (|ξ| ≥M) Pr (|η| < M)k(d−1)
.

Here, we used Šidák’s theorem to get the inequality on the second line. From Lemma 9, it
is easy to prove that Pr (|η| ≥M) ≤ Pr (|ξ| ≥M)ρ for every threshold M (see [40, Lemma
2.4]). Let p = 1/(ρk(d − 1)) and M be such that Pr (|η| ≥M) = p. Then the probability
that the constraint is satisfied is at least

p1/ρ(1− p)k(d−1) ≈
(

1
ρk(d− 1)

)1/ρ
e−pk(d−1) ≈

(
1
ρkd

)1/ρ
e−1/ρ =

(
1

eρkd

)1/ρ
. (10)

When ρ > c/k (for sufficiently large c), the probability of satisfying C is, loosely speaking, of
order 1/dk/c, which is much greater than the desired probability dk‖v̄C‖2/dk. On the other
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hand, when ρ < c/k, we can use the random assignment rounding. Indeed, from (8) and our
assumptions, we get

1 = ‖ūi1‖2 +
∑
j

‖ūij‖2 = ‖v̄C‖2 + d− 1
ρ
‖v̄C‖2.

Thus, ‖v̄C‖2 ≈ ρ/d < c/(dk) and the desired probability of satisfying the constraint is
O(1/dk), which is less than the probability 1/dk with which the random assignment algorithm
satisfies the constraint (when constants in the O(·)-notation are appropriately chosen). We
see that if choose uniformly at random one of the two algorithms, the basic SDP rounding
and the random assignment, we will satisfy every clause with the desired probability.

This argument can be made formal. However, it crucially uses that all vectors ūij , for
j 6= 1, have the same length. If some of them are considerably longer than 1/

√
d, they will be

chosen disproportionately often. For instance, assume that ‖vC‖2 = c/(dk), a δ fraction of
vectors ūij have length approximately 1/

√
δd, and the remaining vectors ūij are equal to 0. In

this setting, there are d′ ≈ δd non-zero vectors ūij for every i, and ρ′ = ‖v̄C‖2/‖ūij‖2 ≈ cδ/k
(for j > 1 such that ūij 6= 0). Now, loosely speaking, we can use formula (10) with ρ = ρ′ and
d = d′ to estimate the probability of satisfying the constraint4. We get that the probability
is approximately 1/dk/(cδ), which is much less than the desired probability when δ � 1/c.

Let us discuss how we can fix the algorithm. If we knew that ‖ūi1‖2 ≤ O(1/d) for all i,
we would be able to restrict our attention only to those values j such that ‖ūij‖2 ≤ O(1/d);
that is, for each i, we would choose j that maximizes |ξij | only among those j for which
‖ūij‖2 ≤ O(1/d). That would eliminate values j that the rounding procedure chooses with
disproportionately large probabilities and thus fix the algorithm. On the other hand, if we
knew that ‖ūi1‖2 > c/d for all i (for some sufficiently large constant c > 1), then we would
be able to find a good assignment using another algorithm: for every i, we would choose
j uniformly at random among those j for which ‖ūij‖2 > c/d. Note that for every i, there
are at most d/c such values of j. Therefore, the probability that we choose j = 1 for every
i is at least (c/d)k � dk/dk, as desired. In fact, of course, we may have ‖ūi1‖2 < c/d for
some values of i and ‖ūi1‖2 > c/d for other values of i. Nevertheless, it is shown in [40] that
it is possible to combine these two approaches and get an Ω(dk/dk) approximation (when
k = Ω(log d)). We refer the reader to [40] for details.

5 Minimum Multiway Cut

In this section, we describe known approximation results for the Minimum Multiway Cut
problem. From a CSP viewpoint, the problem is a CSP of arity 2 over a domain D with two
types of constraints:

Equality constraints of the form xi = xj .
Unary constraints of the form xi = j, where j ∈ D.

The objective is to minimize the number of unsatisfied constraints. The problem is usually
stated as a graph partitioning problem.

I Definition 11. We are given a graph G = (V,E) and a set of terminals T = {s1, . . . , sd} ⊂
V . We need to partition the graph into d pieces P1, . . . , Pd such that si ∈ Pi. Our goal is to
minimize the number of cut edges.

4 We showed that formula (10) is a lower bound on the probability that C is satisfied; but, in fact, it
gives a reasonable estimate on the probability.
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Figure 4 The figure shows (1) an input graph, (2) a feasible LP solution, (3) a random partitioning,
and (4) the corresponding cut in the graph.

Observe that the two formulations are equivalent. Given a CSP instance, we construct a
graph instance of the problem as follows: we introduce a vertex vi for each variable xi and
add auxiliary vertices s1, . . . , sd; for each constraint xi1 = xi2 , we add an edge (vi1 , vi2); for
each constraint xi = j we add an edge (vi, sj). Similarly, we can transform a graph instance
to a CSP instance. Note that there is a one-to-one correspondence between solutions to
the problems: an assignment A : {xi} → D corresponds to the partitioning P1, . . . , Pd with
Pj = {vi : A(xi) = j} and vice versa. Below, we will discuss the Multiway Cut problem
in the standard graph partitioning formulation. Note that the problem can be solved in
polynomial-time when d = 2 (then, it is equivalent to the Minimum Cut problem), but it is
NP-hard for every d ≥ 3 [16].

Minimum Multiway Cut was introduced by Dahlhaus, Johnson, Papadimitriou, Seymour,
and Yannakakis [16] in 1994. Since then, a number of approximation algorithms have been
proposed in the literature [16, 10, 27, 9, 47]. The best known algorithm is due to Sharma
and Vondrák [47]. The algorithm gets a 1.309017 approximation; there is also a variant of
the algorithm that gets a 1.2965 approximation, but the analysis of this algorithm is only
computer-verified. Freund and Karloff [17] proved an integrality gap of 8/7− o(1) for the
problem. Manokaran, Naor, Raghavendra, and Schwartz [42] proved that the hardness of
approximation factor for Minimum Multiway Cut is equal to the integrality gap if UGC
holds. The results of [17, 42] imply a 8/7− o(1) hardness of approximation (if UGC is true).

We note that the maximization version of the problem, in which the objective is to
maximize the number of satisfied constraints received much less attention. Langberg, Rabani,
and Swamy [35] designed a (2 +

√
2)/4 ≈ 0.85355 approximation algorithm for the problem

and showed an integrality gap of 6/7− o(1) ≈ 0.85714− o(1).

All known approximation algorithms for Minimum Multiway Cut – other than the 2-
approximation algorithm by Dahlhaus et al. – use the linear programming (LP) relaxation
by Călinescu, Karloff, and Rabani [10]. The recent algorithms by Buchbinder, Naor, and
Schwartz [9] and Sharma and Vondrák [47] are significantly more involved than the algorithm
by Călinescu et al. and, in particular, require computer-assisted fine tuning of the parameters
to get the best approximation factors. Thus, in this survey, we describe the original LP
relaxation and algorithm by Călinescu, Karloff, and Rabani [10].

Consider the following relaxation for the problem. For every vertex u, we introduce
d LP variables u1, . . . , ud and let ū = (u1, . . . , ud). Let ∆ = {x̄ ∈ Rd : x1 + · · · + xd =
1, x1 ≥ 0, . . . , xd ≥ 0}; ∆ is a simplex with vertices e1 = (1, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0),
. . . , ed = (0, . . . , 0, 1) (see Figure 4). We write the following linear program.
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minimize 1
2
∑

(u,v)∈E

‖ū− v̄‖1

subject to
s̄j = ej for every j ∈ {1, . . . , d} ,
ū ∈ ∆ for every vertex u.

It is easy to see that this program is indeed a linear program – we can write the objective
function as a linear function by introducing auxiliary variables. Namely, introduce additional
LP variables yuvi; add inequalities yuvi ≥ ui − vi and yuvi ≥ vi − ui. Then, replace each
term ‖ū− v̄‖1 in the objective function with the expression

∑k
i=1 yuvi.

We denote the value of an optimal solution by OPT, and the value of LP by LP.

I Claim 12. The LP is a relaxation of the problem. That is, LP ≤ OPT.

Proof. Consider an optimal solution P1, . . . , Pd. Let ū = ei for u ∈ Pi. Clearly, ū is a feasible
LP solution. We compute the value of this solution. Consider an edge e = (u, v). Suppose
that u ∈ Pi and v ∈ Pj . The contribution of e to the objective function is

‖u− v‖1
2 = ‖ei − ej‖12 =

{
1, if i 6= j,

0, if i = j.

That is, the contribution of e is 1 if e is cut, and 0, otherwise. Thus, the total contribution
of all edges equals the number of cut edges. We get that the value of the LP solution {ū} is
OPT. Therefore, LP ≤ OPT. J

I Definition 13. Given a feasible LP solution, we define a distance function d(·, ·) on the
vertices of the graph:

d(u, v) = 1
2‖ū− v̄‖.

Let Br(u) be the ball of radius r around vertex u w. r. t. distance d(·, ·): Br(u) =
{v : d(u, v) < r}.

Now, we describe the algorithm by Călinescu, Karloff, and Rabani [10].

I Theorem 14 (Călinescu, Karloff, and Rabani [10]). There exists a 3/2-approximation
algorithm for Minimum Multiway Cut.

Proof. The algorithm is presented in Figure 5. We prove that the algorithm always returns
a feasible solution.

I Claim 15. The algorithm returns a feasible solution.

Proof. Note that si ∈ Br(si) and si /∈ Br(sj) for every j 6= i. Therefore, si necessarily lies
in Pi, as required. J

Now we compute the expected cost of the solution. Consider an edge e = (u, v). Note
that

d(u, si) = ‖ū− ei‖2 =
(1− ui) +

∑
j 6=i uj

2 = (1− ui) + (1− ui)
2 = 1− ui.
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Approximation Algorithm for Multiway Cut
Input: graph G = (V,E) and a set of terminals T = {s1, . . . , sd} ⊂ V .
Output: a partition P1, . . . , Pd of V such that si ∈ Pi.

solve the LP relaxation for Minimum Multiway Cut. Define d(u, v) = 1
2‖ū− v̄‖1.

choose a random permutation π of {1, . . . , d}
choose r uniformly at random from (0, 1)
let A = ∅
for i = π(1), π(2), . . . , π(d− 1) do

let Pi = Br(si) \A
let A = A ∪ Pi

let Pπ(d) = V \A
return partition P1, . . . , Pd
Figure 5 Approximation algorithm for Multiway Cut.

Let

Ai = min(d(u, si), d(v, si)) and Bi = max(d(u, si), d(v, si)).

We have,

Bi −Ai = |d(u, si)− d(v, si)| = |ui − vi|.

We may assume without loss of generality that

A1 ≤ A2 ≤ · · · ≤ Ad. (11)

Let us write i ≺ j if π−1(i) < π−1(j) (i precedes j in the order defined by π). We say that an
index i settles the edge (u, v) if i is the first index w.r.t. π such that u ∈ Br(si) or v ∈ Br(si)
(or both). In other words, index i settles edge e if Ai ≤ r and Aj > r for all j ≺ i. Let Ei be
the event that i settles (u, v). Note that at most one of the events Ei happens. (If no event
Ei happens than u and v belong to Pπ(k), and the edge (u, v) is not cut.)

When the event Ei happens, we add either one or both of the vertices u and v to Pi. Note
that in the former case, the edge (u, v) is cut since u ∈ Pi and v /∈ Pi; in the latter case, the
edge (u, v) is not cut since u, v ∈ Pi. We conclude that

Pr (e is cut) =
d−1∑
i=1

Pr (Ei and |{u, v} ∩Br(si)| = 1) =
d−1∑
i=1

Pr (Ei and Ai ≤ r < Bi) .

We are going to show now that Pr (Ei|r) ≤ 1/2 for every i > 1. Consider the event Li that
i � 1. Since events i � 1 and 1 � i are equiprobable, event Li happens with probability 1/2.
We claim that when Li happens Ei does not happen, and, therefore,

Pr (Ei|r) ≤ 1− Pr (Li|r) = 1
2 .

Assume to the contrary that both events happen. Then
r ≥ Ai and r < Aj for every j ≺ i,
and 1 ≺ i,
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therefore, r ≥ Ai and r < A1; thus, Ai < A1, which contradicts to our assumption (11). We
have,

Pr (e is cut) =
d−1∑
i=1

Pr (Ei and Ai ≤ r < Bi) =
d−1∑
i=1

Er [Pr (Ei|r) Pr (Ai ≤ r < Bi|r)]

≤ (B1 −A1) +
k∑
i=2

Bi −Ai
2 = B1 −A1

2 +
k∑
i=1

Bi −Ai
2

= |u1 − v1|
2 +

k∑
i=1

|ui − vi|
2 = |u1 − v1|+ ‖ū− v̄‖1

2 .

Observe that

‖u− v‖1 ≥ |u1 − v1|+

∣∣∣∣∣
k∑
i=2

ui −
k∑
i=2

vi

∣∣∣∣∣ = |u1 − v1|+ |(1− u1)− (1− v1)| = 2 |u1 − v1|.

Thus Pr (e is cut) ≤ 3‖ū− v̄‖1/4. By the linearity of expectation, the expected number of
cut edges is at most∑

(u,v)∈E

3
4‖ū− v̄‖1 = 3 LP

2 ≤ 3 OPT
2 .

We proved that our algorithm gives a 3/2 approximation, in expectation. By running this
algorithm many times we can get a (3/2 + ε) approximation with high probability. In fact,
the algorithm can be easily derandomized using the method of conditional expectations. J

6 Universal Rounding Algorithm

In this section, we discuss the hardness of approximation result by Raghavendra [44] and
universal rounding algorithm by Raghavendra and Steurer [45]. Then, we describe in detail
the rounding algorithm for a special case of CSPs of arity 2.

We consider a class of generalized CSPs of arity k with variables over a fixed domain
D = {1, . . . , d} and predicates from a constant-size set Λ. Every predicate π ∈ Λ is a function
from Dk to [−1, 1]. We shall refer to this class of CSPs as k-CSP Λ. The value of a solution
x∗i for instance I of k-CSP Λ equals

1
|Π|

∑
π(xi1 ,...,xik

)∈Π

π(x∗i1 , . . . , x
∗
ik

),

where Π is the set of predicates in I. The expression above has a normalization factor 1/|Π|;
thus the value of any solution lies in the range [−1, 1]. Note that a regular (non-generalized)
CSP is simply a generalized CSP in which all predicates take only values 0 and 1. We say
that a predicate π is nonnegative if π is nonnegative on every assignment. Observe that
finding an assignment of maximum value in an instance of k-CSP Λ is equivalent to finding
an assignment of minimum value in the instance where every predicate π is replaced with
−π. Thus, all results stated for maximization versions of generalized CSPs can be easily
translated to results for minimization versions of generalized CSPs and vice versa. However,
as we discuss later, the results for minimization and maximization CSPs with nonnegative
predicates – and, in particular, results for minimization and maximization regular CSPs –
are quite different.
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In a breakthrough paper [44], Raghavendra showed that assuming the Unique Games
Conjecture, the best possible approximation for many CSPs can be obtained by solving a
standard SDP relaxation. To formally state his result, we describe the SDP relaxation and
introduce some notation. First, we formulate the SDP for CSPs of arity 2; then, in the next
section, we present the SDP for CSPs of higher arities. As we discussed earlier, for each
variable xi, we introduce SDP vector variables ūi1, . . . , ūid. We also introduce a special unit
vector v0.

maximize 1
|Π|

∑
π(xi,xj)∈Π

∑
a,b∈D

π(a, b)〈ūia, ūjb〉 (12)

subject to (13)∑
a∈D

ūia = v0 for all i (14)

〈ūia, ūib〉 = 0 for all i, j ∈ [n]; a 6= b (15)
〈ūia, ūjb〉 ≥ 0 for each constraint π(xi, xj) ∈ Π and a, b ∈ D (16)

Let OPT = opt(I) be the value of the optimal solution for instance I, and SDP = sdp(I)
be the value of the optimal SDP solution for I. Define gap as follows:

gap(s) = inf{opt(I) : sdp(I) ≥ s}.

That is, gap(s) equals the minimum possible optimum value of an instance I with SDP value
at least s.

I Theorem 16 (Raghavendra [44]). Assuming the Unique Games Conjecture, for every
positive ε and every s ∈ (−1, 1), it is NP-hard to distinguish between instances I with
opt(I) ≥ s and opt(I) ≤ gap(s+ ε) + ε.

Note that since we can find the optimal solution of the SDP in polynomial time, we can
distinguish instances with (A) opt(I) > s and (B) opt(I) < gap(s)− ε: If sdp(I) > gap(s),
then I is in the set (A), otherwise I is in the set (B). Furthermore, Raghavendra [44] and
then, Raghavendra and Steurer [45] showed that given an instance with SDP value at least
s, we can find an assignment of value at least gap(s − ε) − ε. We present a proof of this
theorem for 2-CSPs with nonnegative predicates in Section 6.2.

I Theorem 17 (Raghavendra and Steurer [45]). For every class of problems k-CSP Λ and
every positive ε, there exists a randomized polynomial time algorithm that given an instance I
of k-CSP Λ with the SDP value SDP finds a solution {x∗i } of value at least gap(SDP− ε)− ε.

This result applies to both minimization and maximization problems. For a minimization
problem, the algorithm by Raghavendra and Steurer [45] finds a solution of cost at most
gapmin(SDP + ε) + ε, where gapmin(s) = sup{opt(I) : sdp(I) ≤ s}.

Let us discuss what the results by Raghavendra [44] and Raghavendra and Steurer [45]
imply for the three objectives we introduced in the introduction. Consider a generalized
k-CSP Λ, and let α be the integrality gap of its SDP relaxation. Can we get an (α − ε)
approximation using the algorithm by Raghavendra and Steurer [45]? Generally speaking, no.
If the value of the optimal solution OPT is positive, but is very close to 0, then gap(SDP−ε)−ε
may be negative. Hence, we cannot even guarantee that the algorithm finds a solution of
positive value.

Now, assume that all predicates π ∈ Λ are nonnegative (in particular, this condition
holds for regular CSPs), then the optimal value of any maximization k-CSP Λ is bounded
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away from 0 by some positive β (as we will see in a moment) and thus the algorithm always
returns a solution of value at least

α(SDP− ε)− ε ≥ αOPT− 2ε = αOPT− 2β(ε/β) ≥ (α− 2ε/β) OPT,

which is an (α− 2ε/β) approximation to the optimal value. Here we used that gap(s) ≥ αs.
The constant β equals the expected value of a predicate π on a random input for the

worst predicate π ∈ Λ:

β = min
π∈Λ

Ex1,...,xk∈D[π(x1, . . . , xk)].

The value of a random assignment is at least β, in expectation, for any instance of k-CSP Λ.
Thus the optimal value of any maximization k-CSP Λ is at least β.

Similarly, Theorem 16 implies that no algorithm can achieve a better than an (α+O(ε))
approximation if UGC holds. Indeed, consider an integrality gap instance I with the
integrality gap α′ ≤ α+ ε. Then, by Theorem 16, it is NP-hard to find a solution of value at
least α′(SDP+ε)+ε given an instance of value SDP. Thus no algorithm has an approximation
factor better than

α′(SDP + ε) + ε

SDP ≤ α′ + 2ε
SDP ≤ α

′ + 2β(ε/β)
OPT ≤ α+ ε+ 2ε/β.

I Corollary 18 (Raghavendra and Steurer [45], Raghavendra [44]). For every maximization
k-CSP Λ with nonnegative predicates and every positive ε, there exists a polynomial time
(α− ε)-approximation algorithm, where α is the integrality gap of the SDP relaxation from
Section 6.1. Further, for every positive ε, there is no (α + ε)-approximation algorithm if
UGC holds.

Note that for many maximization CSPs the best approximation ratio α is still not known.
From Theorems 16 and 17, we cannot get an analog of Corollary 18 for minimization

versions of generalized CSPs with nonnegative predicates and for regular CSPs with objective
(3) (described in the introduction). The reason for that is that the cost of a minimization
CSP can be arbitrarily close to 0.5 Similarly, we cannot get an analog of Corollary 18 for
objective (2). What we can get is the following. Let f(δ) = 1− gap(1− δ). There exists an
algorithm that given a (1− δ)-satisfiable instance and parameter ε > 0, finds an assignment
satisfying a (1− f(δ + ε)− ε) fraction of the constraints. The running time of the algorithm
is polynomial in n and exponential in 1/ε. Note that typically we have to take δ = O(ε) to
make this guarantee interesting. However, if we, say, let δ = ε, we get an algorithm with
running time exponential in 1/δ.

6.1 SDP Relaxation for k-CSPs with k > 2

The SDP relaxation for CSPs of arity k > 2 consists of two parts: a semidefinite program
and a linear program connected by special constraints. The SDP part has the same variables
ūia and v̄0 as the SDP relaxation for k = 2. These variables must satisfy SDP constraints
(14) and (15).

5 In fact, most minimization CSPs studied in the literature – such as Min UnCut, Min 2CNF Deletion
and Unique Games (with objective (3)) – do not admit a constant factor approximation if UGC holds.
Their worst case instances have cost o(1).
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The LP part has a variable pi1...ik (a1, . . . , ak) ∈ [0, 1] for every predicate π(xi1 , . . . , xik )
and (a1, . . . , ak) ∈ Dk. For every predicate π(xi1 , . . . , xik ), we define a local probability
distribution on the assignments to the variables xi1 , . . . , xik :

P̃ri1,...,ik
(
(xi1 , . . . , xik ) ∈ E

)
=

∑
(a1,...,ak)∈E

pi1...ik (a1, . . . , ak).

Formally, every P̃ri1,...,ik is a linear combination of the LP variables pi1...ik (a1, . . . , ak). Now
we can write the objective function as follows:

1
|Π|

∑
π(xi1 ,...,xik

)∈Π

∑
(a1,...,xk)∈Dk

π(a1, . . . , ak)P̃ri1,...,ik
(
xi1 = a1, . . . , xik = ak

)
.

We add an LP constraint P̃ri1,...,ik
(
(xi1 , . . . , xik ) ∈ Dk

)
= 1. We then connect the LP and

SDP by imposing the constraints

P̃ri1,...,ik (xi = a) = ‖ūia‖2

P̃ri1,...,ik (xi = a, xj = b) = 〈ūia, ūjb〉

for all predicates π(xi1 , . . . , xik ) and i, j ∈ {i1, . . . , ik}. We refer the reader to the paper by
Raghavendra [44] for more discussion on this SDP relaxation.

6.2 Rounding Algorithm for 2-CSPs with Nonnegative Predicates
The main observation behind the universal rounding algorithm is that for every SDP solution
ūia there exists another SDP solution ū′ia with a constant number (depending on ε and d) of
distinct vectors ū′ia that has approximately the same SDP value as the original solution ūia.
Here is the formal statement we need.

I Theorem 19. For every positive ε, there exists a randomized polynomial time algorithm
that given an instance I of a 2-CSP with the set of predicates Π and an SDP solution ūia of
value SDP returns a set of predicates Π′ of size at least (1− ε)|Π|, an SDP solution ū′ia for
the instance with predicates Π′ of value at least SDP − ε, and a set W of size at most f(ε, d)
(for some function f depending only on ε and d) such that each tuple wi = (ū′i1, . . . , ū′id)
belongs to W. The algorithm fails with exponentially small probability.

We prove Theorem 19 in Section 6.3. We now present and analyze the universal rounding
algorithm.

The algorithm works in three phases: First, it solves the SDP relaxation and obtains
a set of vectors ūia. Then, using Theorem 19, the algorithm transforms the SDP solution
into another solution ū′ia of approximately the same value such that the number of distinct
tuples wi = (ū′i1, . . . , ū′id) is upper bounded by some function f(ε, d) of ε and d, which does
not depend on the number of variables and constraints. We denote the set of all wi by W.
The algorithm identifies variables xi that are mapped to the same tuple of vectors w and
obtains a new instance Ĩ of 2-CSP Λ. Formally, the instance Ĩ has a variable x′w for each
w ∈ W and a constraint π(x′wi

, x′wj
) for each constraint π(xi, xj) in I. Note that Ĩ has at

most f(ε, d) variables. The algorithm finds the optimal solution x∗w for Ĩ by enumerating all
d|W| possible solutions. Finally, the algorithm outputs the solution xi = x∗wi

for the original
instance I.
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Input: An instance I of 2-CSP Λ, parameter ε > 0.
Output: A solution xi of value at least gap(SDP− ε)− ε.
1. Solve the SDP and obtain vectors ūia.
2. Transform vectors ūia to vectors ū′ia and construct the set W using the algorithm from

Theorem 19. Let wi = (ū′i1, . . . , ū′id) for each i. By Theorem 19, wi ∈ W.
3. Build a new instance Ĩ of 2-CSP Λ: For each w ∈ W , create a variable x′w in Ĩ. For each

constraint π(xi, xj) between xi and xj in I, add the constraint π(x′wi
, x′wj

) between x′wi

and x′wj
to Ĩ.

4. Find the optimal solution x∗wi
for Ĩ by enumerating all possible solutions of Ĩ.

5. Output the solution xi = x∗wi
.

The running time of the algorithm is exponential in |W| but is polynomial in n, since the
size of W is upper bounded by f(ε, d) which depends only on ε and d. We show that the
algorithm finds a solution of cost at least gap(SDP− ε). Denote by I ′ and Ĩ ′ subinstances
of I and Ĩ in which we removed predicates from Π \ Π′ and kept predicates from Π′. By
Theorem 19, the value of the SDP solution ū′ia on the instance I ′ is at least SDP−ε. Observe
that the SDP solution ū′ia corresponds to a feasible SDP solution for the instance Ĩ ′ in which
the vectors for the variable x′wi

are ū′i1, . . . , ū′id. This SDP solution is well defined, since
(ū′i1, . . . , ū′id) = wi = wj = (ū′j1, . . . , ū′jd) if wi = wj . The value of the SDP solution ū′ia on
the instance I ′ equals the value of the corresponding SDP solution on Ĩ ′ since for every
constraint π(xi, xj) in I ′, we have a constraint π(x′wi

, x′wj
) in Ĩ ′, and the SDP value of the

constraint π is the same in instances I ′ and Ĩ ′: It is equal to
∑
ab π(a, b)〈ū′ia, ū′jb〉. Since the

optimal SDP value of the instance I ′ is at least SDP− ε, the value of the optimal solution
x∗wi

for I ′ is at least gap(SDP− ε) (by the definition of gap(·)). The value of the solution
xi = x∗wi

for the instance I ′ is the same as the value of the solution x∗wi
for Ĩ ′. If we omit the

normalization factor 1/|Π| in the definition of the value of a solution, then the value of the
solution xi for the instance I will be greater than or equal to the value of the solution xi for
the instance I ′, since the value of removed predicates – predicates in Π \Π′ – is nonnegative.
With the normalization, we get that the value of the solution xi for the original instance I is
lower bounded by (|Π′|/|Π|) · gap(SDP− ε) ≥ (1− ε)gap(SDP− ε) ≥ gap(SDP− ε)− ε.

6.3 Proof of Theorem 19
Proof. We describe an algorithm for constructing the set W and vectors ū′ia. The algorithm
works in three steps: At the first step, it embeds the original SDP solution ūia into a low
dimensional space using the Johnson–Lindenstrauss transform [25]. Denote the embedding of
the vector ūia by ϕ(ūia). At the second step, the algorithm slightly perturbs vectors ϕ(ūia),
so that the perturbed vectors ϕ′(ūia) satisfy all SDP constraints. At this step, the algorithm
also removes some predicates from the set Π. Finally, at the third step, the algorithm picks an
η-net (for sufficiently small η; η = ε/Cd) in the set of tuples (ϕ′(ūi1), . . . , ϕ′(ūid)) equipped
with the norm `2 ⊕∞ · · · ⊕∞ `2 and for every i finds wi ∈ W closest to (ϕ′(ūi1), . . . , ϕ′(ūid)).
It lets ū′ia be the a-th component of wi. We show that for most variables xi, xj and values
a, b ∈ D, 〈ū′ia, v̄′jb〉 ≈ 〈ūia, v̄jb〉, and hence the SDP value of the solution ū′ia approximately
equals the SDP value of the optimal SDP solution ūia. We describe each step of the algorithm
in detail below. We use the following notation in the proof: for every nonzero vector ū, let
ν(ū) = ū/‖ū‖. Let ν(0) = 0.
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Input: An SDP solution {ūia} of value SDP and a parameter ε ∈ (0, 1).
Output: A set W of size at most f(ε, d) and an SDP solution {ū′ia} of value at least SDP− ε
such that wi = (ū′i1, . . . , ū′id) ∈ W for each i.
1. Embed ūia into a low dimensional space using the Johnson–Lindenstrauss transform as

described in Section 6.3.1 and obtain vectors ϕ′(ūia).
2. Transform vectors ϕ(ūia) to vectors ϕ′(ūia) using the Gram–Schmidt process (see

Lemma 24) and the procedure from Lemma 25 with µ = d2(3d+1 d+ 1)η.
3. Find an η-net W in the set of all tuples (ϕ′(ūi1), . . . , ϕ′(ūid)). For each i, let wi be the

vector in W closest to (ϕ′(ūi1), . . . , ϕ′(ūid)) in the norm `2 ⊕∞ · · · ⊕∞ `2. Let ū′ia be the
a-th component of the tuple wi.

6.3.1 Step I: Johnson–Lindenstrauss Transform
We use the Johnson–Lindenstrauss lemma and two simple corollaries which we state now.

I Theorem 20 (Johnson–Lindenstrauss [25]). For every η ∈ (0, 1) and δ ∈ (0, 1), there exists
an integer m = O(log(1/δ)/ε2) and a family Φ of linear operators from Rn to Rm such that
for every ū ∈ Rn and a random ϕ ∈ Φ, we have

Pr
ϕ

(‖ū‖2 ≤ ‖ϕ(ū)‖2 ≤ (1 + η)‖ū‖2) ≥ 1− δ.

Moreover, a random operator ϕ can be sampled from Φ in randomized polynomial time.

I Corollary 21. For every η ∈ (0, 1), δ ∈ (0, 1) and every unit vector v̄0 ∈ Rn, there exists
an integer m = O(log(1/δ)/ε2) and a family Φ of linear operators from Rn to Rm such that
for every ū ∈ Rn and a random ϕ ∈ Φ, we have ‖ϕ(v̄0)‖ = 1 a.s. and

Pr
ϕ

((1− η)‖ū‖2 ≤ ‖ϕ(ū)‖2 ≤ (1 + η)‖ū‖2) ≥ 1− δ. (17)

Moreover, a random operator ϕ can be sampled from Φ in randomized polynomial time.

Proof. We simply let ϕ(ū) = ϕ̃(ū)/‖ϕ̃(v̄0)‖, where ϕ̃ is the random operator from Theorem 20.
J

I Corollary 22. For a random ϕ ∈ Φ from Corollary 21 we have: for every ū, v̄ ∈ Rn

Pr
ϕ

(〈ν(ū), ν(v̄)〉 − 3η ≤ 〈ϕ(ν(ū)), ϕ(ν(v̄))〉 ≤ 〈ν(ū), ν(v̄)〉+ 3η) ≥ 1− 4δ.

Proof. Consider ϕ from Corollary 21. Assume that ϕ preserves the lengths of vectors ν(ū),
ν(v̄), and (ν(ū) ± ν(v̄)) up to a factor (1 ± η) (as in Equation (17)). This happens with
probability at least 1− 4δ. We have

2〈ϕ(ν(ū)), ϕ(ν(v̄))〉 = ‖ϕ(ν(ū)) + ϕ(ν(v̄))‖2 − ‖ϕ(ν(ū))‖2 − ‖ϕ(ν(v̄))‖2

≥ (1− η) ‖ν(ū) + ν(v̄)‖2 − (1 + η) ‖ν(ū)‖2 − (1 + η) ‖ν(v̄)‖2

≥
(
‖ν(ū) + ν(v̄)‖2 − ‖ν(ū)‖2 − ‖ν(v̄)‖2

)
−

− η
(
‖ν(ū) + ν(v̄)‖2 + ‖ν(ū)‖2 + ‖ν(v̄)‖2

)
≥ 2〈ν(ū), ν(v̄)〉 − 6η.

By applying the bound above to vectors ū and −v̄, we get 〈ϕ(ν(ū)), ϕ(ν(v̄))〉 ≤ 〈ν(ū), ν(v̄)〉+
3η. J
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At the first step, the algorithm embeds vectors ūia into m = O(log(1/δ′)/ε2) dimensional
space for δ′ = η/(8d2) and η′ = η/6 using Corollary 22. We show that vectors ϕ(ūia) satisfy
the SDP constraint (14), almost satisfy SDP constraints (16), and almost preserve inner
products between vectors.

I Lemma 23.
1. For every i ∈ [n],

∑
a∈D ϕ(ūia) = ϕ(v0), and ‖ϕ(v0)‖ = 1 a.s.

2. For every i ∈ [n],

Pr
ϕ

(
|〈ν(ϕ(ūia)), ν(ϕ(ūib))〉| ≤ η for all a 6= b

)
≥ 1− η.

3. For all i, j ∈ [n],

Pr
ϕ

(
〈ϕ(ūia), ϕ(ūjb)〉 ≥ 〈ūia, ūjb〉 − η for all a, b

)
≥ 1− η.

Proof. Item 1 holds because ϕ is a linear operator and
∑
a∈D ūia = v̄0. Then, for ev-

ery a 6= b, we have 〈ūia, ūib〉 = 0, and hence 〈ν(ūia), ν(ūib)〉 = 0. By Corollary 22,
|〈ϕ(ν(ūia)), ϕ(ν(ūib))〉| ≤ η/2 with probability at least 1 − η/d2 for each a 6= b, and, by
Corollary 21, ‖ϕ(ν(ūia))‖ ≥ 1− η/6 with probability 1− η/(4d2) for each a. Thus, for every
i ∈ V , with probability at least 1− η, we have for all a, b:

|〈ν(ϕ(ūia)), ν(ϕ(ūib))〉| =
|〈ϕ(ν(ūia)), ϕ(ν(ūib))〉|
‖ϕ(ν(ūia))‖ ‖ϕ(ν(ūia))‖ ≤

η/2
(1− η/6)2 < η.

Hence, item 2 holds. Similarly, for every i, j ∈ V , with probability at least 1− η, we have for
all a, b,

〈ϕ(ūia), ϕ(ūjb)〉 ≥ 〈ūia, ūjb〉 − η‖ūia‖‖ūjb‖/2 ≥ 〈ūia, ūjb〉 − η/2,

and ‖ϕ(ūia)‖ ≤ (1 + η/6)‖ūia‖, ‖ϕ(ūjb)‖ ≤ (1 + η/6)‖ūjb‖. Consequently,

〈ϕ(ūia), ϕ(ūjb)〉 ≥ 〈ūia, ūjb〉 − η

for all a, b with probability 1− η. Hence, item 3 holds. J

6.3.2 Step II: Fixing Violated SDP Constraints
Lemma 23 shows that vectors ϕ(ūia) satisfy SDP constraints (14) and almost satisfy con-
straints (15) and (16) as 〈ūia, ūjb〉 ≈ 〈ϕ(ūia), ϕ(ūjb)〉 for most i, j ∈ [n] and a, b ∈ D. At the
second step, the algorithm slightly perturbs vectors ϕ(ūia) to fix all SDP constraints. First,
the algorithm applies the Gram–Schmidt orthogonalization process (described in Lemma 24
below) to vectors ϕ(ūi1), . . . , ϕ(ūid) for each i ∈ [n] and obtains vectors ϕ⊥(ūi1), . . . , ϕ⊥(ūid)
that satisfy constraints (15). Then, the algorithm transforms vectors ϕ⊥(ūia) into vectors
ϕ′(ūia) using the procedure from Lemma 25 with µ = d2(3d+1 d + 1)η. This fixes most
constraints (16). The algorithm removes those predicates π ∈ Π for which the constraint (16)
is still violated. We denote obtained vectors by ϕ′(ūia) and the set of remained predicates
by Π′. We now state Lemma 24 and Lemma 25.

I Lemma 24 (Gram–Schmidt process). There exists a polynomial time algorithm that given
vectors v̄1, . . . , v̄d of length at most 1.5 returns vectors v̄′1, . . . , v̄′d such that (1) 〈v̄′a, v̄′b〉 = 0
for a 6= b, (2)

∑
a v̄a =

∑
a v̄
′
a, and (3) ‖v̄′a − v̄a‖ ≤ 3ddη, where η = maxa,b |〈ν(v̄a), ν(v̄b)〉|.



K. Makarychev and Y. Makarychev 319

I Lemma 25. There exists a polynomial-time algorithm that transforms any set of vectors
v̄ia satisfying the SDP constraints (14) and (15) into a set of vectors v̄′ia also satisfying SDP
constraints (14) and (15) for some unit vector v̄′0 such that 〈v̄′ia, v̄′jb〉 = (1−µ)〈v̄ia, v̄jb〉+µ/d2

for all i, j ∈ [n], i 6= j, a, b ∈ D, where µ ∈ [0, 1] is a parameter.

We first show that vectors ϕ′(ūia) satisfy all SDP constraints for the instance with predicates
Π′ and estimate the value of this SDP solution. Then, we prove Lemmas 24 and 25.

I Lemma 26. Vectors ϕ′(ūia) together with the vector v̄′0 = ϕ′(v0) satisfy all SDP constraints
for the set of predicates Π′. Further the expected value of the SDP solution ϕ′(ūia) is at least
(1 − 2µ)SDP, where SDP is the value of the solution ūia. The expectation is taken over a
random embedding ϕ ∈ Φ.

Proof of Lemma 26. First, observe that vectors ϕ′(ūia) satisfy all SDP constraints (16),
simply because we remove all predicates π(xi, xj) for which these constraints are violated.
By Lemma 25, vectors ϕ′(ūia) satisfy SDP constraints (14) and (15) if vectors ϕ⊥(ūia)
satisfy these constraints. By Lemma 23, item 1, we have

∑
a∈D ϕ(ūia) = ϕ(v0) for all

i. The Gram–Schmidt process preserves all sums
∑
a∈D ϕ(ūia) (by Lemma 24, item 2).

Hence, vectors ϕ⊥(ūia) satisfy SDP constraints (14). For every i, the Gram–Schmidt
process transforms vectors ūi1, . . . , ūid into orthogonal vectors; thus, ϕ⊥(ūia) satisfy SDP
constraints (15). This shows that vectors ϕ′(ūia) form a feasible SDP solution.

We now estimate the SDP value of the solution ϕ′(ūia). Let

Vη = {i ∈ [n] : |〈ν(ϕ(ūia)), ν(ϕ(ūib))〉| ≤ η for a 6= b; and ‖ϕ(ūia)‖2 ≤ 1.5 for all a};
Πη = {π(xi, xj) ∈ Π : 〈ϕ(ūia), ϕ(ūjb)〉 ≥ 〈ūia, ūib〉 − η for a, b ∈ D; i, j ∈ Vη}.

By Lemma 23, the sets Vη and Πη contain almost all variables and predicates, respectively.
Specifically, for every i, Pr(i ∈ Vη) ≥ 1−2η; for all π(xi, xj) ∈ Π, Pr(π(xi, xj) ∈ Πη) ≥ 1−5η.
We show that for all π(xi, xj) ∈ Πη, SDP constraints (16) are satisfied, and, thus, Πη ⊂ Π′.
We use the following simple claim.

I Claim 27. Consider four vectors v̄1, v̄2 and v̄′1, v̄′2. Suppose that ‖v̄1−v̄′1‖ ≤ η, ‖v̄2−v̄′2‖ ≤ η,
and ‖v̄′1‖, ‖v̄′2‖ ≤ 1 for some positive η < 1, then 〈v̄′1, v̄′2〉 ≥ 〈v̄1, v̄2〉 − 3η.

Proof. We have 〈v̄1, v̄2〉 =
〈
v̄′1 − (v̄′1 − v̄1), v̄′2 − (v̄′2 − v̄2)

〉
≥ 〈v̄′1, v̄′2〉 − ‖v̄′1 − v̄1‖ ‖v̄′2‖ −

‖v̄′1‖ ‖v̄′2 − v̄2‖ − ‖v̄′1 − v̄1‖‖v̄′2 − v̄2‖ ≥ 〈v̄′1, v̄′2〉 − 3η. J

By the definition of Πη, we have 〈ϕ(ūia), ϕ(ūjb)〉 ≥ 〈ūia, ūjb〉 − η. By Lemma 24, item 3,
and Claim 27, we have 〈ϕ⊥(ūia), ϕ⊥(ūjb)〉 ≥ 〈ϕ(ūia), ϕ(ūjb)〉 − 3ddη. Then, by Lemma 25,
〈ϕ′(ūia), ϕ′(ūjb)〉 = (1 − µ)〈ϕ⊥(ūia), ϕ⊥(ūjb)〉+ µ/d2. Putting these inequalities together,
we get

〈ϕ′(ūia), ϕ′(ūjb)〉 ≥ (1− µ)〈ūia, ūib〉 − (3d+1 d+ 1)η + µ/d2 = (1− µ)〈ūia, ūib〉. (18)

Here, we used that µ/d2 = (3d+1 d+ 1)η. Equation (18) implies that SDP constraints (16)
are satisfied for vectors ϕ′(ūia).

We now estimate the value of the SDP solution. For every predicate π(xi, xj) in Πη, we
have∑

a,b∈D

π(a, b)〈ϕ′(ūia), ϕ′(ūjb)〉 ≥ (1− µ)
∑
a,b∈D

π(a, b)〈ūia, ūjb〉.

Every predicate π(xi, xj) in Π belongs to Π′ with probability at least (1 − 5η). Thus the
expected SDP value for vectors ϕ′(ūia) is at least (|Π|/|Π′|) (1−5η)(1−µ)SDP ≥ (1−2µ)SDP.
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The multiplicative factor (|Π|/|Π′|) ≥ 1 is due to the normalization factor 1/|Π| in the SDP
objective. This finishes the proof of Lemma 26. J

Proof of Lemma 24. In the proof, we denote the projection of a vector v̄ to a non-zero
vector ū by projū v̄:

projū v̄ = 〈ū, v̄〉
‖ū‖2

ū = 〈v̄, ν(ū)〉ν(ū).

As before ν(ū) = ū/‖ū‖ for ū 6= 0. Observe that projū v̄ is collinear with ū; and (v̄ − projū v̄)
is orthogonal to ū.

We describe an algorithm that transforms vectors v̄1, . . . v̄d to orthogonal vectors v̄′1, . . . , v̄′d.
The algorithm works in d iterations. After iteration t, it obtains a set of vectors v̄1(t), . . . , v̄d(t)
satisfying the following properties: (1′) 〈v̄a(t), v̄b(t)〉 = 0 for a, b ≤ t, and a 6= b, (2′)∑
a v̄a(t) =

∑
a v̄a, (3′) ‖ν(v̄a(t))− ν(v̄a)‖ ≤ 3aη for a ≤ t and v̄a(t) = v̄a for a > t, and (4′)

‖v̄a(t)− v̄a‖ ≤ 3tη for all a. The algorithm returns vectors v̄′a = v̄a(d). Note that the desired
conditions (1)–(3) follow from the conditions (1′)–(4′) on vectors v̄a(d). At the first iteration,
we set v̄a(1) = v̄a for all a. At iteration t ≥ 2, we let

v̄t(t) = v̄t(t− 1)−
∑
a<t

projv̄a(t−1) v̄t(t− 1); (19)

v̄b(t) = v̄b(t− 1) + projv̄b(t−1)(v̄t(t− 1)− v̄t(t))
)

for b < t; (20)

v̄b(t) = v̄t(t− 1) for b > t. (21)

We prove by induction that properties (1′)–(4′) hold. It is easy to see that the properties
hold for vectors v̄a(0), since v̄a(0) = v̄a. Consider t > 1. Observe that vectors v̄a(t) are
collinear with vectors v̄a(t − 1) for a < t and v̄a(t) = v̄a(t − 1) for a > t. The only vector
that changes the direction is the vector v̄t(t). The sum

∑
a<t projv̄a(t−1) v̄t(t− 1) equals the

projection of the vector v̄t(t− 1) to the span of orthogonal vectors v̄1(t− 1), . . . , v̄t−1(t− 1).
Hence, v̄t(t) is orthogonal to v̄1(t− 1), . . . , v̄t−1(t− 1), and, also, to vectors v1(t), . . . , v̄t−1(t),
which are collinear with v̄1(t− 1), . . . , v̄t−1(t− 1). Thus, property (1′) holds for t. The sum
of vectors on the left hand side of (19–21) equals the sum of vectors on the right hand side
of (19–21). Thus, property (2′) holds. For all a 6= t, we have ν(v̄a(t)) = ν(v̄a(t− 1)). So we
need to check (3′) only for a = t. Since v̄t(t− 1) = vt and ν(v̄t(t− 1)) = ν(v̄t), we get

‖v̄t(t)− v̄t‖ = ‖
∑
b<t

projv̄b(t) v̄t‖ = ‖
∑
b<t

〈ν(v̄b(t)), v̄t〉 ν(v̄b(t))‖ ≤
∑
b<t

|〈ν(v̄b(t)), v̄t〉|

=
∑
b<t

(
|〈ν(v̄b), v̄t〉|+ |〈ν(v̄b(t))− ν(v̄b), v̄t〉|

)
≤
∑
b<t

(
|〈ν(v̄b), ν(v̄t)〉| · ‖v̄t‖+ ‖ν(v̄b(t))− ν(v̄b)‖ ‖v̄t‖|

)
≤ ‖v̄t‖ ·

∑
b<t

(
|〈ν(v̄b), ν(v̄t)〉|+ ‖ν(v̄b(t))− ν(v̄b)‖

)
.

We now upper bound |〈ν(v̄b), ν(v̄t)〉| ≤ η and ‖ν(v̄b(t)) − ν(v̄b)‖ ≤ 3bη and obtain the
following inequality:

‖v̄t(t)− v̄t‖ ≤
∑
b<t

(η + 3bη)‖v̄t‖ =
(
(t− 1) + (3t − 3)/2

)
η‖v̄t‖ ≤ 0.6 · 3tη‖v̄t‖. (22)

The last inequality can be easily verified numerically. Let α be the angle between v̄t(t) and
v̄t. The formula above shows that sin(α) = ‖v̄t(t) − v̄t‖/‖v̄t‖ ≤ 0.6 · 3dη. Observe that



K. Makarychev and Y. Makarychev 321

‖ν(v̄t(t))− ν(v̄t)‖ = 2 sin(α/2) and 2 sin(α/2) = sin(α)/ cos(α/2) < 3d, since cos(α/2) > 0.6,
if sinα < 1/3. This proves property (3′).

Finally, property (4′) holds, since for a < t, ‖v̄a(t)− v̄a(t−1)‖ = |〈v̄t(t)− v̄t(t−1), ν(v̄a(t−
1))〉| ≤ 3tη by (22); ‖v̄t(t)− v̄t(t−1)‖ ≤ 3tη also by (22); and for a > t, v̄a(t) = v̄a(t−1). J

Proof of Lemma 25. Observe that it is sufficient to prove Lemma 25 for µ∗ = 1: If vectors
z̄ia satisfy the conditions of this lemma for µ∗ = 1, then vectors v̄′ia =

√
1− µ v̄ia ⊕

√
µ z̄ia

satisfy the conditions of the lemma for any µ (with v̄′0 =
∑
a v̄
′
ia, which does not depend

on i). Here ⊕ denotes the direct sum. This follows from the following identity: 〈v̄′ia, v̄′jb〉 =
(1− µ)〈v̄ia, v̄jb〉+ µ〈z̄ia, z̄jb〉.

To construct vectors z̄ia, consider the random assignment algorithm. The algorithm
independently assigns a random value from D to every variable xi. Let xrndia be the indicator
random variable of the event that the algorithm sets xi = a. The random variables xrndia

lie in the L2 space equipped with the standard inner product 〈xrndia , xrndjb 〉 = E[xrndia xrndjb ].
It easy to see that ‖xrndia ‖2 = 1/d, 〈xrndia , xrndjb 〉 = 1/d2 for i 6= j, 〈xrndia , xrndib 〉 = 0 for a 6= b.
Furthermore,

∑
a x

rnd
ia = 1 for every i. We isometrically embed xrndia from L2 into `2 and

obtain vectors z̄ia. J

6.3.3 Step III: Rounding to a η-Net
At the last step, the algorithm picks an η-net in the set of all tuples (ϕ′(ūi1), . . . , ϕ′(ūid))
equipped with the norm `2 ⊕∞ · · · ⊕∞ `2. In this norm, the distance between two tuples
(ϕ′(ūi1), . . . , ϕ′(ūid)) and (ϕ′(ūj1), . . . , ϕ′(ūjd)) equals maxa∈D ‖ϕ′(ūia) − ϕ′(ūja)‖2. We
denote the η-net by W. The size of an η-net in the m-dimensional space, where all vectors
ϕ′(ūia) lie, is upper bounded by (1 + 2/η)m. Thus the size of W is upper bounded by
(1 + 2/η)md. This number, (1 + 2/η)md, depends on m, d and η, which in turn depend only
on ε and d. For each i ∈ [n], the algorithm picks wi ∈ W closest to (ϕ′(ūi1), . . . , ϕ′(ūid)),
sets ū′ia to be the a-th component of wi, and outputs all vectors ū′ia.

Observe that for each i there is a j such that ū′ia = ϕ′(ūja) for all a. Thus, vectors
ū′ia satisfy all SDP constraints. We need to lower bound the SDP value of the solution
ū′ia. Note that for each i and a, ‖ūia − ϕ′(ūia)‖ ≤ η, since W is an η-net. By Claim 27,
〈ū′ia, ū′jb〉 ≥ 〈ϕ′(ūia), ϕ′(ūjb)〉−3η. Thus, the value of the SDP solution u′ia is at least the value
of the SDP solution for ϕ′(ūia) minus 3d2η. Thus, it is lower bounded by (1−2µ)SDP−3d2η ≥
SDP− d2(3d+1 d+ 4)η, where SDP is the SDP value of the solution ūia. This finishes the
proof of Theorem 20. J

7 Open Problems

The most important open problem in the field is to prove or disprove the Unique Games
Conjecture. Here, we list some other interesting open problems.

I Open Problem 1. Close the gap between the known approximation factors and hardness
results for the following problems: Max 2-And, Max SAT, Multiway Cut.

I Open Problem 2. We know that the best possible approximation factor for Max k-And
and all Boolean k-CSPs is ckk/2k, where ck = Θ(1). Find the limit of ck as k →∞.

Austrin and Mossel [6] and Chan [11] showed that ck ≤ 1 + o(1). We conjecture that
this upper bound is tight, ck = 1 ± o(1), and, moreover, the algorithm from [40] has an
approximation factor of (1− o(1))k/2k.
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I Open Problem 3. Prove or disprove that the currently best known approximation factor
of Ω(dmax(k, log d)/dk) for k-CSP(d) is asymptotically optimal. It is known that this
approximation factor is optimal when d = Ω(k) [11].

I Open Problem 4. Suppose that the integrality gap of a minimization k-CSP Λ is αn (αn
may depend on the number of variables n). Does there exist a polynomial-time algorithm
with an approximation factor (1 + ε)αn for every positive ε?
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