
HAL Id: hal-01408422
https://hal.inria.fr/hal-01408422

Submitted on 5 Dec 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Binaural auditory interaction without HRTF for
humanoid robots: A sensor-based control approach

Aly Magassouba, Nancy Bertin, François Chaumette

To cite this version:
Aly Magassouba, Nancy Bertin, François Chaumette. Binaural auditory interaction without HRTF for
humanoid robots: A sensor-based control approach. Workshop on Multimodal Sensor-based Control
for HRI and soft manipulation, IROS’2016, Oct 2016, Daejeon, South Korea. �hal-01408422�

https://hal.inria.fr/hal-01408422
https://hal.archives-ouvertes.fr


Binaural auditory interaction without HRTF for humanoid robots:
A sensor-based control approach

Aly Magassouba1, Nancy Bertin2 and François Chaumette3

I. INTRODUCTION

Until now in robot audition, especially for sound source
localization, most of the contributions tackles the issues of
robot auditory perception from acoustic, signal processing
or physiological perspectives. Typically sound source local-
ization is addressed in the same way as machine hearing,
and the techniques developed are not exclusive to robotic
context (e.g application on tablets). These techniques are
attached to solve the question Where is the sound source ?
that corresponds to a machine hearing problem in the broad
sense. The control of the robot and the concept of giving
a purpose to the robot are generally neglected. As a result
coping with realistic (i.e., dynamic) environments becomes
challenging since no feedback from the environment is used.

Nonetheless, unlike other machines, robots are endowed
with the motion ability and can move in accordance with
a given purpose, such as interacting with the environment.
Hence, the previous questioning about the source location
can be transformed into How to reach the sound source?
The latter way to consider the sound source localization
problem can only be solved from a robotic perspective, since
it requires a voluntary motion of the robot. In this paradigm,
already exploited in [1], [3], [2], we thus define the sound
source localization problem as a task to be completed by the
robot. More explicitly, our approach consists in defining the
motion of the robot with respect to the auditory feedback
measured from the microphones. Typically this is the princi-
ple of the sensor-based control approach. In this short paper,
we emphasize the versatility of such approach for robot
audition by extending the paradigm already validated on
mobile robots (i.e free-field microphones) to head-mounted
systems.

II. HEAD-MOUNTED SYSTEM ISSUES

The sound localization process is mainly based on two
cues that are the interaural time difference (ITD) and Inter-
aural level difference (ILD), that provide information about
the direction of the source in the azimuth plane of a pair
of microphones. The ITD is characterizes the different time
for the sound to reach each microphone, while the ILD
characterizes the attenuation of the sound energy for micro-
phones at different distances of the source. However these
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cues are frequency-dependant and are particularly influenced
by the scattering effect of the body (i.e., head, pinna and
torso ) modelled by a non-linear function, the head-related
transfer function (HRTF). Such influence characterizes the
subjectivity of the sound perception, since each type of
anthropomorphic robot or head-mounted system has a par-
ticular and unique HRTF. This property increases the level
of complexity of sound localization in real conditions, since
it requires a perfect modelling of these perturbations in order
to retrieve a spatial information of the auditory cues, besides
reverberation and noise. Formulating the localization in a
sensor-based control framework can solve this problem.

III. OVERCOMING HRTF CONSTRAINT WITH
SENSOR-BASED CONTROL

Let us assume a basic head-turn task in a planar scene.
More exactly, the task consists in orienting a robot head
towards the given direction of the sound source. In this
scenario, the robot is endowed with two microphones, while
the sound wave emitted by a source reaches the microphones
with an angle α as illustrated in Figure 1. The task expressed
in a sensor-based control approach consists in moving the
head in the appropriate direction until the signal recorded
from the left microphone matches the signal recorded from
the right microphone. Having identical signals from both mi-
crophones logically implies that the robot is facing the sound
source. One immediate advantage of such task modelling lies
in the sound source localization that is not required anymore.
Thus, since we are not attached to localize the source, our
approach can be more robust to inaccurate modelling of
the acoustic scene. Indeed in this paradigm the robot is not
controlled by the estimated location of the source but rather
steered by the auditory properties implied by the final pose
of the robot (i.e., similar measurements from both sensors)
and the dynamic of the sound features with respect to the
motion. These two characteristics are essential keypoints that
emphasizes the robustness of the sensor-based approach over
the classic sound localization. Actually, the dynamic of the
sound features is an element that is independent from the
HRTF. Furthermore, the symmetrical property of the robotic
structure implies that the perturbation caused by the robot
scattering effect on left and right sound recording should
be the same when the robot is facing the sound source. As
a result, the scattering effect of the head is nullified and
the latter task can be completed without any modelling or
knowledge of the HRTF.



Fig. 1: Geometric configuration of the considered system,
that includes a source Xs emitting a spherical and uniform
sound wave, and a pair of microphones M1 and M2.

IV. EXPERIMENTAL VALIDATION

We consider a robotic system instrumented with a pair of
microphones M1 and M2 in a area without obstacle. The
microphones are separated by a distance d as depicted in
Fig. 1. An omni-directional sound source Xs is continuously
emitting. For the following development Xs is shaped as a
point that generates a sound wave uniformly in all directions.
It assumes that the medium through which the sound travels
is uniform. Furthermore, a frame Fm(−→xM ,−→yM ) is attached to
the midpoint of the microphones M. Thus, in this frame, the
Cartesian coordinates of each microphones are respectively
M1(

d
2 , 0) and M2(−d

2 , 0). The sound source Xs(xs, ys),
expressed in the microphones frame, is located at a distance
`i from each microphone Mi. In presence of one sound
source only one degree-of-freedom of the robot can be
controlled (see [1] and [2]), that is the rotation velocity ω.
When controlling the robot through the ITD τ , the control
input q̇ of the robot is given by [1]

q̇ = −λ 1√(
d
c

)2 − τ2 (τ − τ∗) (1)

where λ is a gain that tunes the time to convergence, c the
sound celerity and τ∗ the desired ITD value. In the task
discussed above τ∗ = 0, since when facing the source, the
sound should reach the two microphones at the same time.

The robot could be also be controlled from the ILD ρ that
is a ratio of energy. In this case the control input is simply
given by [2]

q̇ = −λ
`2 + d2

4 − dxs
ysd(ρ+ 1)

(ρ− ρ∗). (2)

In the latter case since the position of the source is unknown,
xs and ys should be approximated with x̂s and ŷs. It is
shown in [2], that it is enough to ensure that sign(x̂s) =
sign(xs) and sign(ŷs) = sign(ys) to guarantee the stability
of the controller. Furthermore the desired pose of the robot
is characterized by ρ∗ = 1, implying that the energy from
the left and right microphone recording is the same.

The experiments are carried on the robot Romeo, on which
we use two microphones that are embedded in the head,
with pinna. No knowledge of the HRTF nor modelling of
the scattering effect of the robot, are considered in the

following results. As expected in both case, the robot is able
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Fig. 2: Head turning task from initial pose in (a) to final pose
in (d) using the ILD cue

to accurately orient its head towards the sound source. In the
case of ILD exposed in Fig. 2, the considered sound source is
a continuous white noise, while for the ITD-based control the
source consists in a speech. In the latter case, we used two
external microphones instead of the embedded one, in order
to cope with the high level of noise in the robot. Nonethe-
less the perturbation caused by the HRTF is still present.
Furthermore, the two solutions proposed can also cope with
moving sound source (see the accompanying video), that still
remains challenging for localization approaches in real world
conditions.

V. CONCLUSIONS

This work emphasizes the benefits of using sensor-based
control in order to interact through auditory perception in a
head-turn task. The task is performed without any knowledge
or modelling of the HRTF, which remains a requisite in
classic sound localization approach. Exploiting the hearing
sense in such scenario can be particularly interesting for
human-robot interaction. For now, the proposed framework
has been tested on simple configurations, while considering
continuous sound sources. A path of improvement may
consist in adding visual information, in a multi-modal control
scenario, in order to cope with intermittent sound sources.
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