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#### Abstract

Polar codes form a very powerful family of codes with a low complexity decoding algorithm that attains many information theoretic limits in error correction and source coding. These codes are closely related to Reed-Muller codes because both can be described with the same algebraic formalism, namely they are generated by evaluations of monomials. However, finding the right set of generating monomials for a polar code which optimises the decoding performances is a nontrivial task and is channel dependent. The purpose of this paper is to reveal some universal properties of these monomials. We will namely prove that there is a way to define a nontrivial (partial) order on monomials so that the monomials generating a polar code devised for a binary-input symmetric channel always form a decreasing set. We call such codes decreasing monomial codes. The fact that polar codes are decreasing monomial codes turns out to have rather deep consequences on their structure. Indeed, we show that decreasing monomial codes have a very large permutation group by proving that it contains a group called lower triangular affine group. Furthermore, the codewords of minimum weight correspond exactly to the orbits of the minimum weight codewords that are obtained from evaluations of monomials of the generating set. In particular, it gives an efficient way of counting the number of minimum weight codewords of a decreasing monomial code and henceforth of a polar code.


## I. Introduction

Polar codes and Reed Muller codes viewed as monomial codes. Polar codes were discovered by Arıkan [1] and form a very powerful family of codes that gave a nice constructive way of attaining many information theoretic limits in error correction and source coding. In particular, they allow to attain the capacity of any symmetric memoryless channel with a low complexity decoding algorithm (namely the successive cancellation decoder of Arıkan). These codes are closely related to Reed-Muller codes in the sense that they can both be described with the same algebraic formalism, namely as monomial codes. Monomial codes are evaluation codes where a specific set of monomials provides a generator matrix. A Reed-Muller code $\mathscr{R}(r, m)$ is generated by the evaluation over $\mathbb{F}_{2}^{m}$ of all monomials degree at most $r$ in $m$ variables. A polar code of length $2^{m}$ is also generated by evaluation of monomials, but not necessarily by the same monomials as a Reed-Muller code: if we want a polar code of a certain dimension for a certain channel, we are going to take a very specific set of monomials which is in general significantly different from the Reed-Muller choice. This choice will give good performances for the Arıkan successive cancellation
decoder. It turns out that this decoder is very closely related to Dumer's recursive algorithm for decoding Reed-Muller codes [2] based on the $(u \mid u+v)$ decomposition. Basically Dumer's decoding algorithm is the successive cancellation decoder of Arıkan but the performance of the decoder is much worse in this case because the choice of monomials for a Reed-Muller code is not well suited to this kind of decoding algorithm.

Polar codes are decreasing monomial codes. Finding the right set of generating monomials for a polar code which optimises the decoding performances under the successive cancellation decoder is by no means an easy task (see for instance [3]) and moreover it is channel dependent. Our purpose is here to reveal some universal properties of these monomials, where by "universal" we mean properties that do not depend on the channel. We will namely prove that, regardless of the binaryinput symmetric channel the polar code is devised for, there is a way to define a nontrivial partial order on monomials for which a polar code is always generated by a decreasing set, that is to say: if a monomial lies in the generating set then all monomials that are smaller also belong to it. This property turns out to have rather deep consequences on the structure of the polar code. We call decreasing monomial code a monomial code whose generating set of monomials forms a decreasing set. We will namely prove that such codes have some interesting properties.

The permutation group of decreasing monomial codes. The permutation group of a code is the group of the permutations of coordinates leaving the code globally invariant, i.e. it permutes the coordinates of any codeword into another codeword. It is well known that the permutation group of a non-trivial Reed-Muller code $\mathscr{R}(r, m)$ is isomorphic the whole affine group $\mathbb{A}_{m}$ over $\mathbb{F}_{2}^{m}$. This group is of size $2^{\Theta\left(m^{2}\right)}$ which is superpolynomial in the length $n=2^{m}$ of the Reed-Muller code, since it is of size $n^{\Theta(\log n)}$. It is also 2 -transitive and this property has been used recently to prove that Reed-Muller codes attain the capacity of the erasure channel [4], [5]. The fact that the size of the permutation group of a Reed-Muller code $\mathscr{R}(r, m)$ is so large is related to the special choice of generating monomials of the code: the affine group actually acts in a natural way on monomials and transforms a monomial in the generating set into a sum of monomials of the generating set, since by an affine change of variables a monomial of degree less than or equal to $r$ is transformed into a polynomial
of degree less than or equal to $r$.
We do not expect such a behavior for polar codes, since the monomial generating set of the polar code has no reason to have the same property. However it will turn out that because of the fact that the set of monomials of the polar code is decreasing with our order this set of monomials is transformed by the lower triangular affine group (corresponding to affine transformations $\boldsymbol{x} \mapsto \boldsymbol{A} \boldsymbol{x}+\boldsymbol{b}$ where $\boldsymbol{A}$ is a lower triangular matrix with 1's on its diagonal) into a sum of monomials that still belong to the generating set. This will imply that the permutation group of a polar code, and of a decreasing monomial code in general, contains a subgroup which is isomorphic to the lower triangular affine group. For a decreasing monomial code of length $2^{m}$ this subgroup is also of size $2^{\Theta\left(m^{2}\right)}$ which is also superpolynomial in the length $n=2^{m}$ of the code. In other words, in a rather unexpected way, as in the case of Reed-Muller code the permutation group of a polar code is also extremely large (although it may only be one-transitive in this case).

The structure of codewords of minimum weight in a decreasing monomial code. The fact that the permutation group of a decreasing monomial code, and of a polar code in particular, is so large can be used for a better understanding of the structure of such codes. In particular we might expect to classify such codes as it has been done for affine invariant codes [6]. Here we are going to use it to give a very convenient description of the minimal codewords. Indeed, a codeword of minimum weight is transformed into another minimal codeword by the action of the permutation group of the code. It turns out that this number of orbits is very small, since we are going to show that any such orbit contains a generating monomial of maximum degree. Therefore the number of such orbits is really small since it is at most of size $O(n)$ where $n$ is the length of the code. Moreover it is also rather easy to count the number of elements in the orbit and this will allow to count the number of codewords of minimum weight.

Due to space constraints, all the proofs have been omitted. The full version of this paper can be found on the arXiv. org preprint server.

## II. Reed-Muller, Monomial and Polar Codes

In this section we briefly review Reed-Muller codes, polar codes and the algebraic formalism we will use to describe both families.

Reed-Muller codes. It is well known that Reed-Muller codes of length $2^{m}$ can be obtained as evaluation codes of polynomials in $\mathbb{F}_{2}\left[x_{0}, \ldots, x_{m-1}\right]$. Polar codes can also be described through this formalism. Since we are interested in evaluations of such polynomials over entries in $\mathbb{F}_{2}^{m}$ we will identify $x_{i}$ with $x_{i}^{2}$ and work in the ring $\mathbf{R}_{m}=$ $\mathbb{F}_{2}\left[x_{0}, \ldots, x_{m-1}\right] /\left(x_{0}^{2}-x_{0}, \ldots, x_{m-1}^{2}-x_{m-1}\right)$. It will be convenient with this formalism to associate to a polynomial $g \in \mathbf{R}_{m}$ the binary vector denoted by ev $(g)$ in $\mathbb{F}_{2}^{n}$ with $n=2^{m}$ which is the evaluation of the polynomial in all the binary
entries $\boldsymbol{u}=\left(u_{0}, \ldots, u_{m-1}\right) \in \mathbb{F}_{2}^{m}$. In other words

$$
\operatorname{ev}(g)=(g(\boldsymbol{u}))_{\boldsymbol{u} \in \mathbb{F}_{2}^{m}}
$$

With this notation, we view the indices as elements of $\mathbb{F}_{2}^{m}$. This notation does not specify the order we use for the elements of $\mathbb{F}_{2}^{m}$. We actually use the natural order by viewing $\boldsymbol{u}=\left(u_{0}, \ldots, u_{m}\right)$ as the integer $\sum_{i=0}^{m-1} u_{i} 2^{i}$ where $u_{i} \in\{0,1\}$. With this notation at hand, the Reed-Muller code $\mathscr{R}(r, m)$ is defined as

$$
\mathscr{R}(r, m) \stackrel{\text { def }}{=}\left\{\operatorname{ev}(P) \mid P \in \mathbf{R}_{m}, \operatorname{deg} P \leqslant r\right\}
$$

The function ev : $\mathbf{R}_{m} \rightarrow \mathbb{F}_{2}^{n}$ is an homomorphism of algebra. Hence, the code $\mathscr{R}(r, m)$ is generated by the codewords ev $(g)$ where $g$ is a monomial of degree less than or equal to $r$. Recall that a monomial is any product of variables of the form $x_{0}^{g_{0}} \cdots x_{m-1}^{g_{m-1}}$ where $g_{0}, \ldots, g_{m-1}$ are binary. The set of all monomials is denoted by:

$$
\mathcal{M}_{m} \stackrel{\text { def }}{=}\left\{x_{0}^{g_{0}} \cdots x_{m-1}^{g_{m-1}} \mid\left(g_{0}, \ldots, g_{m-1}\right) \in \mathbb{F}_{2}^{m}\right\} .
$$

Reed-Muller codes have a very large permutation group which is isomorphic to the affine group over $\mathbb{F}_{2}^{m}$.

Monomial codes. Monomial codes form a very general family of codes that generalizes Reed-Muller codes.

Definition 1 (Monomial code). Let $I \subseteq \mathcal{M}_{m}$ be a finite set of monomials in $m$ variables and set $n \stackrel{\text { def }}{=} 2^{m}$. The linear code defined by $I$ is the vector subspace $\mathscr{C}(I) \subseteq \mathbb{F}_{2}^{n}$ generated by $\{\operatorname{ev}(f) \mid f \in I\}$.

The dimension of such codes is given by
Proposition 1. For all $I \subseteq \mathcal{M}_{m}$ the dimension of the monomial code $\mathscr{C}(I)$ is equal to $|I|$.

Proof: This comes from the linear independence of the monomials in $\mathbf{R}_{m}$ and the fact that ev is an injective mapping from $\mathbf{R}_{m}$ to $\mathbb{F}_{2}^{2^{m}}$.

Polar codes. What we call here a polar code is a binary polar code as defined by Arıkan in [1]. They can be described as codes of length $n=2^{m}$, where $m$ is an arbitrary integer. They may take any dimension between 1 and $2^{m}$. The polar code of length $n=2^{m}$ and dimension $k$ is obtained through a generator matrix which picks a specific subset of $k$ rows of the $2^{m} \times 2^{m}$ matrix:

$$
\boldsymbol{G}_{m} \stackrel{\text { def }}{=} \underbrace{\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) \otimes \cdots \otimes\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)}_{m \text { times }} .
$$

Note that we depart here slightly from the usual convention for polar codes which is to use in the Kronecker product the matrix $\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right)$. The two definitions (ours and the standard one) are easily seen to be equivalent, they just amount to order the code positions differently. Our convention presents the advantage of simplifying the polynomial formalism that follows. It is clear that a polar code is a monomial code. This comes from the fact
that the rows of $\boldsymbol{G}_{m}$ are all possible evaluations of monomials. This fact is proved by induction on $m$ by observing that $(1,1)$ is the evaluation over $\mathbb{F}_{2}$ of the constant monomial 1 and that $(0,1)$ is the evaluation over $\mathbb{F}_{2}$ of the monomial $x_{0}$. If we consider the binary expansion of each row number (starting from 0 to $2^{m}-1$ ) of $\boldsymbol{G}_{m}$ over $m$ bits $i=\sum_{j=0}^{m-1} i_{j} 2^{j}$ (where $i_{j} \in\{0,1\}$ ), then the row of index $i$ of $\boldsymbol{G}_{m}$ is given by $\boldsymbol{G}_{m}[i]=\operatorname{ev}\left(x_{0}^{i_{0}} \ldots x_{m-1}^{i_{m-1}}\right)$.

In essence, constructing a polar code of dimension $k$ is equivalent to finding the $k$ "best" bit-channels that modelize the channel that the decoder sees when it recovers one by one the information bits corresponding to the received codeword by the successive cancellation decoder. We refer to [1] for the definition of the successive decoder and just give here the decision rule for choosing the generating monomial of the polar code viewed as a monomial code. For this purpose denote by $W$ the memoryless channel for which the polar code is devised. Its input alphabet is binary and its output alphabet is denoted by $\mathcal{Y}$ and for the sake of simplifying a little bit the discussion, it is also assumed to be discrete. We assume that the channel is symmetric meaning that there exists a permutation $\pi$ of $\mathcal{Y}$ which is also an involution $\left(\pi^{-1}=\pi\right)$ and $W(y \mid 1)=W(\pi(y) \mid 0)$ for all $y \in \mathcal{Y}$. We define the Arikan channel transforms $W^{+}$and $W^{-}$of $W$ which are both binary-input memoryless symmetric channel with transitions probabilities specified by

$$
\begin{aligned}
W^{+}\left(y_{1}, y_{2}, u_{2} \mid u_{1}\right) & \stackrel{\text { def }}{=} \frac{1}{2} W\left(y_{1} \mid u_{1}\right) W\left(y_{2} \mid u_{1} \oplus u_{2}\right) \\
W^{-}\left(y_{1}, y_{2} \mid u_{2}\right) & \stackrel{\text { def }}{=} \frac{1}{2} \sum_{u_{1} \in \mathbb{F}_{2}} W\left(y_{1} \mid u_{1}\right) W\left(y_{2} \mid u_{1} \oplus u_{2}\right)
\end{aligned}
$$

Here the output alphabet of $W^{-}$is $\mathcal{Y} \times \mathcal{Y}$ whereas the output alphabet of $W^{+}$is $\mathcal{Y} \times \mathcal{Y} \times \mathbb{F}_{2}$. Finally we will also need to define the Bhattacharyya parameter $\mathcal{B}(W)$ of a binary-input symmetric channel $W$. It is given by

$$
\mathcal{B}(W) \stackrel{\text { def }}{=} \sum_{y \in \mathcal{Y}} \sqrt{W(y \mid 0) W(y \mid 1)}
$$

With these definitions we can construct a polar code of length $n=2^{m}$ and dimension $k$ devised for a binary-input symmetric channel $W$.

Definition 2. The polar code of length $n=2^{m}$ and dimension $k$ devised for the channel $W$ is the monomial code $\mathscr{C}(I)$ where $I$ is the set of $k$ monomials in $\mathcal{M}_{m}$ which take the $k$ smallest values $\mathcal{B}\left(W^{g}\right)$ among all $g$ in $\mathcal{M}_{m}$.

Note that the output alphabet size of the channels $W^{g}$ is exponential in $m$ which makes this ranking rather delicate. However there are efficient methods for computing these $k$ "best" channels, see for instance [3] where ranking is performed for the error probability which is arguably even more complicated to track than the Bhattacharyya parameter.

## III. Decreasing Monomial Codes

Polar codes and Reed-Muller codes are both monomial codes but this family is too large to explain the intriguing
algebraic properties of polar codes (for instance their very large automorphism group). We also want to capture simple properties that give some insight about which monomials to choose in a polar code and this for any channel. Of course, $W^{+}$is a much better channel than $W^{-}$and it is straightforward to prove based on this intuition that a polar code of nonzero dimension always involves the monomial 1 in its definition and this for every channel. We will prove guided by this "principle" that if $f$ divides $g$ and if $g$ is a monomial in the defining monomial set $I$ of the polar code $\mathscr{C}(I)$ then $f$ also belongs to $I$. If we define the partial order between monomials induced by divisibility considerations, that is $f \preceq_{\mathrm{w}} g$ iff $f$ divides $g$, then the defining monomial set $I$ of a polar code $C(I)$ is decreasing, meaning that if $g \in I$ any $f$ such that $f \preceq_{\mathrm{w}} g$ also belongs to $I$. Here the " $w$ " in $\preceq_{\mathrm{w}}$ stands for "weak" (as in weak order) to distinguish between this divisibility partial order and a much finer order that we will introduce below.

This divisibility order was already used by Mori and Tanaka in order to tighten up the bounds for the block error probability of the SC decoder for Polar codes over the BEC (see Section VI,[7]). It also can be used to prove that the permutation group of a polar code contains a group isomorphic to $\mathbb{Z}_{2}^{m}$ for a polar code of length $2^{m}$. This proves that polar codes admit a 1-transitive permutation group for instance. But we can go much beyond this by introducing a much finer ordering of the monomials than the divisibility ordering $\preceq_{w}$ which can eventually might be used to tighten even more the results in [7]. The order we will consider is the following

Definition 3. Two monomials of the same degree are ordered as $x_{i_{1}} \ldots x_{i_{s}} \preceq x_{j_{1}} \ldots x_{j_{s}}$ if and only if for any $\ell \in\{1, \ldots, s\}$, it holds $i_{\ell} \leqslant j_{\ell}$ where we assume $i_{1}<\cdots<i_{s}$ and $j_{1}<\cdots<j_{s}$.

This partial order is extended to monomials of different degrees through divisibility, namely $f \preceq g$ if and only if there is a divisor $g^{*}$ of $g$ such that $f \preceq g^{*} \preceq_{w} g$.

From this definition, for any monomial $f$ of $\mathcal{M}_{m}$ the constant polynomial 1 satisfies the inequality $1 \preceq f$. We also have that $x_{0} \preceq x_{1} \preceq \cdots \preceq x_{m-1}$. The interval $[f, h]$ where $f$ and $h$ are in $\mathcal{M}_{m}$ with $f \preceq h$ is the set of monomials $g \in \mathcal{M}_{m}$ such that $f \preceq g \preceq h$. We will also need the following definition

Definition 4. A set $I \subseteq \mathcal{M}_{m}$ is decreasing if and only if $(f \in I$ and $g \preceq f)$ implies $g \in I$. A set $I \subseteq \mathcal{M}_{m}$ is weakly decreasing if and only if $\left(f \in I\right.$ and $\left.g \preceq_{w} f\right)$ implies $g \in I$.

When $I \subseteq \mathcal{M}_{m}$ is a decreasing set then $\mathscr{C}(I)$ is called decreasing monomial code. It is called a weakly decreasing monomial code if I is weakly decreasing.

Reed-Muller codes are decreasing codes because :

$$
\begin{equation*}
\mathscr{R}(r, m)=\mathscr{C}\left(\left[1, x_{m-r} \cdots x_{m-1}\right]\right) \tag{1}
\end{equation*}
$$

. It will turn out that polar codes devised for any binary-input symmetric channel are decreasing monomial codes.

Theorem 1. Polar codes are decreasing monomial codes.

## IV. Structural Properties of Decreasing Monomial Codes

The algebraic formalism introduced in previous sections permits to reveal several interesting properties about decreasing monomial codes. In this section, we focus only on three important aspects: characterising the dual code, estimating the minimum distance and identifying a large subgroup of the permutation group.

## A. Duality

It is readily seen that the dual of a monomial code is a polynomial code, but it is not necessarily a monomial code. However the dual of a decreasing monomial code turns out to be a decreasing monomial code. In order to describe precisely the duality we will define some notation.

The set of indexes of the variables appearing in a monomial $g \in \mathcal{M}_{m}$ is denoted by $\operatorname{ind}(g)$. Hence, we have $g=\prod_{i \in \operatorname{ind}(g)} x_{i}$. The multiplicative complement of a monomial $g \in \mathcal{M}_{m}$ denoted by $\check{g}$, is defined as: $\check{g}=\prod_{i \in\{0} x_{i}$ By extension for any subset $I \subseteq \mathcal{M}_{m}$, the set $\check{I} \subseteq \mathcal{M}_{m}$ denotes $\{\check{f}: f \in I\}$.
Proposition 2. Let $\mathscr{C}(I)$ be a decreasing monomial code, then its dual is a decreasing monomial code given by

$$
\mathscr{C}(I)^{\perp}=\mathscr{C}\left(\mathcal{M}_{m} \backslash \check{I}\right)
$$

A straightforward consequence of this is that under some conditions, any decreasing monomial code is weakly self-dual.
Corollary 1. Let $\mathscr{C}(I)$ be a decreasing monomial code with $|I| \leqslant \frac{1}{2} 2^{m}$. Then $\mathscr{C}(I) \subseteq \mathscr{C}(I)^{\perp}$ if and only if for any $f \in$ $I, f \notin I$.

Polar codes of rate (sufficiently) smaller than $1 / 2$ generally satisfy this assumption and in the case of rate greater than $\frac{1}{2}$ it is the dual of the polar code that satisfies this assumption. This can be explained by looking at the polarization process that is used to choose the monomials defining the polar code.

## B. Minimum Distance of Decreasing Monomial Codes

The minimum distance of both Reed-Muller [8] and Polar codes [9] is already known. Nevertheless for our algebraic formalism it will be convenient to introduce a different notation.
Definition 5. Let $\mathscr{C}(I)$ be a decreasing monomial code over $m$ variables. We let

$$
\begin{array}{ll}
r_{-}(\mathscr{C}(I)) & \stackrel{\text { def }}{=} \max \{r \mid \mathscr{R}(r, m) \subseteq \mathscr{C}(I)\} \\
r_{+}(\mathscr{C}(I)) & \stackrel{\text { def }}{=} \min \{r \mid \mathscr{C}(I) \subseteq \mathscr{R}(r, m)\}
\end{array}
$$

It is readily checked that another way of defining these quantities is that $r_{-}$is the largest $r$ for which the monomial $x_{m-r} \cdots x_{m-1}$ is in $I$. On the other hand $r_{+}$is the largest integer $r$ for which $x_{0} \cdots x_{r-1}$ is in $I$. These quantities are
related to the minimum distance of a decreasing monomial code and its dual through the following result

Proposition 3. Let $\mathscr{C}(I)$ be a decreasing monomial code over $m$ variables. We have the following properties:

1) The minimum distance of $\mathscr{C}(I)$ is equal to $2^{m-r_{+}(\mathscr{C}(I))}$. 2) $r_{-}\left(\mathscr{C}(I)^{\perp}\right)$ and $r_{+}\left(\mathscr{C}(I)^{\perp}\right)$ satisfy the equalities:

$$
\begin{aligned}
& r_{-}\left(\mathscr{C}(I)^{\perp}\right)=m-1-r_{+}(\mathscr{C}(I)) \\
& r_{+}\left(\mathscr{C}(I)^{\perp}\right)=m-1-r_{-}(\mathscr{C}(I))
\end{aligned}
$$

3) The minimum distance of $\mathscr{C}(I)^{\perp}$ is equal to $2^{r_{-}(\mathscr{C}(I))+1}$

## C. Permutation Group

Applying an affine permutation to a monomial code yields a polynomial code but not necessarily a monomial code. Furthermore, polynomial codes and monomial codes may have a trivial permutation group. However by considering the subclass of decreasing monomial codes we obtain codes with a very large permutation group which contains the lower triangular affine group. Before giving its precise definition, we introduce some notation. Binary square matrices with $m$ rows (and $m$ columns) are denoted by $\mathrm{M}_{m}\left(\mathbb{F}_{2}\right)$. Let us recall that a bijective affine transformation over $\mathbb{F}_{2}^{m}$ can be represented by a pair $(\boldsymbol{A}, \boldsymbol{b})$ where $\boldsymbol{A}$ lies in the general linear group $\mathrm{GL}_{m}\left(\mathbb{F}_{2}\right)$ and $\boldsymbol{b}$ in $\mathbb{F}_{2}^{m}$. The action of $(\boldsymbol{A}, \boldsymbol{b})$ on a monomial $g$ is denoted by $(\boldsymbol{A}, \boldsymbol{b}) \cdot g$. It basically consists in replacing each monomial $x_{i}$ by a "new" monomial $y_{i}$ defined by:

$$
y_{i}=x_{i}+\sum_{j=0}^{m-1} a_{i j} x_{j}+b_{i}
$$

In the case of decreasing monomial codes, we are interested in a subclass of these transformations that are lower triangular. We recall that a matrix $\boldsymbol{A}=\left(a_{i, j}\right)$ is lower triangular if $a_{i, j}=$ 0 whenever $j>i$.
Definition 6. The set of bijective affine transformations over $\mathbb{F}_{2}^{m}$ of the form $\boldsymbol{x} \mapsto \boldsymbol{A} \boldsymbol{x}+\boldsymbol{b}$ where $\boldsymbol{A} \in \mathrm{GL}_{m}\left(\mathbb{F}_{2}\right)$ is a lower triangular binary matrix with $a_{i, i}=1$ and $\boldsymbol{b} \in \mathbb{F}_{2}^{m}$ forms $a$ group called the lower triangular affine group LTA $(m, 2)$.
Theorem 2. The permutation group of a decreasing monomial code in $m$ variables contains $\operatorname{LTA}(m, 2)$.

Remark 1. Although the permutation group of a Reed-Muller code is well-known, the question remains open for decreasing monomial codes.

## V. Minimum Weight Codewords

A natural object when dealing with group actions is the orbit of an element. We denote by $\mathcal{O}_{g}$ the orbit of a monomial $g$ under the action of $\operatorname{LTA}(m, 2)$. When $g$ is equal to the monomial $x_{i}$ then its orbits is of the form $\left\{x_{i}+\sum_{j=0}^{i-1} a_{j} x_{j}+b \mid a_{j}\right.$ and $\left.b \in \mathbb{F}_{2}\right\}$. A consequence is that the cardinality of the orbit of $x_{i}$ equals $2^{i+1}$.

Definition 7. For any $g \in \mathcal{M}_{m}$ let $\operatorname{LTA}(m, 2)_{g}$ be the subgroup of $(\boldsymbol{A}, \boldsymbol{b}) \in \operatorname{LTA}(m, 2)$ such that:

$$
b_{i}=0 \text { if } i \notin \operatorname{ind}(g) \quad \text { and } \quad a_{i j}=\left\{\begin{array}{l}
0 \text { if } i \notin \operatorname{ind}(g) \\
0 \text { if } j \in \operatorname{ind}(g) .
\end{array}\right.
$$

We can remark that the action of $\operatorname{LTA}(m, 2)_{g}$ on $g$ consists in replacing each variable $x_{i}$ of $g$ by a "new" variable $y_{i}$ defined by:

$$
y_{i}=x_{i}+\sum_{j=0, j \notin \mathrm{ind} g}^{i-1} a_{i j} x_{j}+b_{i}
$$

Proposition 4. For any $g \in \mathcal{M}_{m}$ we have

$$
\left|\mathcal{O}_{g}\right|=\left|\operatorname{LTA}(m, 2)_{g}\right|
$$

In order to give the cardinality of an orbit we use a wellknown combinatorial object called the Ferrers diagram (or Young diagram).

Definition 8. A Ferrers diagram is a finite collection of boxes arranged in left-justified rows, with the rows sizes weakly increasing.

Figure 1. Ferrers diagrams in the $2 \times 3$ grid


We construct a bijection between Ferrers diagrams in the $d \times(m-d)$ grid and monomials of degree $d$ in $m$ variables. More precisely if $(\boldsymbol{A}, \boldsymbol{b}) \in \operatorname{LTA}(m, 2)_{g}$, then by definition of $\boldsymbol{A}$ the rows $i \notin \operatorname{ind}(g)$ and the columns $j \in \operatorname{ind}(g)$ contains only a 1 on the diagonal (and 0 elsewhere). If we remove from $\boldsymbol{A}$ the rows $i \notin \operatorname{ind}(g)$ and the columns $j \in \operatorname{ind}(g)$, we get a $d \times(m-d)$ matrix with possible non-zero coefficients exactly inside the boxes of the associated Ferrers diagram.

Proposition 5. For any integers $m$, $d$ with $1 \leqslant d \leqslant m$, there is a bijection between monomials in $\mathcal{M}_{m}$ of degree $d$ and Ferrers diagrams in the $d \times(m-d)$ grid.

We denote by $\lambda_{g}$ the Ferrers diagram corresponding to $g$ and $\left|\lambda_{g}\right|$ the size of a diagram, that is to say the number of * in the diagram.
Exemple 1. Let $m=5, g=x_{1} x_{4}$ and take the matrix

$$
\boldsymbol{A}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
a_{10} & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
a_{40} & 0 & a_{42} & a_{43} & 1
\end{array}\right)
$$

After deleting the rows corresponding to $x_{0}, x_{2}, x_{3}$ and the columns corresponding to $x_{1}, x_{4}$, we get $\left(\begin{array}{ccc}a_{10} & 0 & 0 \\ a_{40} & a_{42} & a_{43}\end{array}\right)$ corresponding to the $8^{\text {th }}$ Ferrers diagram from Figure 1. We deduce that there are $2^{4}$ different matrices $\boldsymbol{A}$ in $\operatorname{LTA}(m, 2)_{g}$, and $2^{2}$ different vectors $\boldsymbol{b}$ which gives $\left|\mathcal{O}_{x_{1} x_{4}}\right|=2^{6}$.
Proposition 6. The cardinality of the orbit of $g$ under the action of $\operatorname{LTA}(m, 2)$ is

$$
\left|\mathcal{O}_{g}\right|=2^{\operatorname{deg}(g)+\left|\lambda_{g}\right|}
$$

Characterizing the minimum weight codewords is often quite difficult and there are few families of codes where the structure of the minimum weight codewords is well known. In the case of decreasing monomial codes the subgroup $\operatorname{LTA}(m, 2)$ gives enough information to understand the structure of the minimum weight codewords. We suppose that $\mathscr{C}(I)$ is a decreasing monomial code and we denote by $I_{r_{+}}=\left\{f \in I \mid \operatorname{deg}(f)=r_{+}\right\}$the set of monomials in $I$ of maximal degree. From Proposition 3, the set of minimum weight codewords is

$$
W_{\min }=\left\{\boldsymbol{c} \in \mathscr{C}(I)| | \boldsymbol{c} \mid=2^{m-r_{+}}\right\}
$$

Proposition 7. Let $\mathscr{C}(I)$ be a decreasing monomial code.Then the number of minimum weight codewords in $\mathscr{C}(I)$ equals

$$
\left|W_{\min }\right|=2^{r_{+}} \sum_{g \in I_{r_{+}}} 2^{\left|\lambda_{g}\right|}
$$

Corollary 2. The number of minimum weight codewords in $\mathscr{R}(r, m)$ equals

$$
W_{\min }(\mathscr{R}(r, m))=2^{r}\binom{m}{r}_{2}
$$

where $\binom{m}{r}_{2}=\frac{\left(2^{m}-1\right) \ldots\left(2^{m}-2^{r-1}\right)}{\left(2^{r}-1\right) \ldots\left(2^{r}-2^{r-1}\right)}$ is the Gaussian binomial coefficient.
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