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Abstract

The capability to develop a reliable ‘Estimate at Completion’ from the earliest stage of project execution is essential in order to develop a
proactive project management. In order to accomplish this aim, a model to formulate estimates at completion is presented which integrates through
a Bayesian approach three knowledge sources: experts' opinions, data from past projects and the current performance of the ongoing project. The
model has been applied to three Oil and Gas projects in order to forecast their final duration and cost. These projects are characterized by a high
level of size, uncertainty and complexity representing a challenging test for the model. The results obtained show a higher forecasting accuracy of
the Bayesian model compared to the traditional Earned Value Management (EVM) methodology.
© 2016 Elsevier Ltd. APM and IPMA. All rights reserved.
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1. Introduction

Forecasting is a critical process in project management
since, relying upon sound estimates to complete, the project
manager can steer the ongoing project in order to meet specific
time and cost objectives (Dvir and Lechler, 2004). Without
good forecasting there can be no rationale in making a decision
and we will have to rely on project adaptability to emerging
circumstances.

Planning and forecasting are strictly intertwined both in the
early stage of the project life cycle when the project baseline
must be determined and then throughout the entire life cycle
when effective decisions must be made (Hogarth and
Makridakis, 1981). In an Earned Value Management context,
the role of the Estimate to Complete (ETC), i.e. how much
money and time are needed in order to complete the project, is
critical, since the information drawn from the ETC, is essential
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in order to identify suitable corrective actions in order to
achieve the project objectives. This approach to project control
corresponds to a feed-forward control loop (Anbari, 2003;
Christensen, 1996), since analysis of the future informs
present-day decisions.

At a given time in the project cycle, i.e. the Time Now (TN),
a certain amount of the work has been completed (Work
Completed, WC), while the rest of the work is to complete,
corresponding to the Work Remaining (WR). The cost and time
performance related to the Work Completed is known, while a
forecast has to be developed for the WR (see Fig. 1).

It should be noted that both the accuracy of the forecast of
WR and the impact of the corrective actions that may be
implemented based on the forecast will depend on the progress
of the project at the Time Now. The effectiveness of the
corrective actions is greater in the early stages of the project
execution and progressively diminishes as progress increases:
in fact, as progress increases, the degrees of freedom available
to steer the project tend to reduce progressively. On the other
hand, the capability to forecast the project final duration and
cost follows an opposite trend. In fact, at an early stage in the
execution phase, the knowledge available to the decision maker
is scant and rapidly evolving; therefore, the capability to
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Fig. 1. Estimation at completion at Time Now (internal view).
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provide a reliable forecast is reduced, particularly if the
forecast is only based upon the analysis of the performance of
the ongoing project until the Time Now, without considering
any other knowledge source.

From a survey analyzing the data of more than 300
mega-projects (Merrow, 2011), it appeared that in 2010 65%
of the industrial projects with a minimum budget of 1 billion
US dollars did not succeed in meeting the objectives of cost,
duration and quality. Even though project management systems
based on EVM have been extensively used in the recent years,
failure to meet planned objectives is common, in particular in
large engineering and construction projects such as in the Oil &
Gas industry (Merrow, 2011). However, it remains an open
question whether these failures are due to a lack of project
efficiency during the execution stage or to a lack of forecasting
accuracy during the initial planning and control process. In
the former case, both positive and negative deviations from
the baseline should be expected, depending on the specific
performance of the project. On the contrary, a systematic
overrun in terms of cost and time may be easier explained as a
weakness in the forecasting process since the beginning of the
project. In the latter case, as a consequence, the methodologies
commonly applied for forecasting purposes become the crux of
the problem.

By using a set of case studies from the Oil & Gas industry,
this paper develops a Bayesian model to determine the
estimate to complete for a project. The paper aims at multiple
purposes:

• to utilize all the available knowledge in order to improve the
forecasting process;

• to use a Bayesian approach in order to integrate diverse
knowledge sources in a formal and rigorous way;

• to develop a Bayesian model capable of using data records
related to WC, experts' judgments related to WC and data
records related to similar projects completed in the past;

• to test the model in a set of case studies related to large and
complex projects in the Oil & Gas industry.

Section 2 identifies the different knowledge sources available
to feed the forecasting process and addresses how to mitigate any
systematic bias during the process. Section 3 introduces the
different approaches available to foresee the future performance
of the project and in particular the use of the Earned Value
Management system, which is a very popular technique
frequently applied to determine the estimate at completion for a
project, both in terms of cost and time. Section 4 introduces the
general structure of a Bayesian model as a technique to integrate
the knowledge contribution given by each knowledge source.
The subsequent Section 5 develops in detail the single
components of the model: prior distribution, distribution based
on experts' opinions, distribution based on past similar projects,
definition of the weights given to the previous prior distributions
when combining them, shape of the prior distribution, likelihood
function, and posterior distribution. Eventually, some results are
given about the application of the model to some very complex
and very risky projects in the Oil & Gas industry. At the end,
some conclusions are drawn to highlight the contribution given
by the paper to the project control problem.

2. Knowledge sources

As mentioned above, all the available knowledge should be
used in order to improve the planning and control process for a
complex project (Caron, 2014; Reich et al., 2014; Schindler and
Eppler, 2003).

In general, the knowledge available to the project team may be
classified in two ways: explicit/tacit and internal/external. Explicit
internal knowledge corresponds to data records related to the work
completed WC, allowing, as in the traditional EVM, for an
evaluation of the performance trend at Time Now. Tacit internal
knowledge is related to the experts' judgment about possible
events/situations affecting the project's work remaining WR.
Explicit external knowledge corresponds to data records about
similar projects completed in the past. Tacit external knowledge
concerns the identification of similarities between the current
project and some past projects in order to transfer past data to the
current project.

Depending on the types of knowledge used, three alternative
approaches may be envisioned:

• utilizing only data records related to WC, by extrapolating the
current performance trend into the future (i.e. the traditional
EVM approach);

• adjusting the trend resulting from data records through
experts' judgment about the expected performance during
WR (Caron et al., 2013);

• integrating the internal view of the project, i.e. data records
related to WC and experts' judgment related to WR, with
data records deriving from similar projects completed in the
past (this is the goal of this paper).

In the last approach, besides the use of internal knowledge,
both explicit and tacit, external knowledge related to similar
projects completed in the past can also be used (Lovallo et al.,
2012). For instance, taking into consideration past experience
should mitigate a possible “optimistic” bias in estimating future
project performance (Lovallo and Kahneman, 2003). Firstly,
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Kahneman and Tversky (1979) show that a major source of
forecasting failure, which influences the accuracy of final cost
and duration estimates, is linked to an exclusively “internal”
view approach, i.e. based only on knowledge deriving from
inside the ongoing project. Then, the focus moves to the
psychological and political factors introducing a bias in the
planning process (Lovallo and Kahneman, 2003).

Even more so, the need emerges to exploit all the available
knowledge during the planning and control process, in order to
minimize any bias. In fact, as shown in Fig. 1, the traditional
control process often focuses only on data related to the
ongoing project, corresponding to an exclusively “internal”
view (Flyvbjerg, 2009). Integration between the knowledge
stemming from the “internal” view and the knowledge
stemming from the “external” view is needed, the latter related
to the projects completed in the past (see Fig. 2).

In fact, the current project can be seen as belonging to a cluster
of similar projects developed by the company. Note that the
selection of the cluster is basically subjective since it depends on
the similarity criteria adopted (Savio and Nikoloupolos, 2011;
Green and Armstrong, 2007). In fact, in some cases, similarity
may indicate a strong ambiguity. For example, if a company has
to estimate the cost of an investment in a new technology and,
moreover, in an unfamiliar technological domain, should it take
into account the set of highly innovative projects developed in
different technological domains or the set of barely innovative
projects but belonging to the same technological domain? Neither
the former nor the latter option may be the best solution but both
should be taken into consideration (Kahneman and Tversky,
1979). Moreover, a similarity assessment should also consider
the trade-off between using a large number of past projects,
leading to the risk of including projects substantially different
from the current one, and a small number of projects, leading to
the risk of losing statistical significance.

3. Earned value management system

The basis for any forecasting process is that the future has its
seeds in the present (Kuosa, 2012). In a project, among the
different approaches available for the forecasting process (Trend
SIMILAR  
COMPLETED  
PROJECTS
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COMPLETED    
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INTERNAL VIEW 

Fig. 2. Internal and external views.
Analysis, Network Analysis, Pattern Analysis, Monte Carlo
Simulation, Stakeholder Analysis, etc.) Trend Analysis is a very
popular approach. The most popular version of the Trend Analysis
applied to projects is the Earned Value Management (EVM). It is
based on linear extrapolation since the performance related to WC
is linearly extrapolated to WR (Fleming and Koppelman, 2006).
The extrapolation normally concerns the parameters Cost
Performance Index (CPI) and Schedule Performance Index (SPI).
EVM is an efficient and often used performance measurement and
reporting technique for estimating cost and time at completion
(Project Management Institute, 2013; Marshall et al., 2008).

The following basic parameters are used in EVM, where TN
indicates Time Now, i.e. the time along the project life cycle at
which the control process is implemented:

• Planned Value (PV), the budgeted cost of work scheduled at
TN;

• Earned Value (EV), the budgeted cost of work completed at
TN;

• Actual Cost (AC), the actual cost of work completed at TN.

EVM was improved by Lipke (2002a, 2002b, 2003), who
introduced the concept of Earned Schedule (ES) for obtaining a
measure of the Schedule Performance Index based on time units
and overcoming the flaws associated with a Schedule Perfor-
mance Index SPI defined as the ratio between EV and PV, both of
them expressed in monetary terms. Earned Schedule is the time at
which the EV value achieved at TN should have been obtained
according to the project baseline. The new Schedule Performance
Index SPI(t) at TN, defined as the ratio between ES and TN,
represents a more effective approach, since it avoids the problem
of convergence of the EV and PV values toward BAC (Budget at
Completion) and consequently the unreliability of the estimate
when the project progress increases (Lipke, 2006a, 2006b).

The above three parameters and the ES, all of them evaluated
at TN, allow for the calculation of a set of indices and variances at
TN. The most important of these are:

• Cost Performance Index

CPI ¼ EV=AC

• Cost variance

CV ¼ EV−AC
• Schedule Performance Index

SPI tð Þ ¼ ES=TN

• Schedule variance

SV tð Þ ¼ ES−TN

Variances CV and SV(t) summarize the project's past
performance during WC, while indexes CPI and SPI(t) may be
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used in order to extrapolate the current trend and estimate the
future performance during WR (Anbari, 2003).

Many formulas for Estimate at Completion have been
proposed during almost 50 years of applying EVM but none of
them has proved to be always more accurate than any other one
(Christensen, 1996). In the basic approach, the estimate of final
cost (i.e. EAC) and final duration (i.e. TAC, Time at Completion)
are based on the following equations:

EAC ¼ ACþ BAC−EVð Þ=CPIf ð1Þ
where:

AC Actual cost at TN
BAC Budget at completion
EV Earned value at TN
CPIf Cost Performance Index estimated for the work

remaining (WR)

TAC ¼ TNþ SAC−ESð Þ=SPIf ð2Þ
where:

TN Time Now
SAC Scheduled at Completion, i.e. the planned duration of

the project
ES Earned Schedule at Time Now
SPIf Schedule Performance Index estimated for the work

remaining (WR)

It should be noted that future performance may significantly
differ from past performance. The new performance indices
CPIf and SPI(t)f have been introduced in Eqs. (1) and (2) with
reference to the Work Remaining and may consider a different
evolution of the project performance. In fact, these indexes can
take into account not only data records related to WC but also
subjective expectations made by the decision makers about the
WR. While the generic indices CPI and SPI(t) are related to the
overall WC, CPIf and SPI(t)f are related to the overall WR. In
fact, relying only on past performance while developing a
forecast could be misleading, since considering only past values
of CPI and SPI(t) is similar to driving a car while looking just in
the rear view mirror, so making it impossible to dodge the
obstacles that may lie on the road ahead. Hence the forward
looking contribution given by experts' judgments reveals
fundamental. Both Eqs. (1) and (2) indicate that the values
assigned to the performance indexes CPIf and SPIf play a critical
role in obtaining an accurate estimate of the final cost and
duration. In summary, forecasting capability can be improved
by utilizing all the available knowledge about the performance
indexes CPIf and SPIf (Liu and Zhu, 2007; Goodwin, 2005).

4. Knowledge integration — Bayesian approach

The Bayes Theorem represents a formal tool for the
integration of explicit and tacit knowledge. In a Bayesian
framework, the experts' preliminary opinions are an example of
the use of subjective probability, which is the only probability
applicable to non-repetitive processes such as projects.
Subjective probability is defined as the degree of belief in the
occurrence of an event, by a given person at a given time and
with a given set of information. It should be noted that
increasing the level of knowledge available may modify the
value of probability assigned to a future event (De Finetti,
1937; Caron et al., 2013). While the metaphor of ‘frequency
based’ probability is throwing dice (i.e. a repetitive process),
the metaphor of subjective probability may be the gamble (i.e. a
unique process). In general, we can assume that any proactive
action involving the future is a gamble, such as a corrective
action implemented during project control. In fact, De Finetti
defined probability as a price in a lottery. For instance, let us
consider a lottery where, if the event E occurs, the better wins 1,
if it does not happen the better wins 0. How much is the better
prepared to pay for accepting the lottery? That price is the
subjective probability value associated to the event E and the
probability value corresponds to the degree of belief about
event E occurring.

Several Bayesian models have been proposed in literature to
formulate reliable forecasts (Palomo et al., 2006; Gardoni et al.,
2007; Kim and Reinschmidt, 2009; Kim, 2015). In particular, the
Bayesian adaptive model introduced by Gardoni et al. and the
model by Kim and Reinschmidt aim at forecasting the actual
duration of a project, by deriving the S curve describing the
progress of the ongoing project. In the first paper, the results
show the importance of integrating the information extracted
from a cluster of similar projects to obtain reliable predictions,
when the project is in its early stage. In the second paper, the
proposed method provides reliable time estimates since it is able
to extract more information from the common monthly reports.
Both methods provide a higher accuracy than the traditional
EVM approach; however, both approaches focus uniquely on
time performance and require quite complex computations, if
compared to the extremely simple EVM formulas. A third paper
(Kim, 2015) presents a new probabilistic project cost forecasting
that systematically integrates project cost risk assessment and
actual performance data in a project into a computationally
efficient probabilistic cost forecast.

The essence of Bayesian inference is the use of probability to
describe our state of knowledge about some event or parameter of
interest (e.g. the cost of an item). A prior distribution (based on
expert's tacit knowledge) is updated by means of experimental
observations (data records) collected during the execution
process, in order to obtain a posterior distribution, integrating
both knowledge types. For instance, the project teammay assume
a prior distribution of the final budget overrun, based on
subjective expectations about the development of the current
project, and this prior distribution may be updated based on the
actual performance of the current project until Time Now (Caron
et al., 2013).

The above statement is easier to understand if the formulation
of the Bayes theorem is considered. The Bayes theorem can be
stated as:

f μjy1; y2;…; ynð Þ ∝ L μ; y1; y2;…; ynð Þ ∙ f μð Þ ð3Þ



1691F. Caron et al. / International Journal of Project Management 34 (2016) 1687–1702
where we omit the normalizing constant (i.e. probability integrates
to one) in order to enlighten the three main components:

• f (μ) is the prior distribution of the parameter of interest for
inference, μ: it summarizes the initial subjective opinion
detained by the decision maker about the probability density
function of the parameter μ;

• L(μ;y1, y2, … ,yn) is the likelihood function, obtained after
the collection of the n experimental data y1 , y2 , … , yn;

• f(μ |y1 ,y2 , … ,yn) is the posterior distribution, i.e. the distri-
bution that expresses the knowledge acquired about the
parameter μ after updating the initial subjective judgments
with the experimental data.

In summary, the Bayesian approach allows us to translate tacit
knowledge into probabilistic distributions and, secondly, to
integrate tacit knowledge and data records in the forecasting
process.

5. A Bayesian model for cost and time estimates at completion

As mentioned above, the EVM methodology provides
parameters and performance indexes which are commonly used
in project control. In the oil & gas examples, a Bayesian model
has been applied, where two performance indexes are used:

ND cð ÞTN ¼ ACTN−EVTN

EVTN
ð4Þ

ND tð ÞTN ¼ TN−ESTN

ESTN
ð5Þ

whereND(c)TN stands for NormalizedDeviation (cost) at the Time
Now and similarly ND(t)TN; when referring to the performance
indicator in general, without distinction between time and cost, the
acronym ND, Normalized Deviation, will be used.

In the Bayesian model, the parameter of inference is the
Normalized Deviation of cost and time evaluated at completion,
identified by Eqs. (6) and (7):

ND cð Þ ¼ ACTF−BAC
BAC

ð6Þ

ND tð Þ ¼ TF−SAC
SAC

ð7Þ

where ACTF and TF indicate the final actual cost and duration
of the project, while BAC and SAC indicate the planned cost
and duration of the project, respectively. When a budget
overrun is reported, ND is greater than zero, whereas if an
underrun is recorded, ND is less than zero. In the following
sections, the model will be discussed in three main parts,
following the three basic components of the Bayes theorem: the
prior distribution, the likelihood function and the posterior
distribution. In order to make reading easier, the formulas will
not be extensively demonstrated, however the detailed proofs
of the final expressions can be found in Appendix A.

5.1. Prior distribution

In the Bayes theorem, the prior distribution is a summary of
the initial knowledge that the decision maker has available for
the specific parameter of interest. In the case of projects, the
project team can rely on two main information sources: experts'
opinions and data records from similar projects completed in
the past. By integrating these two components, a starting
assumption about the distribution of NDTF can be formulated.
In order to translate these concepts in Bayesian terms, firstly
two distributions have to be defined: one representing the
experts' opinions and one the cluster of similar projects.
Secondly, a unique distribution has to be derived by the
integration of these two. In mathematical terms, the integration
can be obtained by the concept of mixture: assigning a value
ranging from 0 to 1 to a weight ε, the prior distribution is
obtained as the weighted sum of the distribution of experts'
opinions and the distribution of the cluster of similar projects:

Π ∙ð Þ ¼ εΠE ∙ð Þ þ 1−εð ÞΠS ∙ð Þ ð8Þ

In Eq. (8):

• ∙ is a generic point of the prior distribution;
• ΠE(∙) is the evaluation of the distribution of experts'
opinions in a generic point ∙;

• ΠS(∙) is the evaluation of the distribution of the cluster of
similar projects in a generic point ∙;

• ε is the weight.

Adjusting the value assigned to ε it is possible to give more
or less weighting to one of the two informative sources.
Moreover, even if one of the two sources is lacking, it is still
possible to define the prior distribution setting the value of the
weight to 0 or 1: 0 if no experts can be identified and 1 if no
similar project is available. Consequently, the prior distribution
is characterized by flexibility, since it can be formulated
according to the sources of information available to the project
team.

From Eq. (8) it clearly appears that the shape assumed by the
prior distribution depends on the two distributions of experts
and similar projects and on the value assigned to the weight ε.
In the following sections the distribution of the experts'
opinions and the similar projects will be defined and guidelines
will be given about the value of ε.

5.2. Distribution of experts' opinions

The starting assumption for the experts' opinions is that they
can be expressed through a normal distribution of the variable that
is analyzed. This assumption has to be verified when applying the
model. Hence, in order to completely determine the distribution,
two main parameters have to be identified: the mean and the
variance (μE and σE

2). In order to define them, a process to elicit the
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information has to be performed with the aim of obtaining a
distribution consistent with the knowledge owned by the group of
experts involved. The main obstacle is the abovementioned (see
Section 2) cognitive and motivational bias which tends to create a
gap between the actual knowledge available and the opinions
expressed.

As a consequence, the proposed procedure for eliciting
experts' knowledge is based on the Analytic Hierarchy Process
(AHP) methodology, since through pairwise comparisons a
more robust result can be obtained, compared with other
methodologies based on a direct estimate of the parameter
being analyzed. AHP has been used to support the fixed
interval method. According to this method, in order to elicit the
distribution of a certain parameter X, the domain of definition
of X has to be subdivided into intervals and each interviewee
expresses his preference for a specified interval through a
pairwise comparison between the intervals. Otherwise, if
the interviewee would be directly asked to give probability
values to the intervals, the cognitive and motivational bias
would certainly bias the final result (Saaty, 2011; Forman and
Peniwati, 1998).

In our case, the alternatives are represented by the intervals
of the domain of NDTF and the criterion applied is only that the
preference between two intervals will be expressed on the basis
of the corresponding probability levels. In summary, the main
advantages of adopting AHP is the robustness of the end
results, the adaptability of the methodology to a single expert or
a group of experts and the possibility to control the consistency
of the elicited opinions during the application of the technique.

5.3. Distribution of similar projects

The second component of the prior distribution is the
distribution of the cluster of projects which are similar to the
ongoing project. The role of this cluster is to exploit past
experience in order to reduce possible bias, e.g. over-optimism
that typically may affect the experts' opinions at the project outset
(Flyvberg, 2006). Even in this case, the assumption – which has
to be verified – is that the set of data has a normal distribution.

Before entering into the details of the similarity analysis,
Eqs. (9) and (10) show how to evaluate the parameters of the
distribution, μS and σS

2, of the cluster of similar projects,
considering n projects with actual cost or time deviation from
planned NDTFi:

μS ¼ ∑n
i¼1 NDTF;i

n
ð9Þ

σS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1 NDTF;i−cμS

� �2
n−1

s
ð10Þ

This approach safeguards the subjectivity of the similarity
analysis, confirming the subjective nature of the overall prior
distribution. In order to validate the model in the three Oil & Gas
case studies the following similarity criteria have been used.

Firstly, of the projects in the database, only those with a scope
of work similar to the ongoing project have been considered for
the similarity analysis. For example, if the ongoing project aims
at building an onshore facility, only the onshore projects have
been taken into account. From this point of view, three types of
project have been considered: on shore, off shore and subsea.

Secondly, the similarity between the ongoing project and
those identified at the previous step has been analyzed. The
criteria applied for this purpose envision, besides the traditional
project features, such as size, technology, client, and geograph-
ical area, even the project risk profile. The assumption is that risk
profile – risk quantity, risk type, risk exposure, etc. – is an
effective factor to explain a similar development of two different
projects in terms of the deviation from planned budget and
schedule. After selecting the cluster of similar projects,μS andσS

can be estimated applying Eqs. (9) and (10), respectively.

5.4. Definition of the weight ε

The last parameter to be defined in order to identify the prior
distribution is the weight ε. When ε increases, the weight of the
experts' distribution increases, while the weight of the distribu-
tion of similar projects decreases.

Recalling Fig. 1, a first observation should point out that
experts' opinions tend to be more accurate as the project
progress increases. Therefore, the initial value assigned to the
weight must be increased as the project approaches the end.
Indicating with the letter k the progress reached by the ongoing
project at Time Now, in decimals (for example 0.2, 0.15, 0.8), a
possible range for the value assigned to the weight ε is
expressed by Eq. (11):

ε ¼ ∈ ½0; 1� ð11Þ

Performing a sensitivity analysis with respect to changes in ε
is a good statistical practice, since the decision maker is, in
general, unable to express a precise value of ε. Therefore, ε is
varied by small intervals around the elicited value, expressing
the decision maker's uncertainty, and the changes on the final
decision value are examined. Should the latter be almost
unchanged, then the procedure could go ahead since impreci-
sion on the assessment of ε would have minimal effect in
practice; otherwise the decision maker would be asked for more
information in order to get a more precise value of ε.

5.5. Prior distribution

After the identification of the parameters μE, σE and μS, σS

and the assignment of a value to the weight ε, the prior
distribution is completely defined. From Eq. (6), the prior
distribution is given by:

П xð Þ ¼ ε∙
1ffiffiffiffiffiffi

2π
p

σE
e
−1
2

x−μE
σE

� �2

þ 1−εð Þ∙ 1ffiffiffiffiffiffi
2π

p
σS

e
−1
2

x−μS
σS

� �2

ð12Þ

Hence, the prior distribution is a mixture of two normal
distributions. The shape it assumes may vary and, for instance,
three different types of shape can be obtained:



Table 1
Progress and distance classes.

Low Medium High

Project Progress
[0, 30%) [30%,65%] (65%,100%]

ΔC

[0,0.05] (0.05,0.1] N0.1

ΔT

[0, 3 months) [3, 5 months) ≥ 5 months
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• normal;
• skewed normal;
• bimodal.

Obviously, the shape will depend on the five parameters
which characterize the prior distribution. The variety of shapes
denotes the flexibility of the prior distribution defined as a
mixture of two contributions. The prior distribution is not caged
inside a pre-defined shape, on the contrary, adjusting ε, the
decision maker can obtain the shape that better fits his/her
opinions.

5.6. Likelihood function

The starting assumption is that ND(c)TN and ND(t)TN have a
normal distribution. The experimental data collection will be
represented by a single observation of the performance index,
i.e. ND(c)TN and ND(t)TN. These are cumulated indicators and,
therefore, their value sums up the entire interval from the
project start up to the Time Now.

The normality assumption can be justified considering that,
generally speaking, the observation at Time Now can differ
from the unknown final value NDTF by a positive or negative
quantity: the relationship between the final unknown perfor-
mance and the one registered at the Time Now can be expressed
as follows:

x tð Þ ¼ μþ σ tð Þ∙e ð13Þ

In Eq. (13), x is the observation at Time Now, μ is the final
unknown parameter, σ(t) is the standard deviation and e is the
error that, in the case of a normal likelihood function, is
standard-normally distributed i.e. e ~ N(0,1).

The second assumption is that the standard deviation of the
likelihood function σ(t) is known. In order to determine its
value the meaning of σ(t) has to be clarified. From Eq. (13), it
can be noticed that σ(t)−1 quantifies the degree of confidence
that can be attributed to the observation at Time Now. In other
words, the more the observation at Time Now can be
reasonably assumed to be close to the final actual value, the
lower will be the value to be assigned to the σ of the likelihood
function.

Thus, two conclusions can be deduced. First, as the project
progress increases, the standard deviation is reduced since the
performance at the Time Now will be closer and closer to the
final value. This statement can be explained by the cumulative
nature of the performance indexes. Second, the higher is the
difference between the observation at Time Now and the
expected value of the prior distribution, the less trust-worthy is
the observation at Time Now and the larger the standard
deviation. In fact, the prior distribution may be considered a
valid forecast for the final performance index, since it matches
two informative sources.

Starting from these remarks, two corresponding indicators
can be defined: a progress and a distance indicator. The
progress indicator can assume three qualitative values: low,
medium and high, corresponding to the physical progress
reached by the ongoing project at Time Now. The distance
indicator can also assume a low, medium or high value
depending on the difference between the observation at Time
Now and the expected value of the prior distribution which
summarizes the prior opinion (Eqs. (12) and (13)):

Δc ¼ ND cð ÞTN−Ep ND cð ÞTF
� �		 		 ð14Þ

ΔT ¼ ND tð ÞTN−Ep ND tð ÞTF
� �		 		∙SAC ð15Þ

Δc refers to the “cost distance” and ΔT to the “time distance”.
Ep[ND(c)TF] is the expected value of the prior distribution of
the final cost performance and Ep[ND(t)TF] of the final time
performance. SAC is the Schedule at Completion: if it is
expressed in months, it provides the delta in months. In Table 1,
the classes for the distance indicator and the project progress
indicator are defined:

When the class (low, medium, high) of project progress and
of distance at the Time Now has been identified, a correspond-
ing value can be assigned to the standard deviation thanks to
the following matrix in Table 2:

The standard deviation has been assumed to range from 0.15
to 0.55, increasing as the distance increases and as the project
progress decreases. After having evaluated the performance
index at Time Now and the standard deviation from Table 2,
the likelihood function is completely defined. Indicating
ND(c)TN or ND(t)TN with x and the parameter of inference
with μ, the expression of the likelihood function is given in Eq.
(16):

Lx μð Þ ¼ 1ffiffiffiffiffiffi
2π

p
σ
∙ exp −

1
2

x−μ
σ

� �2

 �

ð16Þ

5.7. Posterior distribution

Combining the prior distribution in Eq. (12) and the
likelihood function in Eq. (16) according to the Bayes theorem
in Eq. (1), the following posterior distribution can be obtained:

Π μjxð Þ ¼ 1−ε�ð Þ∙ΠS μjxð Þ þ ε�∙ΠE μjxð Þ ð17Þ
The posterior function is a mixture of the posterior distribution

of similar projects ΠS(μ |x) and the posterior distribution of



Table 2
Standard deviation for the likelihood function.

σTN Distance

L M H

Project progress L 0.35 0.45 0.55
M 0.25 0.35 0.45
H 0.15 0.25 0.35

Table 3
Project A—offshore.

Project A: offshore

New/legacy area Legacy area

BAC 231.26 MUSD
SAC 30 months
Time Now Month 16

Planned data
PVTN 205.82 MUSD
PPTN 51.13%

Actual data
ACTN 103.82 MUSD
APTN 36.45%

Earned value and earned schedule
EVTN 97.52 MUSD
ESTN 13.56 months

Time Now performances
ND(c)TN 6.46%
ND(t)TN 17.99%

Table 4
Project B—subsea.

Project B: subsea

New/Legacy area New area

BAC 314.93 MUSD
SAC 32 months
Time Now Month 13

Planned data
PVTN 81.92 MUSD
PPTN 14.87%

Actual data
ACTN 32.60 MUSD
APTN 14.54%

Earned value and earned schedule
EVTN 80.63 MUSD
ESTN 12.87 months

Time Now performances
ND(c)TN −59.56%
ND(t)TN 1.01%
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experts' opinions ΠE(μ |x) through the posterior weight ε⁎.
These three components are defined in Eqs. (18), (19) and (20).

ΠS μjxð Þ : N σ2∙μS þ σS
2∙x

σ 2 þ σS
2

;
σ2∙σS

2

σ2 þ σS
2

� 

ð18Þ

ΠE μjxð Þ : N σ2∙μS þ σE
2∙x

σ 2 þ σE
2

;
σ2∙σE

2

σ2 þ σE
2

� 

ð19Þ

ε� ¼ ε∙DE

1−εð Þ∙DS þ ε∙DE
ð20Þ

Eqs. (21) and (22) clarify the expression of DE and DS, that
are useful to calculate the posterior weight ε⁎.

DE ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π σE

2 þ σ2ð Þp ∙e
−1
2

x−μEffiffiffiffiffiffiffiffiffiffiffiffiffi
σE

2þσ2ð Þ
p

� 
2

ð21Þ

DS ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π σS

2 þ σ2ð Þp ∙e
−1
2

x−μsffiffiffiffiffiffiffiffiffiffiffiffi
σS

2þσ2ð Þ
p

� 
2

ð22Þ

Finally, the expression of variance and standard deviation of the
posterior distribution can be evaluated through Eqs. (23) and (24):

E μjxð Þ ¼ 1−ε�ð Þ ∙ ES μjxð Þ þ ε� ∙ EE μjxð Þ ð23Þ

Var μjxð Þ ¼ E μ2jx� �
− E μjxð Þ½ �2 ð24Þ

E μ2jx� � ¼ 1−ε�ð Þ ∙ σ2
S μjxð Þ þ Es μ2jx� �� �

þ ε� ∙ σ2
E μjxð Þ þ EE μ2jx� �� � ð25Þ

where:

• EE(μ |x) is the expected value of experts' posterior

distribution : σ2∙μEþσE
2x

σ2þ σE
2 .

• ES(μ |x) is the expected value of similar projects' posterior
distribution: σ2∙μSþσS

2∙x
σ2þσS

2 .
• σ2

EðμjxÞ is the variance of experts' posterior distribution:
σ2∙σE

2

σ2þσE
2.

• σ2
SðμjxÞ is the variance of similar projects' posterior

distribution: σ2∙σS
2

σ2þσS
2.
6. Case studies: application of the Bayesian model to three
Oil and Gas megaprojects

The research activity was developed in the years 2013–2014.
The largest Italian company in the Oil & Gas industry was
involved. In this industry, projects are very large, complex and
uncertain, therefore the forecasting process is very critical. Three
types of projects have been identified: onshore, offshore and
subsea. Offshore projects are denoted by offshore facilities for
drilling and extracting hydrocarbons. Fixed or floating platforms
can be used, depending on water depth. The extracted hydrocar-
bons are then transported onshore through a sea line-system.

Onshore projects are characterized by the construction and
installation of onshore facilities. The liquid and/or gas
hydrocarbons extracted from the wells are firstly stored and



Table 5
Project C—onshore.

Project C: onshore

New/Legacy area Legacy area

BAC 1500 MUSD
SAC 37 months
Time Now Month 26

Planned data
PVTN 1265 MUSD
PPTN 79.22%

Actual data
ACTN 1094 MUSD
APTN 76.4%

Earned value and earned schedule
EVTN 1072.63 MUSD
ESTN 25.47 months

Time Now performances
ND(c)TN 1.99%
ND(t)TN 2.08%

Note the high APTN (76.4%) and the good budget and schedule performance at
Time Now.

Table 6
Composition of prior distribution Project A—offshore.

Prior distribution Project A, ε = 0.2

ND(c)TF ND(t)TF

Similar projects μS σS μS σS

0.3547 0.2271 0.2428 0.2455
Experts μE σE μE σE

0.1917 0.1971 0.1899 0.1215
Prior Expected

value
Standard
dev.

Expected
value

Standard
dev.

0.3222 0.2308 0.2322 0.2272

1695F. Caron et al. / International Journal of Project Management 34 (2016) 1687–1702
then the liquids are sent through flow lines to a preliminary
treatment unit and then to a refinery. The gas follows a similar
process until the preliminary treatment; afterwards it is sent for
further treatment through a gas pipeline.
Fig. 3. Prior distribu
Subsea projects are characterized by undersea facilities for
extraction and production. The need to install undersea facilities
is due to the technical or economical unfeasibility of utilizing
offshore platforms.When there are more than one undersea wells,
the wells are interconnected through flow lines, in addition to the
sea-lines that link the wells of extraction and production with
onshore facilities.

Based on this classification, three clusters of about 6 to 8
projects completed in the past have been identified and used as
classes of reference. For each cluster one of the most recent
projects was chosen as ongoing project. At different times (Time
Now) throughout the life cycle of the ongoing project the
forecasting process was simulated, based only on the information
available at that Time Now, both in terms of data records and
experts' judgment.
tion Project A.
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Fig. 4. Prior distribution Project B.

Table 7
Composition of prior distribution Project B—subsea.

Prior distribution Project B, ε = 0.2

ND(c)TF ND(t)TF

Similar projects μS σS μS σS

0.0792 0.0844 0.11 0.1395
Experts μE σE μE σE

−0.0793 0.214 0.0455 0.1248
Prior Expected

value
Standard
dev.

Expected
value

Standard
dev.

0.0476 0.1373 0.0970 0.1390
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While data records were immediately available from the
corporate information system, experts' judgments had to be
collected through a set of interviews. The chosen interviewees
were five project managers not directly involved in the three
ongoing projects, each featuring a different level of professional
experience. The interviews have been carried out using the same
methodology, while a different weight has been assigned to each
expert, based on the years of experience in the Oil & Gas industry.

For each project, each interviewee was asked to simulate a
forecasting process at each Time Now throughout the project life
cycle, using only the available knowledge at the Time Now. In
order to guarantee that the process for obtaining the experts'
opinions was robust and reliable, the Analytic Hierarchy Process
(AHP) was adopted as an eliciting approach, based on a set of
pairwise comparison between the alternatives considered during
the estimating process.

For every pairwise comparison, the same question has been
asked to the interviewees, i.e.: “How probable is that the final
time/budget deviation will fall in the first interval, respect to the
second one?”. The answers expressed in the natural language
were then converted into numbers ranging from 1 to 9.

After the elicitation round, before evaluating the overall
probability for each interval and fitting the corresponding
distribution, the consistency of the values obtained from each
expert has been verified, using the classic Consistency Ratio
provided by the AHP theory. In case the consistency ratio is
above 0.1, the matrix would result to be inconsistent. In this
case the software Expert Choice points out the intervals to be
revised.

Finally, the judgments expressed by the single experts have
to be summarized in a group's matrix. Forman and Peniwati
(1998) suggest to use the geometric mean of the judgments,
related to each couple of intervals. Through AHP methodology
(Saaty, 2011) the final set of probability values assigned to each
interval can be obtained, i.e. the probability that the pool of
experts has decided to assign to each interval. Lastly, one
distribution, assumed to be normal, can be defined both for
budget overrun ND and completion delay ND(t), by evaluating
expected value and standard deviation.

The Bayesian model has been applied to three projects, each
of them belonging to one of the three types of project. The
Offshore project will be named Project A, the Subsea one as
Project B and the Onshore one as Project C.

The scope of work of project A consists of the installation of
a fixed conventional platform 100 miles from the coast and in
waters of 60 m depth. There are six wells to be drilled and a
sea-pipeline has to be set up as well in order to connect the
different wells to the platform.

Basic data about Project A are defined in Table 3, where:

• PPTN stands for Planned Progress at Time Now, in
agreement with the baseline;
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Fig. 5. Prior distribution Project C.

Table 8
Composition of prior distribution Project C.

Prior distribution Project C, ε = 0.8

ND(c)TF ND(t)TF

Similar projects μS σS μS σS

0.2307 0.2255 0.2948 0.2569
Experts μS σE μE σE

0.2552 0.1983 0.2572 0.158
Prior Expected

value
Standard
dev.

Expected
value

Standard
dev.

0.2501 0.2040 0.2646 0.1828
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• APTN is the Actual Progress at Time Now, i.e. the physical
actual progress reached by the project at Time Now.

The first row in Table 3 “New/legacy area” indicates whether
the project is developed in a geographical area where the
company has experience in operating or in a New area. In the case
of a New Area the degree of uncertainty of the project rises, since
there is no established relationship with suppliers and subcon-
tractors. In particular, the APTN of 36.45% is to be noted, since it
will be useful to define the weights of the prior distribution and
the standard deviation of the likelihood function.

Project B is a subsea project and has the following scope of
work:

• drilling of three undersea wells.
• set up of a FPSO (Floating Production Storage and
Offloading) plant;

• installation of flexible flow lines to interconnect the three
wells and of an umbilical to transport the extracted oil to the
FPSO.

From Table 4, we can see that Project B is being developed
in a New area, implying the issues previously discussed. The
APTN amounts to 14.54%. Actually, the project is on schedule
but a cost underrun of approximately 60% has been recorded.

The last case study is an Onshore project (Table 5). The
scope of work entails:
• perforation of 13 new wells and re-entry in 10 pre-existing
wells;

• installation of 23 flowlines;
• installation of an Onshore facility to process the extracted
hydrocarbons;

• installation of a system to export the extracted hydrocarbons.

6.1. Prior distributions

In Fig. 3 the prior distributions for the final cost and time
performance of Project A are reported. The forecast of the
experts is more optimistic than the one deriving from the cluster
of similar projects, both for time and cost final performance.
The two prior distributions are symmetrical with respect to the
mode and, since ε = 0.2, the most relevant contribution to the
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Fig. 6. Posterior distribution Project A.

Table 9
Composition of posterior distribution Project A.

Posterior distribution Project A, ε = 0.2

ND(c)TF ND(t)TF

Prior Expect. val. Stand. dev. Expect. val. Stand. dev.
0.3222 0.2308 0.2322 0.2272

Likelihood ND(c)TN σTN ND(t)TN σTN

0.0646 0.45 0.1790 0.25
Posterior Expect. val. Stand. dev. Expect. val. Stand. dev.

0.2702 0.2046 0.2069 0.1639
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parameters of the prior distributions is from the distribution of
the cluster of similar projects. This statement can be verified in
Table 6.

Fig. 4 clearly shows that the prior distribution of ND(c)TF is
asymmetric to the left. As a matter of fact, the distribution of
the experts' opinions is much more optimistic than the one
provided by the cluster of similar projects.

Considering that ND(c)TN = −0.5956, i.e. a 60% budget
underrun is reported, the group of experts forecasted that by the
end of the project the expected value of the budget deviation is
around −8%: there will be in other words a slight budget
underrun (μE for ND(c)TF equals −0.0793, as shown in Table 7).
The skewness is caused by the different dispersion of experts'
opinions compared to the cluster of similar projects: the standard
deviation of experts' distribution is much higher.

As far as schedule performance is concerned, even in this
case the experts were just slightly more optimistic than the
statistics provided by the cluster of similar projects, but the
prior distribution of ND(t)TF is almost symmetrical because of
the similar standard deviation of the two contributions.

In conclusion it is important to note that the weight
attributed to the experts' distribution is 0.2 because of the low
physical progress reached at Time Now (14.5%).

In the case of Project C, it has been decided to assign ε = 0.8
because of the high physical progress reached at Time Now
which is equal to 76.4%. The experts' forecast for ND(c)TF
appears more pessimistic than the one provided by the cluster
of similar projects even though the dispersion is similar; hence,
this prior distribution is symmetrical, as shown in Fig. 5, left.

The experts' forecast for ND(t)TF is more optimistic and
the confidence in the current schedule performance is higher (σE

equals 0.158, while σS is 0.2529, Table 8). The result is still a
symmetrical prior distribution (Fig. 6, right). Finally, it is
important to note that, even though at Time Now ND(c)TN
amounts at 1.99% and ND(t)TN equals to 2.08% (see Table 8), the
prior distribution forecasts a high probability of a worsening of
time and cost performance, despite the actual physical progress
reached at Time Now. In fact, it may be considered that, since the
actual progress at Time Now is almost 80%, the actual final
performance will not largely differ from the one at Time Now;
however, in the Oil and Gas industry many stakeholders are
involved and political issues and causes of force majeure
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Fig. 7. Posterior distribution Project B.
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(conflicts, weather instability, etc.) can suddenly intervene
causing a drastic worsening of time and cost performances.
6.2. Posterior distributions

Table 9 shows that the parameters of the posterior
distributions of ND(c)TF and ND(t)TF are obtained through the
combination of the prior distribution and the likelihood
function. In particular, the standard deviation of the distribu-
tions decreases from the prior to the posterior distribution. In
fact, the final distribution is the result of the integration of more
information sources and hence the confidence level about the
expected value of the final distribution is consequently higher.
Table 10
Composition of posterior distribution Project B.

Posterior distribution Project B, ε = 0.2

ND(c)TF ND(t)TF

Prior Expect. val. Stand. dev. Expect. value Stand. dev.
0.0476 0.1373 0.0970 0.1390

Likelihood NDTN σTN ND(t)TN σTN

−0.5956 0.55 0.0101 0.35
Posterior Expect. val. Stand. dev. Expect. value Stand. dev.

0.0193 0.1458 0.0852 0.1290
The posterior distribution of ND(c)TF is still strongly
skewed to the left (Fig. 7). The cost underrun recorded at
Time Now tends to diminish the expected value of the posterior
distribution in comparison with the prior one. On the other
hand, the posterior distribution of ND(t)TF is quite symmetrical
compared to the mode. Even in this case the expected value
diminishes from the prior to the posterior because of the time
performance observation at Time Now (Table 10).

From Table 11 it can be noticed that in both cases, i.e. cost and
time, the standard deviation and the expected value of the
posterior distribution are lower than those in the prior distribution.
The expected value is lowered because of the observations at
Time Now and the standard deviation because of the increasing
confidence about the posterior expected value (Fig. 8).
Table 11
Composition of posterior distribution Project C.

Posterior distribution Project C, ε = 0.8

ND(c)TF ND(t)TF

Prior Expect. val. Stand. dev. Expect. val. Stand. dev.
0.2501 0.2040 0.2646 0.1828

Likelihood NDTN σTN ND(t)TN σTN

0.0199 0.35 0.0208 0.35
Posterior Expect. val. Stand. dev. Expect. val. Stand. dev.

0.1920 0.1764 0.2150 0.1525
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Fig. 8. Posterior distribution Project C.
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6.3. Accuracy of the Bayesian model

After Projects A, B and C reached completion it was
possible to check the error made by the Bayesian model and to
compare it with the one that would have been made if
traditional EVM forecasting formulas had been applied.
Table 12 shows the mean squared error made by the Bayesian
Model and by EVM in the three Oil and Gas cases.

It is clear that the Bayesian model is more accurate: its MEAN
squared error is 10 times lower, both for cost and time
performance, due to the larger amount of information used, even
though the model was tested on very complex and risky projects.
7. Conclusions

In this paper a Bayesian model has been developed to
support cost and schedule estimate at completion for a project.
The main purposes are:
Table 12
Comparison of the mean squared error.

Mean squared error Bayesian model EVM

MSE cost 1.23·10−2 0.1683
MSE time 9.3·10−3 3.55·10−2
• to increase the forecasting accuracy with respect to the
traditional EVM methodology, mainly for projects which
are denoted by a high degree of uncertainty and
complexity;

• to obtain more reliable forecasts in particular at the early
phase of project execution in order to reduce any planning
bias.

Firstly, the paper focuses on the need of integrating different
information sources in the forecasting process, in particular the
opinions of a group of experts and the statistics from the cluster of
projects similar to the ongoing one. Experts' opinions allow for a
forward looking analysis of the project development. To elicit the
experts' opinions a procedure based on Analytic Hierarchy
Process has been adopted. This methodology guarantees a high
level of robustness in the elicitation process, minimizing, at the
same time, the possible inconsistence of judgments. On the other
side, the cluster of similar projects provides an “outside” point of
view and mitigates any over-optimism bias. The selection of
similar projects has to be carried out carefully based on the
similarity criteria defined by the decision maker. Lastly, the
project performance values measured at Time Now, correspond
to the traditional input to the forecasting process.

The Bayesian model developed in the paper allows for the
rigorous integration of the different information sources. In
particular, experts' opinions and similar past projects contribute
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to the prior distribution while the performance values measured
at Time Now are the input for the likelihood function.

The Bayesian model has been applied to develop the estimate at
completion of three Oil and Gas projects, featuring a high level of
uncertainty and complexity. These projects represent a good
challenge for the model. Comparing the accuracy of the Bayesian
model with the one based on the traditional EVM, it has been
observed that a drastic reduction of the mean squared error has
resulted, even in the case of the project with the lowest progress at
Time Now.

The model is being translated into a software application
allowing for an easier use by the project managers.

Finally, it is important to highlight two main aspects. The
model gives a high level of flexibility which is exemplified by the
variety of possible shapes of the prior distribution that could
assume even a bimodal shape. In the second instance, it gives the
easy evaluation of the expected value and of the standard deviation
of the posterior distribution, without any need to utilize complex
simulations.

Future development could mainly concern a further validation
of the Bayesian model in other industries, evaluating the accuracy
of the Bayesian model on a wider set of projects and testing
different similarity criteria.
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Appendix A

The extensive expression of the posterior distribution can be
found in Eqs. (a.1) and (a.2):

Π μjxð Þ ¼ Π μð Þ ∙ Lx μð Þ
∫ Π μð Þ ∙ Lx μð Þ½ �dμ ða:1Þ

Π μjxð Þ ¼ 1−εð Þ ∙ΠS μð Þ ∙ Lx μð Þ þ ε ∙ΠE μð Þ ∙ Lx μð Þ
∫ 1−εð Þ ∙ΠS μð Þ ∙ Lx μð Þ þ ε ∙ΠE μð Þ ∙ Lx μð Þ½ �dμ ða:2Þ

In our specific case, Eq. (a.2) can be simplified considering
the posterior distribution typically obtained when the prior
distribution and the likelihood are both normally distributed
and the likelihood has known variance 0.

For this purpose, the posterior distribution of similar projects
is defined as in Eq. (a.3):

ΠS μjxð Þ ¼ ΠS μð Þ ∙ Lx μð Þ
∫ ΠS μð Þ ∙ Lx μð Þ½ �dμ ða:3Þ

ΠS μjxð Þ : N σTN
2 ∙ μS þ σS

2 ∙ x
σTN

2 þ σS
2

;
σTN

2 ∙ σS
2

σTN
2 þ σS

2

� 

ða:4Þ

As appears from Eq. (a.4), the parameters of the distribution
ΠS(μ |x) can be obtained after:

• defining the parameters of the prior distribution of similar
projects ΠS(μ);
• monitoring the time or cost performance of the ongoing
project at the Time Now: NDTN;

• assigning a standard deviation to the likelihood function
σTN, according to Table 3.

Analogously ΠE(μ |x) can be defined, i.e. the posterior
distribution of experts' opinions. Its parameters of mean and
variance are shown in Eq. (a.5):

ΠE μjxð Þ : N σTN
2 ∙ μS þ σE

2 ∙ x
σTN

2 þ σE
2

;
σTN

2 ∙ σE
2

σTN
2 þ σE

2

� 

ða:5Þ

In order to obtain a further simplification of Eq. (a.2), the
two terms DE and DS are defined in the following:

DE ¼ ∫ ΠE μð Þ ∙ Lx μð Þ½ �dμ ða:6Þ

DS ¼ ∫ ΠS μð Þ ∙ Lx μð Þ½ �dμ ða:7Þ
Developing Eqs. (a.6) and (a.7) the analytical expressions

for DE and DS are obtained:

DE ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π σE

2 þ σTN
2ð Þp ∙ e

−1
2

x−μEffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σE

2þσTN
2ð Þ

p
� 
2

ða:8Þ

DS ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π σS

2 þ σTN
2ð Þp ∙ e

−1
2

x−μsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σS

2þσTN
2ð Þ

p
� 
2

ða:9Þ

Thus Eqs. (a.8) and (a.9) can be introduced in Eq. (a.1) as
follows.

Π μjxð Þ ¼ 1−εð Þ ∙ ΠS μð Þ ∙ Lx μð Þ½ � þ ε ∙ ΠE μð Þ ∙ Lx μð Þ½ �
1−εð Þ ∙DS þ ε ∙DE

ða:10Þ
Let us multiply the first and the second members of the

numerator respectively times DS
DS

and DE
DE
; by doing so, ΠS(μ |x) e

ΠE(μ | x) can be identified in Eq. (a.11), obtaining Eq. (a.12):

Π μjxð Þ ¼
1−εð Þ ∙ ΠS μð Þ ∙ Lx μð Þ

DS

� 

∙DS þ ε ∙

ΠE μð Þ ∙ Lx μð Þ
DE

� 

∙DE

1−εð Þ ∙DS þ ε ∙DE

ða:11Þ

Π μjxð Þ ¼ 1−εð Þ ∙ΠS μjxð Þ ∙DS þ ε ∙ΠE μjxð Þ ∙DE

1−εð Þ ∙DS þ ε ∙DE
ða:12Þ

Evidencing ΠS(μ |x) and ΠE(μ |x) in Eq. (a.12), Π(μ |x) can
be evaluated as the sum of two contributions:

Π μjxð Þ ¼ 1−εð Þ ∙DS

1−εð Þ ∙DS þ ε ∙DE
∙ΠS μjxð Þ

þ ε ∙DE

1−εð Þ ∙DS þ ε ∙DE
ΠE μjxð Þ ða:13Þ

From Eq. (a.13), it can be noticed that a “posterior weight”
can be defined: it operates a mixture between the posterior
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distribution of similar projects and the posterior distribution of
experts' opinions.

The posterior weight has the following expression:

ε� ¼ ε ∙DE

1−εð Þ ∙DS þ ε ∙DE
ða:14Þ

Analyzing Eq. (a.14) and recalling Eqs. (a.8) and (a.9) of DE

and DS, it can be observed that the posterior weight ε⁎ depends
from the initial weight ε, the performance of the ongoing
project observed at Time Now x, the standard deviation σTN of
the likelihood function, and from the parameters of the prior
distribution of experts' opinions and similar projects:

ε� ¼ f ε; x;σTN ;μE;σE;μs;σsð Þ ða:15Þ
It can be noticed that the multiplicative term of ΠS(μ |x) in

Eq. (a.13) equals 1−ε⁎. Let us demonstrate it, showing the
detailed calculations:

1−ε� ¼ 1−
ε � DE

1−εð Þ � DS þ ε � DE
¼ 1−εð Þ � DS þ ε � DE½ �−ε � DE

1−εð Þ � DS þ ε � DE
¼

1−ε� ¼ 1−εð Þ � DS

1−εð Þ � DS þ ε � DE

ða:16Þ
Therefore, the final formula of the posterior distribution in Eq.

(a.2), after the proper elaborations, is expressed in Eq. (a.17):

∏ μjxð Þ ¼ 1−ε�ð Þ �∏S μjxð Þ þ ε� �∏E μjxð Þ ða:17Þ
Hence the posterior distribution results to be a new mixture

of the two informative sources, evaluated a posteriori, through a
posterior weight “ε⁎”.

Starting from Eq. (a.17) the expected value and the standard
deviation of the posterior distribution can be easily evaluated
by applying the statistical definition of these two quantities.
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