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ABSTRACT 

The methods typically used to study snow stratigraphy, microstructure, and 

variability are expensive, cumbersome, and often highly subjective. Near-infrared (NIR) 

photography is a low-cost, portable tool to rapidly collect high-resolution, objective 

measurements of snow microstructure and variability. To expand its application, an 

active-source NIR flash was introduced to the traditionally passive-source method. NIR 

imagery was collected alongside proven snowpit methods such as manual observation, 

Snow Fork wetness, and Snow Micro-Penetrometer hardness profiles. NIR photography 

was also deployed in five pits along a 10.6 km transect in Grand Mesa, CO, to track 

stratigraphy variations in space. The NIR flash was found to improve contrast and lower 

noise for layer detection using automated statistical processing of the images. NIR 

photography data complemented traditional methods and was shown to provide unique, 

insightful observations, especially on stratigraphy and microstructure. NIR photography 

is demonstrated to be a convenient, valuable method to correlate layer stratigraphy across 

small and large distances. NIR photography is shown to be a rapid snow stratigraphy 

technique providing repeatable, unique, and informative insight into the complex and 

rapidly evolving nature of snowpack stratigraphy, microstructure, and variability.
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INTRODUCTION 

Seasonal snowmelt dominates over 80% of annual streamflow in the mountainous 

western United States of America (Serreze et al., 1999; Barnett et al., 2005). Due to a 

projected annual warming trend of 0.8-1.7 °C by 2050, maximum stream flow will occur 

roughly one month sooner in the year (Barnett et al., 2005); combined with limited 

reservoir storage in the western US, this demands improvements in our understanding of 

water resources from snowmelt (Barnett et al., 2005). The changing temporal and spatial 

patterns of snowmelt, caused by changing climate, have large implications on water 

resources, flood, and avalanche forecasting. With snowfall shifting towards the beginning 

of the season, certain reservoirs, unable to accommodate the flux, will be forced to 

release large volumes of water (Cayan et al., 2001; McCabe and Clark, 2005; Clow, 

2009). This will ultimately strain water resources, as reservoirs were designed for a mid- 

to late-season snowmelt to meet local demand late in the summer. A large enough 

reservoir release in preparation for a large influx of early season snowmelt will also put 

areas around downstream rivers and tributaries at risk for flood and subsequent damage.  

The snowpack microstructure that will result from an early season snowfall can 

vary dramatically if it deposits and metamorphoses under different, and likely warmer, 

temperature regimes. Snow microstructure controls the trigger, propagation, and slip 

likelihood of avalanche-prone slopes. Microstructure and layering control the dynamics 

of liquid water in snow; layers with dominantly smaller snow crystals will tend to hold 

more liquid water in void spaces, while those with larger crystals will allow more of that 
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liquid water to transport through the snowpack. Layer boundaries that exhibit a 

significant change in grain size, and sometimes type, can provide an interface for liquid 

water to transport along, accelerated by gravitational forces (Eiriksson et al., 2013).  

On a snowpack scale, stratigraphy complicates Snow-Water Equivalent (SWE) 

acquisition from spaceborne remote sensing platforms. The current mission concept for 

measuring SWE from space with active and passive microwave sensors uses changes in 

radar backscatter and microwave emission. These approaches assume changes are caused 

by variations in SWE, but these signals are also sensitive to reflections from layer 

interfaces and changes in microstructure, independent of changes in SWE. Due to the 

non-unique nature of reflection profiles produced by variable snow stratigraphy, the 

accuracy of what is measured can be greatly improved by understanding the microscale 

properties of the medium.  

Current technology used to measure snowpack stratigraphy is time-consuming, 

technically difficult, and typically provides 1 cm vertical resolution at one location. To 

observe a snow pit, a researcher must identify layer boundaries, identify grain size and 

type (at least in the major layers, if not all), test hand hardness, and measure mass at 5 cm 

increments using a cutter of known volume and a scale (to later calculate density). While 

it is easily apparent how much time this can take, especially in adverse weather 

conditions, it is also extremely important to recognize the amount of subjectivity 

involved in each individual measurement. It takes years, if not decades, of diligent 

observation, mentorship, and constant, heavy scrutiny of one's field notes to minimize 

subjectivity and maximize objectivity in observations. Naturally, with the necessary time 

and experience to be recognized as an expert in snow pit observations, the majority of 
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those in this field are prone to subjective bias in their own snow pit observations. As a 

compounding factor, the nature of these measurements is low resolution. Density is 

recorded every 5 cm at best, sometimes every 10 cm, and hand hardness profiles can only 

characterize hardness down to 1 cm (size of your finger).  

While collecting these manual snow pit observations is necessary, in order to 

become more efficient in the field, observers need to supplement this data with time-

efficient, simple, high-resolution, and, most importantly, objective tools. The only current 

tool that satisfies this criteria is the Snow Micro-Penetrometer (SMP), but it is expensive 

(~$80,000) and equally difficult to transport. Near-infrared (NIR) photography satisfies 

all the necessary criteria and, unlike the SMP, is extremely cost-effective, and very easy 

to transport.  

Figure 1 shows how the light reflectance of certain wavelengths changes based on 

grain size of a particular layer. Between 800 and 1100 nm the reflectance difference 

between grain sizes is maximized (e.g., Langlois et al., 2010). This is because 800-1100 

nm wavelengths are on the order of typical grain sizes in a snowpack. NIR photography 

harnesses this phenomenon by filtering out wavelengths outside this spectrum, commonly 

known as near-infrared. Grain sizes vary in both time and space; at a given site, grains 

will metamorphose over time and change size. This, combined with the grain size-

dependent NIR reflectance, provides the framework for a unique analysis of 

microstructure dynamics within the snowpack. NIR observations record reflected light at 

a wavelength that is most sensitive to snow microstructure differences. These differences 

also control the amount of light absorbed by the snowpack in the near-surface layers and 

are therefore important for the surface energy balance of the snowpack. 
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Without calibration, NIR photography can provide a high-resolution (< 1 mm) 

map of layer boundaries and measurements of layer roughness (e.g., Tape et. al., 2010). 

With calibration, NIR photography can be used to estimate Specific Surface Area (SSA; 

Matzl and Schneebeli, 2006). 

 
Figure 1. Reflectance of light against wavelength for different snow grain sizes 

(from Langlois et al., 2010)
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BACKGROUND 

I. Reflectance Modeling 

Light interacts with a medium by reflecting off, transmitting through, or being 

absorbed by that medium. NIR photography records light that has both reflected off and 

refracted out of the snowpack. Complications arise from many sources, but liquid water, 

even in small amounts, dramatically affects NIR reflectivity. For this reason, many 

albedo models operate under the assumption of dry snow.  

Stemming from the radiation transmission modeling of gaseous stars by Shuster 

(1905), Dunkle and Bevans (1956) produce the first formal model of snow by assuming a 

semi-infinite, homogeneous slab with constant reflection, i.e. isotropic scattering, and 

absorption coefficients. Although they acknowledge weakness in the assumption of 

diffuse radiation at normal incidence angles, Dunkle and Bevans (1956) had no 

information on shallow, directional irradiation. Additionally, impurities increase the 

absorption coefficient overall, reducing the total reflected light; according to their model, 

as snow crystals grow, albedo should decrease, which correlates with observations 

(Dunkle and Bevans, 1956; Fig. 1). Under similar assumptions, Giddings and LaChapelle 

(1961) used a random-walk approach, similar to Brownian motion after Einstein (1905). 

This is where the travel path is considered random once the path length is equal to 

“several grain diameters” and its correlation to the original direction is effectively zero 

(Giddings and LaChapelle, 1961). Giddings and LaChapelle (1961) expressed albedo of a 

semi-infinite, isotropic scattering medium accurate for albedo values down to 0.6. An 
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adjusted absorption rate, k = kdirt + ksnow, accounts for dirt impurities distributed 

homogeneously, but can sometimes be neglected (Giddings and LaChapelle, 1961). 

Bohren and Barkstrom (1974) finally remove the assumption of isotropic 

scattering, unreasonable in natural snow, and introduce the assumption of spherical ice 

crystals. They show that for incidence angles not near 90° the reflection coefficient is 

small and little energy is reflected at an air-ice interface (Bohren and Barkstrom, 1974). 

This means that the albedo of an ice grain in visible light is dominated by refraction 

within the grain and not reflection off of its surface, as previously thought (Bohren and 

Barkstrom, 1974). 

In the first of a two-part publication, Wiscombe and Warren (1980) consider 

dependences on grain size, liquid water content, solar zenith angle, cloud cover, snow 

thickness, and snow density to model pure snow albedo. Wiscombe and Warren (1980) 

compare their model results to measured reflectance data of 600-2600 nm wavelengths 

from O'Brien and Munis (1975) and find respectable agreement between albedo spectra, 

but much less so in the NIR spectrum (Fig. 2). In the second part of the related 

publications, Warren and Wiscombe (1980) find that discrepancies between their pure 

snow model curves and results from O'Brien and Munis (1975) are easily explained by 

the presence of atmospheric contaminants. They show that for certain combinations of 

contaminant particle and grain sizes, the albedo spectra shift dramatically (Warren and 

Wiscombe, 1980; Fig. 3). 

Kokhanovsky and Zege (2004) designed a model of close-packed, fractal ice 

grains with simple geometrical optics equations instead of Mie scattering. They 

demonstrate the fractal model introduces no additional complications in the relevant NIR  
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Figure 2. Comparison of calculated and observed albedo versus wavelength for 

two unique grain radii (from Wiscombe and Warren, 1980) 

 
Figure 3. Albedo spectra for four combinations of different contaminant 

particle sizes and grain radii (from Warren and Wiscombe, 1980) 
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spectrum where absorption of light is weak relative to other local spectral regions 

(Kokhanovsky and Zege, 2004). 

Until now, this review of albedo modeling has been on dry snow. There have been 

a few studies of albedo, specifically in NIR light, on wet snow. These studies have 

largely used radiometers to measure NIR albedo at the surface (e.g., Chen et al., 2014; 

Gallet et al., 2014; Hanesiak et al., 2001). Chen et al. (2014) looked at weather station 

data spanning 18 years to analyze the seasonal evolution of snow albedo at the surface. 

Gallet et al. (2014) used the DUFISSS instrument (discussed here shortly) with an 

integrating sphere at 1310 nm to measure SSA of wet snow. Hanesiak et al. (2001) 

applied surface albedo measurements to airborne video data to extrapolate measurements 

of various types of snow-covered features; this helped Hanesiak et al. (2001) gather a 

better understanding of how melt ponds affect albedo over a large area. However, still no 

study has attempted to measure albedo as it changes with snowpack stratigraphy. 

Snow albedo modeling is still in its infancy, but not stagnant in growth. As the 

need continues to rise for accurate models, such as those that calculate grain size from 

readily available reflectance data (e.g. satellite imagery), research will progress the 

community’s understanding of the scattering optics of snow and the underlying physics.  

II. NIR Photography 

Matzl and Schneebeli (2006) first used NIR photography to calculate Specific 

Surface Area (SSA), the ratio between surface area and volume of the grains. NIR images 

were calibrated using targets of known NIR reflectance, 50% and 99%, placed in the 

image. With a simple linear regression calculation of the form r = a + bi and careful 



 

 

9 

preparation of the pit wall, Matzl and Schneebeli (2006) were able to determine true NIR 

reflectance with a deviation of 2.6%. 

Matzl and Schneebeli (2006) used dyed diethyl phthalate to cast 29 individual 

70x70x50 mm snow samples of varying grain types from within the image. These 

samples were analyzed with model-based stereology (i.e. X-Ray Tomography; Baddeley 

et al., 1986; Matzl, 2006); volume density, resulting in the calculation of snow density, 

and SSA were both derived from the stereology data (Matzl and Schneebeli, 2006). Matzl 

and Schneebeli (2006) developed the correlation function, SSA = Aer/t where A = 0.017 ± 

0.009 mm-1 and t = 12.222 ± 0.842, by modeling the relationship between stereology-

determined SSA values and calculated NIR reflectance. The correlation coefficient, R2, 

was 90.8% at a significance of p < 0.002 (Matzl and Schneebeli, 2006). The error 

increased with increasing SSA; at an SSA of 5 mm-1 error was 4% and at 25 mm-1 it was 

15% (Matzl and Schneebeli, 2006). Matzl and Schneebeli (2006) conclude that SSA can 

be measured in 2-D at a very high resolution with an uncertainty of around 15%. They 

propose improvements in NIR imaging by recommending the use of cover for diffuse 

illumination at least 0.5 m behind the pit wall and extending over the sides as well as a 

flat-field image correction to remove illumination heterogeneities. 

Toure et al. (2008) used NIR photography to estimate snow correlation length for 

microwave emission modeling. Toure et al. (2008) acknowledges that snow hydrologists 

have traditionally used the largest grain diameter as grain size (Colbeck et al., 1990; 

Armstrong et al., 1993), but that leads to an overestimation of effective grain size used in 

electromagnetic wave scattering models (Maätzler, 2002). Matzl and Schneebeli (2006) 

showed that NIR photography can be used to measure SSA; SSA is inversely 



 

 

10 

proportional to the relative permittivity correlation length (Debye et al., 1957). Toure et 

al. (2008) calculated correlation length from NIR reflectance-derived SSA and manually 

measured snow density using the relationship established by Debye et al. (1957) and 

Maätzler (2002). 

Tape et al. (2010) studied micro-scale variations in snow stratigraphy with NIR 

photography. Further improving the image calibration efforts made by Matzl and 

Schneebeli (2006), Tape et al. (2010) corrected for lens distortion (barrel rather than pin-

cushion for their equipment) and the NIR bright spot, as most lenses are not designed to 

provide consistent transmittance across their image circle for NIR light. To correct for 

parallax error, Tape et al. (2010) used a commercially available and affordable panoramic 

tripod head to position the camera for rotation about its entrance pupil, or no-parallax 

point (NPP), incorrectly referred to as the nodal point in Tape et al. (2010). In an optical 

arrangement (i.e. camera lens), there is a front and rear nodal point, but neither are of any 

significance to parallax error (Kerr, 2008). PTGui, commercial image-stitching software, 

was used to combine laterally adjacent images after lens distortion and NIR illumination 

corrections were applied (Tape et al., 2010). A median difference of <2 cm between NIR 

image and manually-identified layer boundaries was achieved (Tape et al., 2010). 

Recommended applications of this study include estimating thickness and lateral 

continuity of structurally weak layers as well as extrapolating manually recorded grain 

size and density profiles (Tape et al., 2010). 

Assuming a constant shape factor, Langlois et al. (2010) used the simple model 

developed by Kokhanovsky and Zege (2004) to calculate NIR reflectance as a function of 

optical grain diameter; the results for three different grain sizes (0.5, 1, and 1.5 mm) are 
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shown in Figure 1. Langlois et al. (2010) used a large, homogeneous panel under 

Lambertian (diffuse) lighting to remove chromatic aberrations and illumination 

inconsistencies (NIR bright spot) across the image. To calibrate NIR reflectance, 50% 

and nominal 100% (actually 99%) Spectralon NIR reflectance targets were used in the 

snow pit image; a five day controlled lab test with 2, 20, 50, 75, and nominal 100% 

reflectance targets determined reflectance is consistent and linear with time (Langlois et 

al., 2010). Langlois et al. (2010) concluded that NIR photos provide a robust and efficient 

method for obtaining a vertical profile of optical grain diameter, assuming a known shape 

factor value based upon in-situ grain observations. 

Building upon the work primarily by Matzl and Schneebeli (2006), Gergely et al. 

(2010) aimed to use NIR transmittance photography, where the dominant light source is 

diffusely transmitted through rather than reflected off snow layers to determine snow 

density. NIR transmittance for a given wavelength only really depends on grain size and 

snow density; this is because light absorption increases rapidly moving from visible to 

NIR wavelengths and soot-to-ice volume ratios in snow are on the order of 10-9 to 10-6 

(Gergely et al., 2010). Density increases cause greater interaction between light and ice 

due to close proximity and higher particle density in fine ice grains (Gergely et al., 2010). 

Diffuse transmittance can be calculated by Mie theory (van de Hulst, 1958) or by the 

DISORT radiative transfer model (Stamnes et al., 1988). Due to user-defined incident 

illumination (i.e. diffuse) and computation and output data depths, the DISORT model 

was chosen for Gergely et al. (2010). In the case of an infinite snow slab with diffuse 

illumination within (i.e. transmittance), the extinction - light that is absorbed and 

scattered away from the incidence angle - converges toward the Mie theory model 
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(Gergely et al., 2010). Micro-computed tomography (micro-CT) was used to estimate 

SSA and snow density, as inputs to DISORT (Gergely et al., 2010). While other methods 

of measuring SSA exist (e.g. Matzl and Schneebeli, 2006; Painter et al., 2007; Gallet et 

al., 2009), Gergely et al. (2010) also needed density values for their optical transmittance 

analysis provided by micro-CT. Diffuse transmittance measurements were taken at 830 

and 927 nm for 8 snow samples containing melt forms, decomposed, rounded, faceted, 

and machine-made snow (Gergely et al., 2010). NIR transmittance results agreed with 

DISORT values, calculated using micro-CT-derived SSA and density as inputs, within 

the variability of SSA, density, and slab thickness (Gergely et al., 2010). 

III. Other Optical Methods 

Diffuse NIR reflectance of snow is controlled by SSA, which is equivalent to 

optical grain size (Wiscombe and Warren, 1980; Grenfell and Warren, 1999; Zhou et al., 

2003). Gergely et al. (2010) uses three different methods besides NIR photography to 

analyze optical properties: InfraSnow (Hug and Trunz, 2006; Frost, 2008), contact 

spectroscopy (Painter et al., 2007), and an integrating sphere device (Gallet et al., 2009).  

The InfraSnow device was developed to measure grain size near the surface to 

study mechanical interactions; it is a hand-held integrating sphere with a 950 nm internal 

light source that directly outputs grain size from measured reflectance (Hug and Trunz, 

2006; Gergely et al., 2010). While the footprint of the integrating sphere is only 3.5 cm in 

diameter, grain size accuracy was 25% for numerous measurements, but errors over 50% 

existed due to specular light near the surface and in rough snow (Gergely et al., 2010). 

Fortunately, when calibrated to diffuse-reflecting Spectralon targets of known NIR 

reflectance, reflectance measurements varied less than 1% (Gergely et al., 2010).  
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Using an Analytical Spectral Devices (ASD) contact probe and an ASD FieldSpec 

FR field spectroradiometer, Painter et al. (2007) provide a source light, measure the 

optical response, and invert the 1030 nm absorption component for optical grain radius – 

the spherical grain radius that produces the same albedo. The 966 nm (peak wavelength) 

light source in a fixed geometry with the probe body helps ease removing the effect of the 

angular dependence on hemispherical reflectance (Painter et al., 2007). The technique 

presented by Painter et al. (2007) has a vertical resolution of 2 cm and was shown to 

produce very accurate, repeatable optical grain radius measurements. However, 

differences between optical and traditional (manually observed) grain radii, modeled 

albedo, and associated net shortwave calculations promote a reconsideration of snow 

metamorphism and grain growth as used by models if modeled grain size is to be used for 

remote sensing and shortwave radiation purposes. 

Gallet et al. (2009) proposed a short wave infrared (SWIR) laser diode oriented 

perpendicular to the snow surface and an Indium-Gallium-Arsenic (InGaAs) photodiode 

that recorded oriented parallel to the snow surface. Both devices were mounted to a 

SphereOptics integrating sphere with an internal SWIR reflectance of 98.5% and an 

external SWIR reflectance of 3%; the device was named the Dual Frequency Integrating 

Sphere for Snow SSA measurements (DUFISSS; Gallet et al., 2009). Reflectance 

calibration curves were calculated with SphereOptics graphite-doped Zenith calibration 

targets (Gallet et al., 2009); SSA calibration was done by measuring snow reflectance, 

SSA by methane absorption, and reflectance of the sample again to capture any changes 

induced by measuring its SSA (Gallet et al., 2009). Two artifacts appeared in their data 

caused by density and geometry, which lowered measured reflectance. The density 
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artifact was due to their own equipment (Gallet et al., 2009). The sample holder was 13 

mm deep initially, which, in low enough density snow, caused the light to reach the 

bottom of the sample holder and be absorbed, subsequently hindering an accurate 

reflectance measurement (Gallet et al., 2009). Gallet et al. (2009) fixed this issue by using 

a 25 mm deep sample holder instead, allowing for lower density snow to be more reliably 

measured. The geometry artifact was due to the sample holder sitting below the 

integrating sphere; some light scattered will be absorbed by the side walls of the holder 

instead of returning to inside the integrating sphere (Gallet et al., 2009). This is inherent 

to the design of the instrument and results in the apparent density dependence of their 

measurements. The DISORT model was used to calculate hemispherical reflectance and 

SSA for 900, 1030, 1310, and 1550 nm wavelengths (Gergely et al., 2010); this showed 

that the SSA-reflectance relationship is highly dependent upon wavelength (Gergely et 

al., 2010). Gergely et al. (2010) showed that reflectance-derived SSA is twice as accurate 

at 1030 nm than 900 nm and three times as accurate than the latter at 1310 nm; 1550 nm 

improves upon 1310 nm by providing greater precision for snow with high SSA (Gergely 

et al., 2010). Based on their findings, Gallet et al. (2009) recommend using a 1310 nm 

source for determining SSA<60 m2/kg and a 1550 nm source for SSA>60 m2/kg. While 

not operating at such high resolutions as the methods of Matzl and Schneebeli (2006) or 

Painter et al. (2007), Gallet et al. (2009) intends to complement these methods.
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METHODS 

I. Choosing A Camera 

In order to collect NIR photographs, the camera must sensitive to said 

wavelengths. Ordinary, off-the-shelf cameras have minimal-to-no NIR sensitivity, as the 

internal factory filters are intended to accurately reproduce visible light images, but these 

cameras are readily available and very cost-efficient. For this research, I decided a digital 

single-lens reflex (DSLR) camera body would be the best to have modified for our use. 

“Digital” refers to the type of image-recording sensor, “single-lens” refers to the sole lens 

that attaches to the bayonet (i.e. tab-locking) mount built into the camera body, and 

“reflex” refers to the articulating mirror inside the camera in front of the sensor. 

Generally, the more professional-grade DSLRs have higher signal-to-noise ratios than 

point-and-shoot, consumer-grade cameras, dominantly because the effective pixel area 

collecting light is larger, allowing more photons to expose a single pixel. More photons 

collected in a single pixel receptor reduce the necessary gain to be applied and ultimately 

the amount of noise when sent through the analog-to-digital (A/D) converter. Ultimately, 

I decided to start with the Canon EOS 60D. The complementary metal-oxide-

semiconductor (CMOS) sensor used in the 60D body performs better in low light than 

other lower-end Canon DSLRs, which I thought was an important consideration when 

shooting the longer exposure times typically associated with NIR photography. However, 

the most important factor in deciding on the Canon EOS 60D was the articulating LCD 

screen, which makes focusing by Live View mode (real-time sensor output on the 
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display) much easier at strange angles in the snow pit. The articulating LCD screen 

proved itself invaluable when working in adverse weather conditions. Repositioning the 

screen allowed me to put myself between incoming wind gusts and/or blowing snow and 

the camera to minimize vibrations or snow sticking to the lens filter, adversely affecting 

image quality (IQ). IQ, while it is often improperly used in the photographic community 

to describe subjective observations, should and will refer to objective factors in the data 

presented here. 

II. Camera Construction and Modification 

At their core, cameras consist of three major components: a lens, a shutter, and a 

detector of some sort (film or digital). Traditional lenses are optimized to properly refract 

and focus visible wavelengths, while minimizing aberrations that reduce IQ. Issues 

encountered when using these lenses to control NIR wavelengths are discussed with 

image corrections. Two shutter types that exist are the leaf shutter and the focal-plane 

shutter. The leaf shutter is mounted in front of, between, or directly behind lens elements; 

the focal-plane shutter is mounted just in front of the sensor along the focal-plane itself. 

Modern cameras typically use focal-plane shutters, as they have proven to be more 

simply constructed, more reliable, easier to repair or replace, and less expensive to 

manufacture than leaf shutters. While film used to be the sensor of choice, digital has 

made astounding progress, changing obstacles once subjective or inconsistent on film to 

objective factors usable for quantitative analysis. While effective resolution and dynamic 

range have technically suffered significantly between the film and digital ages, these 

factors that affect IQ are negligible. This is especially the case in light of other gains, 

such as a consistent photodiode/pixel array over variable positions of individual grains of 
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emulsion, consistent A/D conversion, lack of inconsistent film developing times and 

techniques, and lack of other issues related to digitally scanning film negatives. 

 A digital image sensor functions by capturing photons and accumulating a current 

at each photodiode while the shutter is open. When the shutter closes, the digital sensor 

converts that collected current to a voltage, applies a multiplicative gain to bring each 

voltage within the readable range of an A/D converter, and quantizes each voltage into 

what may be referred to as an Analog-Digital Unit (ADU). These ADUs measured from 

each photosite (i.e., pixel) define the RAW camera file, which can be saved as-is to a 

RAW format or compressed to a JPEG in-camera. 

Excluding electrical components used to collect and process a digital image, atop 

each photodiode in a CMOS sensor is a single-color filter (red, green, or blue; RGB, 

respectively) overlaid by a micro-lens (FSU website, 2004). These filters are arranged in 

a color filter array (CFA), which in the case of Canon’s CMOS sensors is made up of 

Bayer patterns (Bayer, 1976; Canon, 2016). The Bayer array is composed of individual 

color filters arranged in a two-by-two grid, top left to bottom right, as RGGB (Bayer, 

1976). The dyes used to create these RGB filters have transmission spectra that bleed into 

ultra-violet (UV) and NIR wavelengths (Turchetta et al., 2015). To allow imaging of only 

visible wavelengths, a glass UV-IR cut filter is mounted on top of the CFA (Llewellyn, 

2013). Typical glass compositions like BK7 used by camera companies, such as Canon 

and Nikon, transmit light from around 360 nm in UV to above the upper sensitivity limit 

of CMOS sensors at 1100 nm (Llewellyn, 2013). 

Thus, any camera must be modified for imaging in the NIR spectrum. Dan 

Llewellyn, President of LDP LLC (MaxMax) in Carlstadt, NJ, removed the factory-
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installed UV-IR cut filter and replaced with a custom-cut Schott WG280 UV-VIS-IR 

filter that transmits from 280 nm to above 1100 nm (Llewellyn, 2013). Installing a UV-

VIS-IR filter in place of the factory UV-IR cut filter is necessary to maintain infinity 

focus of the lens (Llewellyn, 2013). To limit the imaging spectrum to NIR wavelengths 

only, an X-Nite850 on-lens filter, which screws into the lens’ front filter threads, was 

purchased from LDP LLC, as well. The X-Nite850 filter has a nominal transmission 

spectrum of 850-1100 nm; spectrometry data of the X-Nite850 filter, kindly provided by 

Llewellyn (2013) are in Figure 4. 

 
Figure 4. Spectrometry transmission data for the X-Nite850 NIR lens filter 

(Llewellyn, 2013) 

Traditional NIR photography has been accomplished by diffusing the Sun as a 

passive light source (e.g. Matzl and Schneebeli, 2006; Toure et al., 2008; Langlois et al., 

2010; Tape et al., 2010). I have added the use of a camera flash modified to fire NIR light 
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as an active source. I chose the Canon Speedlite 430EX II for its compact size, affordable 

price, and lightweight but durable construction. Clarence Spencer of Spencer’s Camera in 

Alpine, UT modified the flash to fire predominantly NIR light. The source of light inside 

the 430EX II provides plenty of NIR light and all that was needed was for a 720 nm 

nominal filter to be attached to the built-in diffusion screen. 

III. Digital Image Files 

Matzl and Schneebeli (2006), Toure et al. (2008), Langlois et al. (2010), and Tape 

et al. (2010), among others, do not discuss the file type they are using or why they 

ultimately chose to use that file type. Hans-Peter Marshall and Martin Schneebeli said 

that in Tape et al. (2010) and Matzl and Schneebeli (2006), respectively, JPEG files were 

used rather than RAW (Schneebeli, 2012; Marshall, 2013). A RAW file is a proprietary 

container file (e.g., .CR2 for Canon and .NEF for Nikon) or open-source container (e.g., 

.DNG by Adobe) for the ADU values and descriptive metadata of a given image. 

To procure the commonly used 8-bit JPEG, the camera first clocks all RAW data, 

including a 141 px wide and 51 px tall region on the left and top, respectively, running 

the length of the sensor; dimensions of this region were determined by experimental 

testing. These pixels are shielded from light by a metal covering and are subtracted from 

the image to calculate an optical black floor (i.e. maintain equal RGB balance in deep 

shadows; Llewellyn, 2013). Next, white balance scaling results in neutral objects having 

equal RGB values and baseline Gaussian noise reduction, typically 5x5 or 7x7 px filters, 

is performed (Llewellyn, 2013). Debayering and interpolation occur here; the data is still 

16-bits and linear (Llewellyn, 2013). Debayering is a process that involves isolating the 

natively recorded RAW ADUs. To debayer an image, ADUs natively recorded by red, 
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green, or blue-filtered photodiodes are extracted from the RAW file and placed in an m-

by-n-by-3 matrix with the third dimension corresponding to the RGB channels, 

respectively. Once debayered, the image is intelligently interpolated to fill all empty cells 

with values (Llewellyn, 2013). The image is now color and tone scale processed; this is a 

highly complex, non-linear process that most certainly removes all linearity in the RAW 

data (Llewellyn, 2013). Another step of noise reduction is applied to the image; this time 

the RGB channels are noise processed to remove aliasing from debayering and 

interpolation steps and this process can also be highly non-linear (Llewellyn, 2013). 

Finally, the processed 16-bit RGB values are rotated into the sRGB color space, reduced 

to 8-bits (2^8 or 256 values) and compressed into the JPEG format (Llewellyn, 2013). 

While the heavily processed and most certainly non-linear JPEG file is an 

industry standard compressed format for its quality and modest size, in the interest of 

staying true to the original data, I chose to work with the RAW data. Canon cameras 

capable of RAW image recording, which includes their 60D DSLR, record the ADU 

values to a proprietary Canon .CR2 file. The only known processing that is applied the 

ADU values before they are saved into the RAW container is a gain on the red channel 

(Llewellyn, 2013). Llewellyn (2013) removes color filter arrays from sensors to make 

them monochrome and his photos were appearing with a red tint in Adobe Camera Raw; 

Llewellyn (2013) postulates that the dyes used to cast the R filters do not allow as much 

power transmission as the G or B dyes, so Canon applies a gain to R channel to 

compensate. In order to more easily access the ADU data within the Canon RAW file, I 

use Adobe DNG Converter; this is a free program written by Adobe that converts a 

multitude of proprietary RAW file types into the open-source digital negative (DNG) 
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container structure. Steve Eddins’ tutorial on the MathWorks blog is a very easy-to-

follow, step-by-step guide on how to use the free Adobe DNG Converter to do exactly 

this and use MATLAB’s Tiff class to import the DNG (Eddins, 2011). Experimental 

images I collected by maximally overexposing the sensor into a bright light confirmed 

the ADU scale for a Canon 60D is in fact 14-bits; this means that the scale has 2^14 or 

16384 values ranging from 0 to 16383 ADUs. 

IV. Image Distortions 

Any lens will create some measurable amount of optical distortion. Since lenses 

are radially symmetric, the distortion can be modeled and removed accordingly. Each 

lens has a slightly different distortion profile; either the lens induces barrel (outward or 

“fish-eye”) or pincushion (inward) distortion. The lens I chose for this research came 

with the Canon EOS 60D in an available kit. It is the Canon EF-S 18-55mm f/3.5-5.6 IS 

II. Based on a modulation transfer function (MTF) test, which calculates how faithfully 

the lens reproduces a known source, performed by Photozone, a well-respected German 

website for lens reviews and information, the lens performs optimally at f/8 (Photozone, 

2013). 

Modern consumer-grade lens designs are optimized to manage (i.e. refract and 

focus) visible light. However, each wavelength of light will come into focus at a 

microscopically different point between the lens’ entrance pupil and the sensor. High-

contrast edges in a scene can magnify this effect and induce what is referred to as 

chromatic aberration (CA). This typically manifests as red, green, or blue color fringing 

along some high-contrast edges. While NIR light was displayed in gray-scale in this 

research, the same effect is prevalent, but went unnoticed under heavy scrutiny of my 
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data. While this effect was not corrected for in this research, it should be noted that it 

appears negligible and should not affect any quantitative analysis, especially at NIR layer 

boundaries. 

All lenses project an image circle onto the sensor; when the image circle, as 

determined by the optical arrangement, is significantly larger than the size of the sensor, 

there is even illumination across the sensor. However, when the image circle is not quite 

large enough, there is a noticeable fall-off in illumination. This effect is referred to as 

vignetting. In NIR light, the effect is magnified such that a hot spot of significant 

brightness appears in the middle of the image circle for most lenses. 

The NIR-modified Canon Speedlite 430EX II is an active source of illumination 

over a range of flash-synchronized shutter speeds. Because the flash provides so much 

light to the snow pit wall, it cannot be perfectly diffused at the source without using large 

studio photography softboxes that are unwieldy and expensive. Fortunately, the 

cumulative effect between CA, vignetting, the NIR bright spot, and the NIR flash can be 

recorded by calibration photos with a diffuse-reflecting calibration material covering the 

pit wall. 

V. Image Corrections 

A flat-field correction, similar to the one performed by Langlois et al. (2010), was 

accomplished by using a diffuse, circular, pop-out studio photography screen in the 2012-

2013 season and a homogeneous, diffuse-reflecting photographic backdrop roll material 

from the 2013-2014 season on. I switched from using the diffuse pop-out screen to a roll 

in order to cover the entire pit face and not be limited to digging pits less deep than the 

diameter of the screen. Intentionally redundant images were taken under identical 



 

 

23 

lighting, both ambient and flash, immediately before the diffuse material was removed 

and after of the prepared pit face. These diffuse calibration images were median filtered 

across redundant images and used to normalize the snow layer image, removing any fall-

off in lighting. In order to correct for both ambient and flash illumination patterns, 

calibration images were collected for both cases. 

Due to uncontrollable temporal and spatial variations in lighting, all NIR 

photographs must be reflectance corrected. Two Spectralon calibration targets with 

known 50% and 99% NIR reflectance were placed in all four corners of each image. 

Samples within the image of these targets were used to calculate a two-point linear 

reflectance calibration model between the ADU values and true reflectance.  

VI. Snowpit Preparation and Observations 

To prepare the snow pit face, I used an avalanche shovel to carefully cut away a 

nearly flat wall. I then used a plastic crystal card to clear away snow grains until the wall 

was perfectly flat and smooth down its face. 

Manual snow pit observations were made using the current International 

Classification for Seasonal Snow on the Ground (ICSSG) 2009 and Snow, Weather, and 

Avalanche Guidelines (SWAG) 2010 publications (Fierz et al., 2009; Greene et al., 

2010). Standard observations included hand hardness, grain size, grain type, snow 

density, and temperature profiles. 

The Snow Micro-Penetrometer is a motor-driven probe with an extremely high-

resolution force-sensing tip (Schneebeli and Johnson, 1998). Johnson and Schneebeli 

(1999) derived the necessary equations to take SMP data and calculate relevant 

microstructural and micromechanical properties for snow. 
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A snow fork, originally designed by Sihvola and Tiuri (1986), was used to collect 

a wetness profile with measurements taken every 5 cm down the snow pit wall. The 

model calculates density and wetness from snow fork-measured dielectric properties 

(Sihvola and Tiuri, 1986). This model assumes the snow is relatively clean with a pH 

near 7; if the snow is dirty, its wetness will be overestimated (Sihvola and Tiuri, 1986). 

AvaTech, a start-up company out of the Massachusetts Institute of Technology in 

Boston, MA, has developed the SP1 device that rapidly collects a vertical hardness 

profile. The AvaTech SP1 device also includes an NIR emitter/detector pair. Comparison 

between NIR photography and this probe will inform exploration of new, better-

performing probe sensors.



 

 

 

25 

RESULTS 

I. A Comparison Between Flash vs. Ambient Lighting 

Bogus Basin Ski Area, located 18 km northeast of Boise, ID, was chosen for this 

study because of its well-instrumented record and accessibility. Site 2 is identified in map 

view on Figure 5; Site 2 has an east-northeast aspect and typically a deeper, more 

stratified snowpack than Site 1. 

Figure 6 demonstrates the capability of NIR photography to capture complex 

snow stratigraphy and its spatial variability. Measurements in Figures 6a-b can be 

considered below 74 cm, as the flat-field correction material does not cover the pit below 

this height; this particular limitation was identified at the time and addressed in later data. 

Series of thin (<1 cm thick) ice lenses are resolved between 41-50 cm and 65-71 cm 

(Figs. 1a-b). An NIR reflectivity contrast appears at 32 cm above ground; snow 

reflectivity appears largely homogeneous between 32 cm and ground (Figs. 6a-b). Low 

density, relative to the immediately overlying snow, is identified alongside a negative 

temperature gradient upwards across 0-41 cm; above this from 41-90 cm there is a trend 

of decreasing density moving up the snowpit (Figs. 6a-b). 

The median profile is calculated over 50 rows vertically and all columns 

horizontally. The median of the NIR image enhances horizontal, thick layer boundaries at 

18, 32, 55, and 60 cm, but misses sloping, thin layers less than 1 cm thick, or the width of 

an observer’s finger (Fig. 6c). Ambient and flash median profiles show approximately the 

same amount of contrast at changes in NIR reflectivity (Fig. 6c). Interquartile range 
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(IQR), calculated for each row and across all columns, detects thin, sloping layers 

between 41-50 and 65-71 cm, caused by ice lenses (Fig. 6d). However, IQR misses or 

poorly identifies horizontal, thick layer boundaries recognized by the median. The flash 

IQR in red sits lower than the ambient in blue, demonstrating it has a lower noise (Fig. 

6d). At reflectance contrasts identified by the IQR, the flash profile spikes at or above, in 

some cases, the ambient demonstrating a higher contrast (Fig. 6d). 

To identify many of the different types of layer boundaries in a snowpack with 

one single processing technique, a probability density function (pdf) was calculated from 

each NIR image. Non-parametric pdfs are defined by median and IQR instead of an 

assumed underlying distribution of the data. This method uses a 50-row tall smoothing 

window; experimental results settled on 50 rows as the appropriate smoothing window 

height because it reduced high frequency noise, but did not remove the lower frequency 

signal that we wanted to observe. Beginning at the top row, the pdf image is generated by 

extracting all columns across a 50-row tall sample within an NIR image and calculating a 

single pdf. This single pdf is inserted along the corresponding top row in the new pdf 

image. Next, you increment down one row to begin a new sample from the NIR image 

and repeat until the entire NIR image has been processed. The pdf image calculated from 

NIR reflectance also identifies subtle reflectivity contrasts of horizontal boundaries 

between thicker layers at 18, 32, 55, and 60 cm, which the median profile identified, in 

addition to the sloping, thin layers between 41-50 and 65-71 cm, which the IQR profile 

identified (Fig. 6e-f). The pdf of the flash-lit NIR image has a narrower range and greater 

peak within layers than the ambient, demonstrating the lower noise floor and higher 

contrast in the IQR profile (Fig. 6e-f). 
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Figure 5. A bird’s eye view of Bogus Basin research sites 1 and 2 (Google Earth, 2016) 
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Figures 7a,d display the NIR reflectivity layers selected from both the ambient 

and flash images. Histograms of the sampled layers, divided into 50 bins of a width of 

1% calibrated intensity value. are displayed by Figures 7b,e. These histograms were 

normalized, which removes bias attributed to variable sample sizes from within the NIR 

layers themselves (Figs. 7b,e). For both flash and ambient lighting, histograms suggest 

the layers did not come from the same sample distribution (Figs. 7b,e). Cumulative 

distribution functions (cdfs) generated for ambient and flash layers also support the fact 

that the statistical distributions are unique for each layer. P-values were calculated by first 

determining all possible combinations of the three layers in each image, ambient and 

flash, separately. Then, for each possible combination within an image, a two-sample 

Kolmogorov-Smirnov test (kstest2 function in MATLAB) was performed and in every 

case returned 0 (Figs. 7c,f). This means the p-values are well below the default threshold 

of p = 0.05 and it is very unlikely that for each image, ambient and flash, the three layers 

came from the same distribution (Figs. 7c,f). 

Histograms and cdfs of the manually sampled Layer 1 show that the ambient 

results differ significantly from the flash (Fig. 7b,e). Reflectivity within a fairly 

homogeneous layer is shown to be less variable with the flash than with ambient lighting, 

as demonstrated by Layers 2 and 3 (Fig. 6e-f). Figure 6d further supports this because the 

flash IQR profile is almost always lower than the ambient with exceptions only at IQR 

spikes where they appear equal. Figure 6e-f also demonstrate how the pdf peaks sharper 

and taller (indicated by color warmth) for the flash image than the ambient. The ambient 

pdf is spread over a slightly larger range of calibrated intensity values than its flash 

equivalent (Fig. 6e-f). This demonstrates higher contrast between certain layers in the
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Figure 6. NIR image with manual snowpit observations (a,b), ambient and flash median profile (c), ambient and flash 

interquartile range (d), and probability density functions of ambient (e) and flash (f) images 
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Figure 7. Ambient NIR image (a), histogram (b), and cumulative distribution function (c) and flash NIR image (d), 

histogram (e), and cumulative distribution function (f)
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flash NIR image over the ambient. Ambient Layer 1 data differs from the flash most 

likely because of non-homogeneous lighting conditions during ambient image collection. 

The pit was not covered, as can be seen in the tops of Figures 7a,d, which allowed non-

diffuse light to cause the upper layers of the snow pit to appear brighter than the lower 

layers in NIR light. 

II. A Comparison of Snowpit Data Collection Methods 

To obtain a dataset that provides unique and valuable insight into the similarities 

and differences and strengths and weaknesses of NIR photography against other, more 

established snowpit methods, I studied the snowpack of our Site 1 at Bogus Basin Ski 

Area (Fig. 5). Site 1 presents a slope with variable land cover that has been well-

instrumented and regularly studied in winters past. For this study, NIR photography was 

collected alongside manual observations, Snow Fork wetness, AvaTech SP1 profiles, and 

Snow MicroPenetrometer (SMP) data. Data collected on 9 and 30 April 2014 will be 

used for these comparisons; spring melt had begun so the snowpack was wet. 

On 9 April 2014, NIR reflectivity anomalies at 34, 44, 75, 88, and 102 cm 

correlate with manually observed layer boundaries at 35, 46, 77, 88, and 103 cm (Fig. 

8a). On 30 April 2014, NIR reflectivity anomalies at 21, 33, 36, 70, 72, and 76 cm 

correlated with manually observed layer boundaries at 20, 33, 37, 70, 73, and 77 cm (Fig. 

9a). Identification of reflectivity layers below 17 cm in Fig. 8a and 10 cm in Fig. 9a is 

complicated by calibration error. It is worth noting that between manually observed layer 

boundaries, especially those far apart, NIR imagery enhances numerous additional layers 

that would have been otherwise unidentified through only traditional methods (Figs. 8a & 

9a). 
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The snowpack was very wet on 9 April 2014. Moving from top to bottom in the 

snowpit there exists a trend where wetness increases above, then sharply decreases 

below, a low NIR reflectivity layer identified as an ice lens (Fig. 8b). This phenomenon 

occurs across layers at 44, 75, and 102 cm (Fig. 8b). Because of the strong correlation 

between immediate increases in wetness and observed hard layers in the snowpack, these 

data show the stratigraphic location where liquid water is pooling in the snowpack. No 

Snow Fork data was collected on 30 April. 

The AvaTech SP1 NIR emitter/detector pair identified extremely low reflectivity 

anomalies in one profile (blue) at 41, 66, and 95 cm and in a second profile (black) at 61 

and 102 cm (Fig 8c). Considering the extremely high spatial variability of snow 

stratigraphy, low reflectivity anomalies between the two profiles at 61 (blue) and 66 

(black) cm as well as 95 (blue) and 102 (black) cm are likely produced by the same 

reflectance contrast in the snowpack. These low reflectivity anomalies correlate to 

observed layer boundaries and the sharp increases in Snow Fork wetness (Fig. 8a-c). Due 

to these correlations, the AvaTech SP1 NIR emitter/detector pair is also detecting 

concentrations of liquid water because water strongly absorbs NIR light. Putting this NIR 

emitter/detector pair in the context of NIR photography, it is like extracting one column 

of NIR reflectance measurements from an NIR image; an NIR photo shows how variable 

this reflectivity is across the pit wall. No AvaTech SP1 data was collected on 30 April 

2014. Median processing of the NIR image supports both the aforementioned 

observations of the image itself and reinforces these findings from the AvaTech SP1 

(Figs. 8c-d & 9b). 
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On 9 April, the SMP was used to measure undisturbed snow behind the face of 

the exposed snowpit (Fig. 8e-g). Correlated hardness anomalies vary up to 8 cm within 1 

m2 of the snowpack (Fig. 8e-g). High hardness anomalies in the SMP data at 34, 62, 76, 

81, 84, and 90 cm that correlate to low NIR reflectivity anomalies at 35, 62, 77, 81, 84, 

and 90 cm (Fig. 8e-g). These anomalies are in-part identified as ice layers by manual 

observation at 35, 77, and 87 cm and are also locations where liquid water was 

concentrated. On 30 April, the SMP probed additional profiles adjacent to the exposed 

snowpit in undisturbed snow (Fig. 9c-d). Between the two profiles there is good 

consistency in the location of these anomalies (Fig. 9c-d). High hardness anomalies at 32, 

35, 39, 44, 49, 65, 73, 77, and 83 cm in SMP measurements correlate with low NIR 

reflectivity anomalies at 31, 33, 40, 44, 51, 67, 72, 76, and 79 cm (Fig. 9c-d). Two of 

these correlated layers, 35/33 and 73/72 cm with respect to SMP and NIR data, were 

identified to be ice layers by manual observation. The important result to recognize from 

these data is that based on the inconsistency at which hardness contrasts are detected by 

the SMP, snow stratigraphy is demonstrated to be extremely spatially variable, even 

within the ~1 m2 that all data in this section was collected within.
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Figure 8. NIR image with snowpit data (a), Snow Fork wetness (b), AvaTech SP1 NIR emitter/detector pair profile (c), 

NIR image median (d), and Snow Micro-Penetrometer profiles (e-g) from Site 1 at Bogus Basin on 9 April 2014. Identified 

correlations have been annotated.
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Figure 9. NIR image and snowpit data (a), NIR image median (b), and Snow Micro-Penetrometer profiles (c-d) from Site 

1 at Bogus Basin on 30 April 2014. SMP correlations are annotated by red boxes.
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III. A Spatial Comparison of NIR Snowpit Imagery 

From 20-25 February, 2015, the NASA Wideband Instrument for Snow 

Measurement (WISM) project flew airborne LiDAR, radar, and radiometer instruments 

on Grand Mesa, supported by an extensive ground-truthing campaign, along a 20 km 

transect. The transect itself can be seen in map view in relation to the state of Colorado in 

Figure 10. The transect ran roughly west to east and stretched across both unprotected 

and protected meadows and frozen lakes, and its west end, at the edge of the mesa, was 

just north of a sheer vertical cliff face. A down-line view of the transect is shown in 

Figure 11. 

This site was identified to have an increase in SWE from west to east due to either 

changes in land cover or the interaction between wind and topography, not due to 

changes in elevation that is usually responsible for SWE gradients. The biggest exception 

to the SWE gradient is pit GM6 on a frozen lake, which has a shallow snowpack due to 

snowfall prior to the lake freezing. While it is possible the lake surface did not freeze 

soon enough and mass was lost as the precipitation melted into the body of water, it is 

also possible the lake surface did freeze, but the notoriously high winds of Grand Mesa 

transported mass off the frozen lake surface and deposited it east; realistically, it was 

some combination of those two effects that caused GM6 to be such a unique site. NIR 

image data shows a reflectance anomaly (RA; RA1) that is the only one that can be 

broadly correlated along the transect; it is connected between snowpits by solid green 

lines and dashed green lines to and from GM6 where its identification is likely, but 

unconfirmed due to the significantly different snowpack evolution on the lake (Fig. 11). 

RA1 went unidentified by manual observation in GM1 and GM3, and possibly GM8, as 
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well (Fig. 12), but is a clear, thin layer with different microstructure than the adjacent 

layers. These kinds of layers are hard to identify in the field, and underscores the benefit 

of combining NIR photography with traditional snow observations. Three other local 

RAs are identified and matched between GM8 and GM10 with solid cyan lines (Fig. 12); 

these three local RAs only partially agree with manual observations (Fig. 12). An ice-

facet layer boundary (LB1), unassociated with RA1, is identified and is traced in purple 

across all snowpits in Figure 12 but with lower confidence east of GM6 due to a change 

in precipitation and overall weather pattern made obvious by the increased snow 

deposition. It is important to note that while descriptions of these qualitative correlations 

between NIR and observed layer boundaries may seem easy to have confidence in, all 

correlations made are suggested; there are no absolutely definitive correlations between 

snowpits in these data. 

Figure 12 demonstrates a gradual, overall increase in density from west to east 

along the sampled transect pits. GM6 has, by far, the most extreme negative temperature 

gradient as it has the shallowest snowpack and sits on a frozen lake surface creating the 

unique conditions under which it developed (Fig. 12c). GM6 and GM8 have the next 

most dramatic temperature gradients of the snowpit sample set (Fig. 11d-e). The bottom 

layers in all pits of Figure 10 are comprised of basal facets, or depth hoar. 
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Figure 10. Map view of the state of Colorado with the Grand Mesa transect marked by a yellow pin (Google Earth, 2013)
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Figure 11. Down-line view of the transect from west to east (Google Earth, 2013)



 

 

4
0
 

 
Figure 12. NIR images and snowpit data collected from GM1 (a), GM3 (b), GM6 (c), GM8 (d), and GM10 (e) between 20-

21 February 2015 in Grand Mesa, Colorado. Manually observed snowpit boundaries and NIR reflectance layers connected by 

solid and dashed lines as noted in the legend. Manual snowpit data shown in (e) has been shifted 8 cm vertically to better align 

with the NIR image data, as the NIR layer boundaries are not normal to the snowpit surface.
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DISCUSSION 

I. NIR Photography for Analyzing Snow Stratigraphy 

The horizontal resolution provided by NIR photography demonstrates how 

spatially variable snow can be. Stratigraphic layers are not necessarily parallel to the 

snow-ground (bottom) or snow-air (top) pit surfaces. In Figure 6, low density and a 

negative temperature gradient below 41 cm suggest basal faceting (depth hoar), which is 

likely the cause of lower reflectivity. Also in Figure 6, the upward trend of decreasing 

density above 41 cm is likely caused by settling and compaction under the cumulative 

weight of overlying snow. 

Median values of the NIR image better highlights subtler changes in reflectivity. 

The median of flash image is greater towards the top and lower towards the bottom of the 

snowpit than its ambient counterpart (Fig. 6c). When the flash-lit image is taken, the flash 

fires a pulse of photons towards the pit wall. These photons enter the snowpit at different 

angles, scatter uniquely, and a portion of these photons return to be recorded by the 

camera sensor. Recorded intensity of snow-scattered NIR light is a function of both the 

size and shape of snow grains with which it interacts, as well as the angle of entry into 

the snow and the angle of return to the camera sensor. Due to a combination of the 

minimum height of our tripod and the height of snowpacks we imaged, the flash unit 

typically fires from up towards the top of the snowpit. The majority of the NIR light fired 

at a high angle (normal or near-normal) towards the top of the pit wall will return at 

roughly the same angle with maximum power. NIR light that approaches the bottom of 

the vertical snow pit at a lower angle (neither normal nor near-normal) and most of it 
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exits the snowpack at a complementary angle; light returned to the camera sensor from 

the bottom of the snowpit will be of lower intensity than that from the top. This fairly 

obvious effect best explains why in Figure 6c the flash image median is greater in the 

upper half and lesser in the lower half than the ambient one. So as far as being able to 

compare relative differences between NIR layers is concerned, ambient light appears to 

be the better approach. This is because of its more consistent illumination down the pit 

wall and the ease of keeping these lighting conditions consistent between snowpits. 

Looking at the IQR of NIR images, more dramatic contrasts become readily 

apparent. Ice lenses, especially those between 41-50 cm, which are less than 1 cm thick 

or the width of an observer’s finger, stand tall above from the noise floor and demonstrate 

the very useful nature of this type of statistical processing (Fig. 6d). In Figure 6d, the 

ambient IQR noise floor is consistently greater than the flash; the only time it is not 

greater is when the two are equal at IQR spikes. Since the two are equal when they spike 

and the flash IQR shows a lower noise floor, this demonstrates that the flash provides an 

increase in contrast among recorded intensities over the ambient-lit image. The use of an 

NIR flash is certainly promising and appears to be superior to ambient light, but first a 

way to fully diffuse the light source to uniformly expose the pit wall must be developed. 

Once a uniform field of light can be generated, many of the current complications and 

shortcomings of flash NIR will be resolved soon-after. 

A non-parametric pdf calculated for the amplitudes of each of the ambient and 

flash NIR images combines benefits of median and IQR processing and provides a simple 

and intuitive look at the distribution of recorded intensities down the snowpit. This 

approach incorporates enhancements of the median and IQR into a single statistical 
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visualization. Both the subtler grain size and shape change at 32 cm and prominent ice 

lenses between 41-50 and 65-71 cm are highlighted in the pdf (Fig. 6e-f). The ambient 

pdf has a more wide and flat shape than the flash and the flash spikes higher in the z-

direction (height in z is proportional to color warmth) and deviates less about its median 

in x than the ambient (Fig. 6e-f). To proceed with an attempt to automatically detect layer 

boundaries in an NIR image, using the pdf of the NIR image would be advantageous, as it 

identifies the widest range of reflectivity contrasts in a single analytical tool. 

Increased contrast of flash over ambient demonstrated by IQR and pdf plots (Figs. 

6d-f) is facilitated by the shutter speed as these ambient and flash NIR images capture 

photons over the same, short length of time. Since the sample times are equal between 

these images, the resulting scales of RAW intensity are also comparable; RAW refers to 

the most original form of data recorded by the camera ideally with zero compression. No 

additional sample time for either image means the maximum number of photons captured 

by any single pixel site remains the same; the minimum photon count is obviously always 

zero. RAW intensity is therefore proportional to the total number of photons collected at 

a given pixel site and can be compared between different images of equal sample time. 

Because these images have been calibrated both to a homogeneous reflectance surface 

and targets of known NIR reflectance, the equal shutter speed (sample time) point is 

rendered moot (Fig. 6). 

However, the point of standardizing shutter speeds between images is significant 

in reducing measurement error, so long as the pit wall is not illuminated to the point of 

clipping (recording beyond its limit) the brightest pixels in any one of the images in a set. 

Suffice to say, as long as the RAW intensities don’t clip and basic measures are taken to 
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minimize changes in lighting conditions, one can compare images of equal shutter speed 

without additional calibration for certain objective purposes (i.e. analyzing relative 

reflectivity changes between pits). This allows for a very compact field kit (an NIR-

modified camera alone) to produce rapidly-collected, high-resolution, comparable, and 

objective data from highly variable snowpacks with only an elementary knowledge of 

photography principles and be done at a considerably lower cost than alternative 

methods. 

II. A Comparison of Snowpit Data Collection Methods 

Liquid water within the snowpack pools above confining ice layers of low 

permeability and porosity. This is drawn from recognizing that wetness increases above 

and decreases immediately below an NIR layer of low reflectivity (Fig. 8a-b). Low 

reflectivity is typically associated with ice lenses in the collected data. The AvaTech SP1 

NIR emitter/detector pair recorded negative spikes in reflectivity that are correlated to ice 

lenses from manual observations and the aforementioned Snow Fork wetness contrasts 

(Fig. 8b-c). Spikes in SMP data reinforce some of these identified ice layer boundaries, 

but because they were sampled over 1 meter away from the NIR and wetness data, 

demonstratively high snow layer variability weakens the correlation between profiles 

(Fig. 8e-g). The identification of where liquid water is pooling in the snowpack using 

NIR methods is novel and informative, and has not been demonstrated previously. Note 

however this data by itself does not give any indication of how the water propagates 

across nor between snow layer boundaries. Nonetheless it is a valuable insight into how 

such an affordable and compact field kit can collect informative, objective observations 

of a rapidly evolving medium. 



 

 

45 

In the case of 30 April data, median values of the NIR image once again provides 

the ability to delineate layer boundaries (Fig. 9b). Spikes in both SMP profiles correlate 

well with jumps in the NIR median profile at 32, 35, 43, 49, and 73 cm in SMP #98 and 

32, 35, 40, 48, 65, 77, and 83 cm in SMP #99 (Fig. 9). Consistency in correlation 

between NIR reflectivity and SMP strength contrasts demonstrates the usefulness of 

combining and comparing the results from multiple methods to study snow. Insights 

gathered from a single geophysical method are supported and potentially further refined 

by the comparison with other techniques, often observing entirely different phenomena or 

electromagnetic/material properties. 

III. A Spatial Comparison of NIR Snowpit Imagery 

In all snowpits measured for this study at Grand Mesa, CO, there was an observed 

dust layer. The appearance of snow stratigraphy in visible light is dominantly affected by 

impurities, but not by grain size (Painter et al., 2013); in NIR light, its appearance is 

dominantly affected by changes in grain size, not by the presence of impurities (Langlois 

et al., 2010). This dust layer, noted by the snowpit observers, does not appear in any of 

the NIR photographs. Observation of the dust layer in visible light by the naked eye and 

lack of evidence of its presence in the snow stratigraphy in NIR photographs supports the 

accepted theory of the interaction between different types of light, impurities, and grain 

size in snow as described by Painter et al. (2013) and Langlois et al. (2010). 

A thin ice layer at the top of the snowpack named LB1 is connected across all five 

snowpits with a solid purple line. From GM3 to GM6 and GM6 to GM8 it must be an 

implied correlation (a dotted line) because GM6 was atop a frozen lake surface. Snow 

accumulates less on GM6 because for a large part of the snow season the lake has not 
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frozen, so most of the snow melts away immediately. Once the lake has frozen and snow 

begins to accumulate, the lake water is warmer than the frozen lake surface creating a 

negative upward temperature gradient to the cold air above the top of the snowpack. 

Snow melt and metamorphosis happen at a much faster rate due to this extreme 

temperature gradient. Thus, while LB1 appears very similar in GM6 in composition and 

hardness to the naked-eye, similar in NIR reflectivity, and is likely the same layer, due to 

the vastly different circumstances under which it formed it must be an implied 

correlation. Unfortunately, not every NIR snowpit image reveals a layer that can be 

identified as the manually observed LB1 (Fig. 12). 

RA1 is an NIR reflectance anomaly correlated across the transect by a solid green 

line in Figure 12. It is important to note that LB1 identified under manual observation is 

not able to be reliably correlated to an NIR reflectivity layer across the transect (Fig. 12). 

Also, from just manual snowpit observation it is equally challenging to identify RA1 as 

any one layer in manual observation data. This supports our accepted theoretical 

understanding of how snow grain size and shape are the two most prominent controls on 

NIR reflectivity. An inadequate change in grain size and shape will not produce an NIR 

reflectance contrast in the snowpit image, just as how human error and the difference in 

interaction of snow and visible light versus NIR affect the ability of a layer to be 

identified by the naked eye. The most important result to recognize here is the need to 

interpret NIR photos and manual observations together to obtain the greatest insight into 

these snowpack properties. 
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IV. Future Work 

Stemming directly from qualitatively correlating layers on the Grand Mesa, CO, 

data, the very next work should be an attempt to quantitatively correlate NIR layers 

between snow pits. This can be done one of two ways. Either the calibrated reflectance 

values can be correlated within a given tolerance between NIR snowpit images or these 

reflectance values can be converted to SSA and then to grain size using the method 

devised by Matzl and Schneebeli (2006) and compared to the manual grain size 

observations. 

Snow grain anisotropy exists in certain grain types (e.g. basal facets a.k.a. depth 

hoar) that build connected vertical chains of crystals by the mass movement process of 

sublimation and deposition. The NIR reflectance contrast between air and ice is sufficient 

to allow a noticeable change in recorded intensity in an NIR image. Thus, NIR 

photography allows the observer to record an image that identifies these unidirectional, 

connected crystal chains that stand in contrast against the empty matrix they occupy. 

Observing this phenomenon in NIR light with simultaneous manual observation and 

measurement using microwave radar techniques could provide valuable insight into better 

understanding how reflections occur along layer boundaries and how energy is scattered 

by common grain types that make up most layers. 

Equipment traditionally used to properly diffuse flashes in studio photography can 

be cumbersome and expensive. A technique that uses a compact, diffuse light source 

should be considered. This approach should solve the problem of specular reflection and 

could do so by including a grid of LED strip lights behind a diffusing screen to soften 

their output. Instead of a singular, powerful light source, there would be multiple sources 
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with lower individual power output providing a more evenly distributed blanket of light 

over the imaged area that could be better diffused by a semi-transparent scattering 

medium. After this equipment is constructed, the focus should then turn to calibrating the 

power output and spectrum of the LED light grid and the images themselves to attempt to 

quantify the amount of liquid water. 

Following an exploration into using very carefully calibrated active-source NIR 

photography to quantify liquid water content, a minimally-destructive probe, much like 

the AvaTech SP1, to measure and quantify stratigraphic properties should be considered. 

Useful values this probe could attempt to measure and/or calculate include liquid water 

content, SWE, and SSA. Other valuable sensors to consider including on such a device 

would be multiple resolution NIR emitter/detector pairs and an infrared temperature 

sensor. 

In a similar way, an experiment should be designed to optimize the use of the 

AvaTech SP1 in conjunction with manual snowpit observations and NIR photography. 

The idea of such an experiment should be to sample a grid with the AvaTech SP1 to 

determine the maximum distance between probe locations (by calculating its correlation 

length) to minimize the number of snowpits to be dug and measured with manual 

observation and NIR photography. 
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CONCLUSIONS 

In a general sense, data from NIR photography and manual snowpit observations 

are best collected and analyzed together. Combining data from the NIR and visible 

spectrums allows us to exploit the widest range and difference in electromagnetic 

properties of snow to build a more complete understanding of a rapidly evolving 

snowpack. NIR reflectance, primarily controlled by snow grain size and shape, should be 

used to compliment hardness, density, and temperature measurements and reinforce or 

quality-check manual grain size and type observations. 

NIR photography lets us revisit a snowpack and take a closer look at exactly how, 

predominantly, grain size and shape change. NIR imagery helps us identify certain layers 

often missed by manual observers; this is especially true for thin layers, particularly those 

less than 1 cm wide or the width of an observer’s finger. The resolution provided by NIR 

photography is unparalleled for the price. Cameras readily available with at least 15 

million pixels have the ability to zoom in to below the millimeter scale to study changes 

vertically and horizontally. This is crucial to gathering a meaningful understanding of the 

properties and processes at work. This sub-millimeter resolution for less than $500 is in a 

ballpark all its own; if you want to measure stratigraphy at a comparable resolution, you 

need an SMP that costs approximately $50,000. 

If the primary objective of a study is to detect layer boundaries, calculating a 

probability density function from an NIR image reveals a wide range of reflectivity 

changes. Non-parametric pdfs incorporate the strengths of both median and IQR 
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processing and demonstrate the higher contrast and lower noise floor associated with 

using an active light source rather than a passive one. 

NIR photography is sensitive to two phases of water: solid and liquid. The Snow 

Fork measures what can be considered bulk wetness, or an integrated measurement from 

about a 5-10 cm diameter sphere around the electrical prongs that are inserted into the 

snowpack. NIR imagery shows the distribution of this liquid water and where it is 

pooling atop ice lenses when analyzed alongside wetness data. Using a technique such as 

the NIR emitter/detector pair in the AvaTech SP1 probe can also identify the stratigraphic 

distribution of liquid water because liquid water strongly absorbs NIR light causing very 

low reflectance anomalies. This reinforces the importance of corroborating data from 

multiple methods. 

It is always important to consider evidence from various methods in order to gain 

the best picture and therefore understanding of the snowpack in question. NIR 

photography is an affordable method to rapidly collect and process images that record 

and allow for the correlation of snow layer boundaries at variable heights above ground 

across space and time. Introducing a flash into NIR photography research has improved 

and expanded existing NIR techniques and applications. Currently, the NIR flash is not 

properly diffused and needs to be to provide uniform illumination of the pit wall. Until 

the flash can be uniformly distributed down the pit wall, ambient-lit NIR photography is 

the superior technique to analyze layer stratigraphy and from which to obtain quantitative 

reflectance measurements. 

Correlating NIR photographs and manual observations over 10 kilometers is 

possible, however due to the high variability of snow stratigraphy over even just a few 
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meters, qualitative correlations are tentative at best. The highest contrast NIR layers and 

observed ice crusts are the easiest to correlate, however due to how variable even these 

layers can be, correlating most layers over such a large distance is done with low 

confidence or not at all. Quantitative efforts based on a calculated SSA (analogous to 

grain size) or by calculating SSA and comparing it to observed grain sizes were not 

performed for this research. Despite this, it is important to recognize the potential a 

careful, quantitative comparison has of layer reflectivity in NIR light.
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