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PREMESSA

Il lavoro descritto nel presente documento costitaiper me, da un lato, il giusto
compendio dei miei studi, conclusi piu di ventssethni fa e dall’altro una nota d’onore,
per una carriera spesa a fare ricerca e sviluppd’Aeienda in cui lavoro da ormai di-
ciannove anni, cioé Thales Alenia Space Italia (TA8opo aver iniziato la mia carriera

in un Consorzio di Ricerca tra Universita e Indugstr

E’ per questo che mi sento di dedicare il lavorolgy nei tre anni di Dottorato a
Thales Alenia Space ltalia e in particolare al neiollega Ing. Giacinto Losquadro, oggi
anche il mio Responsabile in Azienda. Con lui hecqeso tutti i diciannove anni di car-
riera aziendale, affrontando le tante difficoltaecim qualsiasi lavoro s’incontrano, ma an-
che condividendo tante soddisfazioni.

Spero di non saziare mai abbastanza la mia set@pirare e la mia curiosita

nell'apprendere, non solo le “cose” tecniche, macha di altre discipline.

Penso che la vera ricchezza di un uomo sia la coe@= e la consapevolezza di quanto
altri uomini hanno fatto sia nel passato sia ne¢ggnte. Questo costituisce anche uno dei

mezzi per conoscere gli altri e condividere comlbidono prezioso del sapere.
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1 RESEARCH ACTIVITY SUMMARY

L’attivita di ricerca svolta nel triennio di dot&to si € articolata intorno al tema delle inter-
ferenze che impattano sulle telecomunicazioni dellgageostazionari principalmente in

ambito commerciale e istituzionale. L'attivita atst sviluppata secondo le seguenti fasi:

1. In una prima fase si & fatta un’analisi delle siwniz per identificare gli episodi

d'interferenza e caratterizzarli.

2. A seguire si sono proposte e analizzate delle ¢benper individuare e localizzare
le sorgenti d’interferenza. In questa fase si atifleata una soluzione opportuna
per soddisfare sia i requisiti funzionali e pregtaali che quelli legati all’ambito in

cui la soluzione e proposta (ambito commerciale GAM).

L’attivita di dottorato é stata impostata partemiddi’esperienza di ricerca gia maturata dal
dottorando in ambito industriale in cui lavora (lEsgAlenia Space Italia o TAS-I). Egli,
infatti, ha gestito e gestisce tecnicamente e aligudi Responsabile Tecnico di attivita di
Ricerca e Sviluppo (R&D), studi finanziate dall’Agea Spaziale Europea (European Spa-
ce Agency nel seguito indicata come ESA) e dalldgia Spaziale Italiana (in seguito in-
dicata con ASI), in collaborazione con OperatotieSigari quali EUTELSAT S.A., lo svi-
luppo di tecnologie satellitari per contrastareof@eni d’interferenza che impattano so-

prattutto su satelliti ad uso commerciale.

Per inquadrare il tema della ricerca, € necesgaitire dalla situazione in cui la tecnolo-

gia proposta e studiata si colloca.

In questo periodo il mondo delle telecomunicazisatellitari sta conoscendo un nuovo
sviluppo, in vista della possibilita di poter effghmente consentire un accesso ai dati piu
efficiente in modo paritario con quanto gia accede le infrastrutture di accesso terrestri

sia wired sia wireless (reti DSL, in fibra, Wi-m/iMAX ecc.). Tale sviluppo & molto sti-
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molato e favorito dalle istituzioni europee (Comsinsie Europea ed ESA) e nazionali
(ASI, Comitato delle Regioni Italiane, Governo iaalo) perché consentirebbe di ridurre se
non abbattere definitivamente il problema del RigDivide in Europa e nel bacino del
Mediterraneo. Con la frase Digital Divide s’'intendee gran parte di un territorio non &
servita da opportune infrastrutture di telecomurimai (TLC), non consentendo ai cittadi-
ni di accedere ai relativi servizi come invece amé per altri (tipicamente chi vice in zone

molto urbanizzate).

Tale nuovo sviluppo é favorito dalle tecnologie shestanno studiando e proponendo per
guanto alle TLC satellitari (in seguito indicatene® SATCOM ovvero Satellite Communi-
cation) e che contribuiscono allo sviluppo di sistelefiniti High Throughput Satellite
(HTS) o anche Terabit Satellite. Questo conseatinéeve di poter disporre in orbita di sa-
telliti molto piu potenti di quelli attuali, in go® di garantire coperture e prestazioni simili

se non migliori a quelle fornite dalle infrastruttuerrestri piu evolute.

Anche nell'ambito dei servizi satellitari per ldesione (Broadcast Satellite Service o
BSS) tradizionali e, in generale, per i servizi imdiali (video e suono), tale sviluppo

tecnologico sta favorendone una maggior diffusione.

-12 -
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2 MOTIVATION: RADIO FREQUENCY IN-
TERFERENCE CONTEXT DEFINITION
(CONTEXT OF THE RESEARCH)

The subject of the research activity has been #ited by actual requests coming from the
Satellite Communication (SATCOM) commercial contdrt this business area constitut-
ing one of the more growing markets in the worldwidlecommunication one, the radio
frequency interference phenomena are becomingaréigal. The technology growing in

the SATCOMs is opening new perspectives for therutelecommunication market in-

ducing the operators and, in general, the stake®lkd consider very seriously the impact
of the RFI in order to stimulate the research dffakle and affective solutions taking into

account the costs.

In this paragraph the preliminary analysis of tief6OM context towards the RFI phe-
nomenon carried out in the first phase of the neses described, providing the suitable
references and defining the requirements introdiefeition, analysis and design of the

proposed and studied technical solution.

2.1 RFI ANALYSIS IN THE SATCOM CONTEXT

Nowadays the satellite communication (SATCOM) cadde the digital gap across Euro-

pean and, in a larger view, worldwide regions aalivdr broadband and telecommunica-
tions services to under-served areas and popuatieaucing in this way the so called
“Digital Divide”.

Another stimulus for the SATCOM growth and, in gexiefor the space technologies (for
Navigation, for Earth Observation and so on) cofmra® the improvement of the competi-

tiveness of the space sector technologies andceeofiers supporting the European Union
(EV) policies. This is notably the Digital Singleakket also supported by the continuous
seamless integration of SATCOM technologies and/oids with terrestrial ones, offering

a more effective, performing and extended senviceke European population and follow-
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ing to the worldwide one. For the SATCOM curreritlys objective is favoured and sup-
ported by the implementation of the High ThroughBatellite (HTS) or Terabit systems
and by the improvement of the classical SATCOM Hb=zand services (video broadcast-

ing, multimedia services etc.).

Growing satellite telecommunications and relatechmelogies in the commercial space
industry and the ever-increasing revenues thaperduced, the necessity for developing
space secure conditions and solutions are justéiet required by the stakeholders. The
security discipline is already applied in the Mity Satellite Communication (MILSAT-

COM) where customised solutions and technologie® b@en developed and actually im-

plemented.

On the other side for what concerns commercial SBWCoperators, value for money has
to be carefully considered thinking that possiblesstomised Al/AJ functions/solutions
have to be an asset that is worth procuring arohgels an added feature, contributing in
increasing their revenues [RD 1]. To approach tifective, for commercial SATCOM
applications the operators have to assess the ¢tdéubke risk (probability of interference
per gravity of the effects) with respect to thetsasf mitigating the impacts of interfer-
ences. For these reasons Radio Frequency Intecter@il) issues represent a serious

threat for the commercial and military SATCOM syste

The importance of controlling and mitigating RFMwegll-known among the satellite com-

munity and several stakeholders (including sagethperators, manufacturers and interna-
tional organisations - such as, for SATCOM satdlittRG and GVF) have been actively
contributing to raise awareness on interferencerdinating among key players, proposing

and promoting technical solutions.

To be aware on the criticality of the RFI impacttbe SATCOM, understanding the right
approach to face the problem, it is useful to tekenind the target services impacted or
can be impacted by the RFI. Currently the SATCOMy/ole services for:

m content distribution, such as the broadcastingofts news or entertainment chan-
nels, either for direct reception or as a contrdutink to terrestrial (cable or wire-

less) distribution network

m backhauling of terrestrial networks, such as moteléular networks
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m military communications, e.g. for reach back comiations, tactical headquar-

ters, military navy ships, command control and sraission of payload data of
Remotely Piloted Aircraft Systems (RPAS).

In a pictorial way, Figure 2-1 shows the main conuia satellite services can be impact-
ed by RFls.

>
B i Y > o -
P S . 292Gy
’/ 9 \l
\\ A /" = Institutional Data Networks;
M ‘,/ FSS . IP-Trunking;
.’f" = Broadband Internet Access;
a IQ’ Y} ‘ = Corporate VSAT; /)
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E) . 2
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o ‘ Ny
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Figure 2-1: SATCOM Service Mission Scenarios
In the future, SATCOMSs could also be used for Aiaffic Management (ATM) applica-

tions (already several initiatives are in progreg£uropean Space Agency and the Euro-
pean Union).

In all these cases, the availability of the sateltietwork, as part of a wider information
system, is critical to guarantee the satisfactioth® customers in terms of:

m distribution of the final of the football world cugannot suffer of being interrupted,
with the potential of creating billions of unsaigsf supporters;

m  Mobile communication network service providers aatreccept service disruptions

for certain part of their coverage areas, sincg thieuld suffer from commercial
effects;
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m The command and control links of RPAS, as well aglgad data, cannot be dis-

rupted during mission critical phases;

m  Communication links contributing to the safety aihtan personal are also critical.

As a matter of illustration, up link interferenceso satellite receivers may have the fol-
lowing impacts, as a function of the actual RFI pow

m Disruption of telecommand (TC) link of the satelitvhich effects may vary ac-
cording to the Fault Detection (FD), Identificatiamd Recovery (FDIR) imple-
mented on board the satellite;

m Increase of the noise floor in the satellite pagloeceivers, RF power stealing (and
capacity reduction in terms of power robbing), jadnr total disruption of user or

network signalling channels, and physical destomctf the receivers.

While modern and dedicated communication satesijtetems procured for the dedicated
use by military forces may offer significant prdiea features against jamming, the corre-
sponding on board hardware, on ground equipmentgsigm architecture are quite com-
plex to handle, and may be subject to export cbewastraints (being ultimately banned
from export). The implementing and operating cagtsuch a function can be significant
with respect to the total cost of the system. Haveinformation assurance being a must
for world leading military forces, even under hedhigeats, the costs of this anti-jamming
function for this type of users is accepted.

In the commercial SATCOM, RFI (both unintentionaliotentional) phenomena are gen-
erating concerns and are worrying the satelliteraipes, mainly for what concern the
Broadcasting (and broadband) Satellite ServiceSjBffid Fixed Satellite Services (FSS).
This is also a large risk for the emerging and gngvobile Satellite Services (MSS) typ-
ically operating in L band (frequency range 1,0,86 @Hz) and today addressed also to-
wards other frequency ranges as the K/Ka banduéecy range 18,0 — 27,0 GHz for the
K band and 27,0 — 40,0 GHz for the Ka) and to edpdae band capabilities. From the

point of view of risk management, it is mandataryassess the level of the risk (probabil-
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ity per gravity) with respect to the costs of nitiigg the impacts of interferences.

Despite the great number of interfering signal sy@epreliminary classification of RFI has
been carried out according to the nature of intergesources [RD 1]:

m Intentional RFI. The transmitting events are dehively performed in order to at-
tack other systems (e.g., jamming, spoofing, etang it consists typically in in-

band emissions;

m Unintentional RFI. The inference events are callesignals of space/ground sys-

tems other than the interfered system or by sigimsmded for the interfered sys-
tems but transmitted with characteristics (e.gq@iency, polarisation, etc...) not
compliant with the system requirements. UninterdgldRFI may be both in-band or

excessive out-of-band emissions from services jacaat bands.

Currently possible anti interference methodologied techniques are available mainly in
the military SATCOM area and, some time, thesedmscribed or reported in literature.
These techniques can be considered as applicabl@exina/RF level and/or at base-band
level in the SATCOM payload combined with the grdusegment where typically the
management software runs. The techniques develaipaatenna/RF level are more effec-
tive and well experienced. Today it is possibletoice between several approaches in this
sense, depending on the correlation between eféswss, impact on the traffic, complexi-

ty and cost to be taken into account.

Taking into account the above scenario descripdiod the role of RFI in the SATCOM,
the study activity has been modulated on three mphases: (i) a first one concerning the
analysis on the status—of-the-art (SotA) relatethto RFI events impacting on the com-
mercial SATCOM. A second phase concentrated ongtdeelocalisation techniques and
methodologies to localise the position at the gcbahthe RFI sources. A final phase tar-
geted on the definition and analysis of anti-ireeghce techniques suitable for the imple-
mentation on SATCOM commercial satellites highligbttheir effectiveness in terms of
performances and cost implementation.

Due to complexity of the subject as above summdyisethe present only the results of

the first activity phase is described, giving sgmneview on the second phase.
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3 BACKGROUND: RADIO FREQUENCY IN-
TERFERENCE CHARACTERISATION AND
QUANTIFICATION

Currently the majority of the commercial communicatsatellites are not hardened to pro-
tect against unintentional (true interference) amtdntional (jamming) interferences. At
the same time the growing request of services aptication field (not only commercial
ones but institutional and military well represehtey dual-use payload technique) is in-
creasing the exigency by the operator to guaraniygh level and constant quality-of-

service (QoS) to the final users.

Due to the above mentioned situation it is mangatorprovide also for the commercial
SATCOM market anti-interference/anti-jamming (Al)A&chnical solutions as in the mili-
tary context, but having a view on the suitabléorbetween effectiveness (performances)

and implementation costs intended.

In SATCOM, it is reported that only a small percage of overall satellite capacity is af-
fected by RFI (around 1-2%) [RD 5], yet RFI reprasethe single most important opera-
tional problem affecting customer services mairgeastationary satellites causing the sat-
ellite industry to lose millions of euros per yehre to their detrimental effects, ranging

from a degradation in the QoS to the completelngetof service.

Additional RFI impacts that could be mentioned it also power robbing effects for
traditional bent-pipe transponders, generatioradfiitional) intermodulation products and
spurious in the satellite analogue front ends ditig/saturation of satellite payload receiv-
ing chains. RFIs are also responsible for operatipnoblems (such as the time and re-
sources required in order to properly detect asdlve the interference events) and aspects
not easily quantifiable but of paramount importgreiech as SATCOM operators’ image

damages.

For SATCOM the most important contributor to alieirference events is due to uninten-

tional interferences, while intentional interfereactypically represent only around 7%
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[RD 5]of all interference events. However, it is@lwell known that these percentages
may largely vary. For instance, intentional intezfeces up to (and, in some cases, over)
20% are reported in critical geographical area$ siscNorth Africa and Middle-East [RD
1].

Unintentional RFI may be classified in terms of segvice the interfering signals belong to
(e.g. BSS, FSS, occasional use, SCPC/MCPC, VSAT., gtwith the VSAT RFls typical-
ly representing the major contribution and being thost critical and time consuming RFI
to detect and resolve [RD 1]. This is due, amorgoaspects, to the intrinsic characteris-
tics of VSAT signals (based on MF-TDMA according B¥B-S/S2-RCS/RCS2 stand-
ards), the nature of RFI, which typically resultsni aggregated interfering signals gener-
ated by emitters spread over the service covetagedifficult identification of faulty or
misspointed user terminals and unreliable remataiteals installation and products. RFI
in lowest frequency bands (e.g., VHF, UHF, L/S nased for MSS and/or maritime

communications is also an important issue to bsidened.

Effectively tackling interference is a complex taske performed at multiple levels, i.e.:

a. At Technical Level

v Proactive Solutions (e.g., Training and Certifionti Type Approvals, Network
Validation)

v" Reactive Solutions (e.g., Carrier Identification@r RFI Geo-location, etc...)

b. At Regulatory Level (e.g., International Telecomneation Union or ITU)

With respect to above point “a”, Table 3-1 repdhis preliminary reviewed guidelines to

be applied for the definition of the RFI scenarios.
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Scenario

Aspects to be Defined
Parameter

« Classification of static and dynamic ground emdtter
» Estimated contribution of each interfering emittgpe to the overall

Interference Emit-

ters
RFI events;

» Expected interferer locations/regions;
* Statistics of the RFI.

llisiiedie sieielss s« Type and characteristics of intentional and/or temitional interference

« Detailed characterization of interfering signalsérms of, at least, type
of interfering signals (e.g. modulated signals, GMrp signals, bursty
signals, radar like burst signals), typical poverels, signal bandwidths

and centre frequencies, etc.;

« For intentional interference, jamming signals sashnoise interfering

(including broadband noise, partial band noisesaveband noise);

» Type of service the interferer belongs to (e.g. BESS, MSS, occa-
sional use, SCPC/MCPC, C&R, etc.);

« Effects of both single and aggregate interferignals received by the

telecom satellite.

le=enoit pisi=ie o The identified signals will be classified, at leastcording to the follow-
ing Signals on ing KPlIs:
SATCOM Services o Expected relative occurrence of interfering event;

o0 Expected impact on telecom services(s) in termdegfradation of
QoS and /or service outage;

o Estimated time/difficulty required for RFI geo-ldizm;

0 (Impacted Bandwidth)*(time to Resolve RFI).

Table 3-1: RFI Scenarios Definition Preliminary Gudelines [RD 6]

3.1 RADIO FREQUENCY INTERFERENCE IMPACT AND
CHARACTERISATION

It has been demonstrated and quantified the rigikahcial losses by the SATCOM Oper-

ators simply considering the already available datdnternet [RD 1], and in general in
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literature [RD 2] the losses caused by interfererared mainly by jammer signals, as de-
scribed in Table 3-2 and graphically shown in Feg8rl where the statistical occurrence
of interference events per month is reported. Dube intrinsic nature of the wanted inter-
ference (jammer, i.e. a voluntary attack towardsghtellite operativeness) for the Opera-
tors it represents a difficult problem to solve, rendlifficult than the unwanted interfer-
ence, where suitable procedures and protocols baea implemented and effectively

used.

Starting from the above described situation, culyeghe implementation in the SATCOM
commercial context of suitable and effective anterference techniques, embedded into
the payload, it is becoming an important assetitbia the satellite order commitments but

with attention in the final costs.

To define and propose suitable solutions it is wiskf start from the military SATCOM

technology. In this context, indeed, the anti-ifgegnce/anti-jamming (Al/AJ) techniques
have already been developed and implemented framtime. To identify a suitable tech-
nical solution it is necessary to start from thenification of the differences between the

requirements on the commercial and military SATCCivtexts.

Most Relevant Interference Event (EI) Numb. of EI | Occurrence
Typg!ggy per month Dercentage Total
Percent.
Total Interference Event per month 303 100,0%
~ [Adjacent Satellite Interference S 18,8%
YD
S |Cross-polarization Interference e 23,8%
= — > 82,7%
= |Co-Polarization Interference 93 30,7%
-
Intermodulation Interference ] 8,9%
Raised Floor Noise 3 1,0%
=
£  |Continuous Wave Jamming 21 6,9%
= : > 16,3%
= |Re-transmit/Re-Broadcast (FM/Radar) 12 4,0%
Sweeper Jamming 12 4,0% J
Unknown 3 1,0%

Table 3-2: Statistical Analysis of the Interferenceevents per Month
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104 4% 1% 19% m Adjacent Satellite Interference

m Cross-polarization Interference
m Co-Polarization Interference

m Intermodulation Interference

31% 24% m Raised Floor Noise

Figure 3-1: Graphic Representation of the Statistial Analysis of the Interference
Occurrence per Mont Percentage, [RD 5]

The military market requires more preforming antust Al/AJ solutions for their pay-
loads, but typically applied on a reduced numbetrafisponders operating in the typical
military frequency ranges as the UHF (240 — 320 M&atd SHF (7 — 8 GHz) [RD 7].

The commercial market requires a more extendedisnlaovering all the available band-
width on board the satellite (about 500 MHz) ontladl polarisation modes (linear vertical
and horizontal or circular left and right) and lne frequency ranges they utilise, i.e. C (3,6
- 6,4 GHz), Ku (10,7 — 14,5 GHz), K/Ka (17,7 — 2GRz/27,5 — 30,0 GHz) [RD 8] and
upper bands. In addition, they want to optimise ¢bst of the investment, synergising it
with the revenue forecasts due to the reductiothefinterference losses risks. As it is
clear, the implementable technical solution hasedailored to this market target trying to

propose a smart technology in terms of performaaoescosts.

Starting from the above description of the RFI igtpalarifying the market reason in de-
fining a suitable technological solution for thenwomercial SATCOM, the scenarios con-
sidered in the research activity have been targeneithe three typical satellite service cat-
egories, i.e.:

1. the Broadcast Satellite Services (BSS) that carteitthe main impacted service
typology;
2. the Fixed Satellite Services (FSS), very criticaterms of consequences when im-

pacted by the RFI;

3. the Mobile Satellite Services (MSS) typically stgen than the others, due to the
nature of the provided service (the mobile TLCseéhawn intrinsic robustness to-

wards the interference phenomena).
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Table 3-3 lists the experienced unintentional artdntional RFI by the SATCOM Opera-
tors. In the common experience of the operatoeshtbhest percentage of the interferences
detected during the operations on their space dgpean be classified as unintentional
(about the 93% of the total interference eventsypar). This kind of interference is main-

ly due to poorly trained personnel and faulty emept.

Unintentional Intentional

when interference occur mainly as result of when we refer to on purpose generated signals
defective equipment, operator error or as defensive or offensive interference.
propagation effects. Typologies are: Typologies are:

m Frequency modulation interference = Noise Jamming

m Cross Polarization = ToneJamming

= Digital Channel Overriding m Multi- Tone Jamming
= Intermodulation Sweep Jamming

= Raised Noise Floor Barrage Jamming

m Spike Interference Pulse Jamming

= lonosphere scintillation Deceptive Jamming
m Co-channel Interference Reactive Jamming

= Adjacent transponder Interference

= Adjacent Satellite Interference

Table 3-3: Interference classification and typology
In Table 3-4 the main typologies of unintention@krference sources are reported provid-
ing a summary on their characteristics.

Two interference types can be included in thisgate They differ from each other in

their purpose, i.e.: Jamming and Pirates attacks.

“Jamming” consists of transmitting a carrier on tdghe legal traffic present on the victim
satellite. The interfering carrier is transmittedmh an Earth Station within the Uplink
footprint of the victim satellite. It is typicallg high power clean carrier, within the fre-
qguency band of the target carrier. When a carggammed, a geo-location process is
launched in order to establish if possible a taggetgraphical area where the interference
should be transmitted from.

The “Pirate Attack” is a voluntary act aiming tceufie space capacity without any legal or

commercial agreement. Pirates normally accesspdieescapacity in order to transmit con-

1 October 25th, 2011, Martin Coleman, WBU-ISOG 20atyrEb, “Satellite Interference...The Gar ID Process.”
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tributions without being noticed. A pirate carrisrconsidered as interference since it oc-

cupies available capacity but it is quite differérdam the previous cases here defined.

Since the carrier is very often transmitted onghard bands of the affected transponder or

on any available frequency gap on the victim siéelit “steals” a certain amount of the

overall available power of the transponder and aegrade the performance of legitimate

services. This degradation does not necessarilpdraprhe service disruption can be an

unwanted side effect. Those carriers are usuatlyotied upon transponder watch activities

and look like any other modulated standard DVBiearr

Interference
Typology

Cross
Polarization

Intermodulation

Raised Noise
Floor

Radar
Interference

Adjacent
Satellite

Occurrence

When cross-polarization due to| Uplink antenna, when XPD is
less than 30 dB due to it can be
considered, antenna to transmit

its lack of purity or lack of
polarization plan induces

Sources

fluctuations in intended carrier. | both polarizations.

Cross polarization will interfere
with existing carrier.

More than one carrier is

mixed intermodulation processes
take place;

Other carrier displacement at
multiple frequencies of the two
involved frequencies difference.

Some kind of energy source
makes raising of the noise floor

When civil or military Radar

following deployment of the
satellite. This situation is usually
time consuming and difficult to
resolve, especially in the military
arena.

Two satellite operators due to | Authorized Satellite broadcast

lack of coordination or errors
involuntary disturb each other
transmissions

Ground Station and Earth
transmitted by a single HPA or isStation.

Earth Station Equipment
Ground Station Equipment
Satellite

Causes

Poor Antenna Pointing;

Poor Cross Polarization Isolation

Sudden changes in antenna
pointing due to mistake or storm

Carrier uplink assignation
without proper User Acceptance
Test with S-PCNS Cross
Polarizations Interference.

Equipment non linearity
generates spurious frequencies,
due to Intermodulation products
at:

o f=20 1)
o =20, -1).

(where { is the frequency of
carrier #1 and,fis the frequency
of carrier #2);

As the amplification power
increases, superior order of
modulation products becomes
relevant.

Wrong Earth Station Equipment
Configuration

Gain of Up-Converter or HPA is
not set suitably

Excess in Up-Link Power
Wrong or Not performer UAT,
especially for coding multiple
access strategies

Ground Control Station and UserSpurious emission interference
System have commence service Earth Station

Receiver Preamplifier Overload

Lack of cooperatietween
operators;
Operator errors.

Table 3-4: Unintentional Interferences [RD 6]

Preventions

Do not uplink the carrier without
performing User Acceptance Test
with S-PCNS;

;Do not uplink un-modulated

carrier for UAT before S-PCNS’s
directions;

Perform Regular Preventive
maintenance.

Avoiding amplifier to work in
saturation zone, if it's not
specifically needed;

Correct setting of Output Back-
off power in order to force
amplifier to work in linear zone.

Use good ES setup

Set suitable gain of ES
equipment

Do not increase the Uplink power
without informing S-SPCN

Verify uplink noise level at the
output of HPA before
transponder access.

Robust Filtering Spurious
Frequency;

Avoiding amplifier work in
saturation zone;

Correct setting of Output Back-
off power in order to force
amplifier to work in linear zone;
New method ought to be
investigated.

Properly set frequency channel
assignment

Properly set transmission power
level

Better operators coordination
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An exhaustive literature and press overview suggkestat intentional interference is a
small but significant subset of all types of sdtielcommunications problems experienced.
Within this subset, it has been observed that these of the most part of interference
events was determined to be non-hostile. Howeleretare some interference events, for
which the cause could not be defined. These ewdt#s have a similar “profile” and make
communication to be disrupted forcing operatoreimcate transmissions to another satel-
lite, another transponder or another band of theesmansponder (this is deleterious due to
the cost of each MHz of bandwidth on-board thelkiat¢. WWhen it happens, it is reasona-
ble to deduce that at least some of these interdese have a hostile matrix. It can be
called: “denial of service” or DoS attack providiat jammers tent to compromise service
provision. DoS attack is conducted by hostile raddemuency interference (RFI) that can
impact on:

m the Ground Segment (GS), even called “downlink jangh directed at local re-

ceivers;

m the Space Segment (SpS), even called “uplink jaminpresented at the satellite,
affecting by mixing or overriding the intended carr

By means of algorithms of direction finding, pongiand triangulation techniques, down-
link jamming source position can be easily deteeted coped with. On the contrary, the
vulnerability of commercial satellites to uplinknjaning lies within its own structure and
operational mode: a bent-pipe satellite transporsdéesigned to accept microwave energy
over a certain band and to re-transmit it at therdimk frequency after appropriate ampli-
fication. So that the presence of a hostile sigh@lreaches satellite with a sufficient pow-

er level, could result in:

m a mixing with the intended signals making receptibthe legitimate signal unable;

m raise the noise floor of the electronic equipméke, transponders, reducing carrier

to noise ratio;

m degradation or severing of all transponder’s comuations, by inducted satura-
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tion, if satellite receiver has limitation in terrokreceived power.

It must be pointed out that due to the significamtoding gain employed in current com-
mercial satellite communication modulation protec@ven a small decrease of carrier-to-

noise-ratio (SNR), can force communication to gbajwservice [RD 9].

Intrinsic geosynchronous satellite vulnerabilitytligt, due to their orbital position, they
can be targeted very easily. There is no needeadrasking equipment: it is sufficient to
set the intended satellite reference elevationeamuth and transmit a continuous wave at

the desired carrier frequency.

In terms of power needed to sever or disrupt cornrmlecommunications must be under-
lined that typical broadcast carrier to noise ratie at least 20 dB or more, so that in order
to induce degradations of these carriers, it wbadequired large aperture antenna (9 m or
more) and powerful amplifiers rated in thousandsvafts [RD 9]. According to what has
been noticed, many documented cases of interferagamst commercial broadcast satel-

lite have involved another commercial broadcast sit

In the case, ground segment is operated using ya Steall Aperture Terminals (VSATS),
as it happens, for example, when commercial seellease some of their transponders,
during wartime, to provide communications over acdjic battlefield, equipment needed

to implement uplink jamming becomes more affordable

VSATSs generally use dish antennas with dimensioriou$p m paired with power limited

transceiver developing carrier to noise ratio vagybetween 6 to 10 dB above noise floor.
Depending on the bandwidth of intended signal,rfatence signals one-half powerful as
target signal can sever communications. Due tonskte use of advanced coding tech-
niques a relatively slight decrease of the C/N pancommunication channel down. This

aim can be accomplished with VSATSs using a few watter amplifiers.

Another major issue connected to uplink jamminghis coverage of geostationary satel-

lite. When a jammer tries to attack a satelliteqight be in two different scenarios:

= Around the Edge of Coverage(see Figure 3-2): the jammer station is located in

the outer nearby of the victim satellite feedertfomt. In this case the jammer
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would aim to gain his way toward satellite transpens through satellite antenna
side lobes or lateral side of main lobe. This sdengequires a huge amount of

power for the attack to be effective.

» Inside Coverage(see Figure 3-3): the jammer station is locatetthiwithe victim

satellite feeder footprint. As far as this scenasiaconcerned, jammer can reach
transponders directly toward satellite antenna ntale with required levels of

power far lower than the previous case.

Either the jammer lies within the footprint contauraround its outer border, it has to be
noticed that the jammer may be anywhere throughaggographical area of thousands of
square kilometres, making localization very hardtwsue. Even if the satellite was en-
dowed with a secondary antenna system for jamnealilation, in order to implement
some algorithm of direction finding to locate irie@ence transmitter angular position,
jammer might be able to move or to operate onhadimited duty-cycle, or both. Moreo-
ver a jammer geo-location on air is made even rdifieult due to the high directivity an-
tenna pattern used for uplink transmissions. En®itjyoe not broadcasted over a wide ra-
diation pattern but concentred in a focused, gpastil beam, makindge factothreat sig-

nals very hard to triangulate.

JSATELLITE T /  SATELLITE

TRANSPONDER 1 TRANSPONDER

i |sEcTioN SECTION 1 'SECTION. SECTION i
arS Y }3’ ar
\\\\
Ny \
N
S S
\ - > Interfe 4
Users i Link E i ¥ é &
is _» | 3 Users  FeederLink
Users - ”; Users <
|3 S BB L4

Figure 3-2: Around the Edge of Coverage Figure 3-3: Inside Coverage

In Table 3-5 a summary of the typical intentiondkrference attack typologies are provid-
ed.
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Interference Interferer :
Attack Strategy - Final Effect
Typology Characteristics

Single and Multi = One or more un-modulated Single Tone Jamming, if it Keep medium always busy
Tone Jamming  carrier Continuous wave  is radiated just one carrier;
(CW Tone) Multi Tone Jamming, if
more than one carrier is
transmitted.
Major drawbacks:

* |ts ease of detection

e |ts great power
consumption

Sweep Jamming Like Noise jamming Transmitted Power level; | Against FHSS target system
Signal scanned in time Bandwidth of swept signals;To jam signals, whose
across frequency band of = Victim portions of the carrier frequency is not
interest spectrum swept known

Number of hop

Deception Under coverage jamming | Spectral power density Against singular satellite
Jamming Receive intended signal andnask; channel
then re-transmit it Transmitted power level;
Lower detection probability Bandwidth;
respect to constant jammer Time Delay for re-
transmission.

Table 3-5: Intentional RFI Scenarios Definition

3.2 SATCOM RADIO FREQUENCY INTERFERENCE
SCENARIO ANALYSIS AND QUANTIFICATION

In this second frame of the research activity stgrfrom the direct experience of the
Commercial SATCOM Operators, in the specific caseeBat S.A. (France) and Telespa-
zio S.p.A. (Italy), and analysing the related hieire, two reference SATCOM scenarios

have been considered, i.e.:

1. Scenario 1 that is targeted on the feeder-link gateway sideking in the C or Ku
band and devoting to feed Broadcasting SatelliteiS= (BSS) mission. The inter-
ference has been considered affecting this sidbeotup-link spectrum. This sce-
nario represents the principal one taken into agcouthe research activity. It is
highlighted in Figure 3-4.

2. Scenario 2:that is targeted on the user segment sides woektiige Ka band still
for BSS mission. The interference has been coraidaffecting the user up-link

spectrum in one or several beams composing therageeCurrently this scenario
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is one of the more challenging (see Figure 3-5)ibw future perspective and in

the research activity it has not overriding asstenario 1.

The characterising parameters of the two scenarmsummarised in the Table 3-6.

Scenario 1 Scenario 2
Mission/System Parameters  C or Ku-band Ka-band BSS/FSS
BSS/FSS Mission
Orbit GEO GEO
Service Area Continental Continental
Coverage Type Single shaped beam Multi-beam

C band option feeder-link up-
link frequency ranges (GHz):

5,850 - 7,075

Not applicable

Ku band option feeder-link up-
link frequency ranges (GHz):

12,500 - 12,750

Not applicable

Ka band user segment up-link Not applicabl 28,450- 28,94(
frequency ranges (GHz): 29,460 - 30,000
Payload Specifications:

Repeater Type Bent-pipe Bent-pipe

Antenna sub-system

Passive Antenna (Refle
tor) Single Feed

>Option a: Passive Antenr

(Single Feed Per Beam or Mu

tiple Feed Per Beajn

Option b: Active/Semi-

Active Antennas

(Direct Radiating Array or Ar-
ray-Fed Reflector)

a

Table 3-6: Reference Scenario Parameters

From these scenarios the requirements for the sifittye RFI management solution have

been defined. Starting from the experience of tB®OCto quantify the RFI impact on the

! Ref.: ITU Radio Regulations, Appendix 30B, Edit62012
2 Ref.: ITU Radio Regulations, Appendix 30B, Edit62012
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satellite service the following Key Performanceitadors (KPI) have been considered:

1. expected relative occurrence of the interferingv€Occurrence);

2. expected impact on SATCOM service(s) in terms dajrddation of the QoS

and/or service outage (Impact);
3. estimated time/difficulty required for RFI geo-ldican (Estimation);
4. and by the factor defined as:

Impacted Bandwidth X Time to Solve the RFI.

The victim SATCOM scenario taken into account haerbthe Broadband Satellite Ser-
vice/Fixed Satellite Service (BBS/FSS) operatindatband for the up and down link as
described in Figure 3-5. The approach is applicalde for the next generation broadband
satellite system as the High Throughput Satellit€g) or Terabit systems, as in Figure
3-5, a) and for the mobile satellite service (M8S)yepicted in Figure 3-5, b).

Currently the considered scenario constitutes dnthe more popular satellite systems

providing essentially digital television (DigitaM) and data traffic services.

The actual reference scenario has been based satt#ibte HotBird of the Eutelsat’s fleet
positioned on the geo-stationary orbit at 13°Es(ikione of the better orbital positions to
cover the centre of Europe). The satellite systeswiges services in the Ku band frequen-
cy range, with regional antenna coverage for bgttr sgegment and feeder links for Fixed-
Satellite Services (FSS) and Broadcasting-SatSktevices (BSS).

BSS
Satellite

Regional
Coverage

Users
Segment

Forward Link

Figure 3-4: BSS/FSS Commercial SATCOM Scenario Viagh Scenario
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HTS/Terabit MSS Satellite
Satellite

Multi-Spot
Coverage

Users
Segment

ek < _
Forward Link Forward Link

a) HTS Scenario b) MSS Scenario

G

o=

2a .

L %Segment
|

Figure 3-5: NTS and MSS SATCOM Victim Scenario
The main parameters characterizing the scenariouaatiil for the RFI analysis activity,

are:
1. the feeder link service area (antenna coverage);
2. the G/T performance;
3. the Effective Isotropic Radiated Power (EIRP) perfance;
4. the frequency plan mainly on the feeder link side
5. the polarisation plan.

Figure 3-6 shows the antenna up-link footprint (GAhile Figure 3-7 shows the down-
link antenna footprint (EIRP).

Service Areas
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Figure 3-6: G/T Performance on the HB6 coverage [R24]

&
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Figure 3-7: EIRP Performances on the HB6 CoverageRD 14]
Table 3-7 lists the G/T and EIRP in the servicaatetailing the values for each sub-area
indicated by capital letter contoured by the iseldines.

Uplink Service Area Minimum G/T (dB/K) Minimum EIRP (dBW)
Area A 7,0 53,0
Area B 50 51,0
Area C 3,0 49,0
Area D -2,0 44,0
Area E -4,0 42,0
Area F -6,0 40,0

Table 3-7: Service Area G/T and EIRP

The reference Ku-band scenario operates betwe&il12 GHz and 11.45-12.75GHz on
the downlink and between 13.75 GHz and 14.5 GHhenuplink. A typical 36 MHz tran-
sponder channelization is provided and in Table tBe frequency plan is detailed (X

means linear horizontal polarisation and Y lineantical polarisation).

A minimum cross-polar performance of 27 dB of Cr&sdar Discrimination (XPD) has
been assumed for all the Service Areas in botmkglind downlink.

The abovementioned data coming from the SATCOM @tpellow defining a target iso-
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lation required as starting point in comparing #féect of the interference towards the
wanted signal. This gives the right quantificatelements to lead to the definition of re-

quired isolation at the satellite antenna level.

Channel Uplink Downlink Channel Uplink Downlink
Number sy sy Bandwidif Polarisation Polarisation
(MHz) (MHz) (MHz)

C1 14271,25 10971,25 36 Y X
C2 14292,00 10971,25 36 X Y
C3 14312,75 11012,75 36 Y X
C4 14333,50 11012,75 36 X Y
C5 14354,25 11054,25 36 Y X
C6 14333,50 11054,25 36 X Y
Cc7 14395,75 11095,75 36 Y X
C8 14333,50 11095,75 36 X Y
C9 14437,25 11137,25 36 Y X
C10 14333,50 11137,25 36 X Y
Cl1 14478,75 11178,75 36 Y X
C12 14333,50 11178,75 36 X Y

Table 3-8: Frequency Plan and Channelization

The fundamental parameters characterising thedmkronment are reported as “I” that
represents the time-averaged interference powef@hthat represents the time-averaged
useful signal power, the ratio I/S defines how mtiuh interfering power is greater than
the useful signal. Regardless of the signal aretfieter waveforms, in a digital context, it
is possible to define the equivalent bit energyatomer noise ratio as [RD 12]:

Eb_BC
N, Ry-I

Eq. 3-1
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In the reference scenario, the RFI physical analiisis been carried out assessingEN:the
under no interferenceii) situation applying the calculation steps in fallog reported.
1. First of all the(C/No)uni has been calculated by the Eq. 3-2 [RD 10]:
C B -G
&) =trawr Eq. 3-2

where:

C is the received carrier power density;

No is the noise power density per Hz at the inpuhefreceiver;

P; is the received signal power level measured int\&fatl calculated through the
link budget analysis;

G is the receiver antenna gain;

k is the Boltzmann’s Constant i.e. 1,38%AQ/K) or -228,6 dBW/K/Hz);
To is the reference temperature usually 290 K;

NF is the receiver noise figure including antenna eatole loss;

L is the implementation loss comprising the anategigital (A/D) conversion loss
in case of digital system.

(C/N)yni calculation has been carried out for both thercd&g and rain conditions.

2. The calculation of the maximum critical interfererin-signal power rati@/C)max val-
ue has been performed, giving the estimation ofdke with respect to the desired per-
formance level. This parameter is given by Eq. 3-3:

[cltj i T( :l:] _(m} £q. 3-3

| is the received interference power density;

where:
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B is the bandwidth (in Hz) of the signal;

Q, is a dimensionless adjustment factor that dependbeinterference bandwidth

_B

occupation g B’ i.e. the fraction of the total band affected bg interfer-

ence.

3. The calculation of the received interference poa@responding to the critical inter-
ference level has been done by Eq. 3-4:

I r max = (Ij m:T Eq. 3_4
C max

where the subscriptmeans “received”.

Once the maximum critical received interferencenaigpower has been calculated, the to-
tal interference signal level can be derived fgiveen amplitude spectrum density, as far as
unintentional interference is concerned, or foneig jammer’s Equivalent Isotropic Radi-
ated Power, in case of intentional interferencendggally, the received interference signal
level can be written as:

C = EIRI:I) [Gr (ﬁdoa'¢doa) Eq 3'5
' L,L,

where:
EIRR: is the interference equivalent isotropic radiapeniver derived from the
source of the interference;
G (ﬂdoa,(pdoa) in the receiver antenna gain in the directiommwival of interference
signal;

L, : is a cumulative figure that takes into accouhth@ propagation losses;

L. :is a cumulative figure that takes into accouhieo impairments may occur in

the transceiver chain.

4. The interference spectral density has been evalumté&q. 3-6:

Eq. 3-6

where:
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N, is the interference power spectral density inlitiieband;

B is the portion of total available signal bandwidtiperimposed with a partial band
interference signal;
B is the total available signal bandwidth;

N, :Er is the equivalent interference noise single-sippi@der spectral density;

B

o =E is the fraction of the total band affected by iféeence.

5. The signal-to-interference-plus-noise ratio (SINfas been calculated considering the

C/N already calculated obtaining:

( C j B[R Eq. 3-7
N+l), Ny+N

Ibo

Table 3-9 reports the C/N and C/(N+l) values olddimvith the above described theory.
The last column, labelled “Remarks”, reports theuasptions on the interference charac-

teristics (i.e. EIRP level, bandwidth, etc.), taketo account for the following of the activ-
ity.
Figure 3-8 describes the SATCOM feeder link sidéhefconsidered system scenario. The

assumption for the feeder link and the space segraeaiving section (RX) are:

m Feeder link Gateway (Ground Station):
v Antenna diameter: 3.7 m;
v' HPA power: 750 W;
v" Maximum uplink EIRP: 76 dBW
m RX Space Segment
v Satellite G/T on the feeder link coverage: 7 dB/K;

v Transponder bandwidth: 36 MHz.

The ground station is assumed to work at 4 dB Quack-Off (OBO), in order to im-

prove linearity performance in case of transmissibmultiple carriers.
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Figure 3-8: SATCOM Feeder Link Chain Details
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o
zZ e S N 0 Yl &
T 0§ 3= 20 smE 3 3
Interference ~ 3 3 <~ Z o Z A L
— 3 T & > 9 £ M= 2 £ Remarks
Typology = 3. o
[dB] [dB] [dB] [dB] [dB]
No Interference 26,5 NA 11,¢€ NA NA
Adjacent Satel- 26,3 24 11,9 11,8 -2,3 | Assuming two ad-
lite Interference jacent satellites
with comparable
uplink power spec-
tral density at 3°
orbital separation
each
Cross- 26, 22,¢ 11,¢ 11,7 -3,7 Due to typical
Polarisation In- nolmlnal TX termi-
nal cross-
terference polarisation isola-
tion
Adjacent Chan- 26,3 21,2 11,9 11,6 -5,1 | Assuming TX
nel/Transponder OBO set in order tc
Interference guarantee at least
25 dB between
peak and frequency
side-lobes
Intermodulation 26,3 (Intermod- 11,9 (Intermod-
ulation Ef- ulation Ef-
fect can be fect can be
avoided by avoided by
setting setting
HPAs at a HPAs at a
suitable suitable
OBO lev- OBO lev-
el) el)
Digital Channel 26,3 0 11,9 -0,3 -26,3 | Assuming a signal
Overriding of equal power
spectral density
transmitting over
the used frequency)
Noise Jamming 26,3 -4,5 11,9 -4,5 -30,8 | Assuming a Jam-
mer with 80 dBW
EIRP spread over
an entire channel
of 36 MHz band-
width)
Tone Jamming 26,3 -4,5 11,9 -4,5 -30,8 | Assuming a Jam-

or Continuous
Wave

mer with 80 dBW
EIRP spread over
the useful carrier

bandwidth)
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m o
zZ e =) 0 Yl &
m @ ades | =T SNl EE s
Interference |~ > S| & 2 o Z = | =
~ al — £ > 9 + M~ o =+  Remarks
Typology = ~ 3. = s =
[dB] [dB] [dB] [dB] [dB]
Barrage Jam- 26,8 -4.5 11,¢ -4,5 -30,& | Assuming a Jm-
ming mer with 80 dBW
EIRP spread over
an entire channel
of 250 MHz band-
width

Table 3-9: Ku/Ku Band Scenario Preliminary C/(N+1) evaluation
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4 METHODOLOGY: THE GEO-LOCALISA
TION TECHNIQUE FOR RFI MITIGATION

As already motivated in the previous chapter, thpdrtance for effective solutions and
strategies aiming at reducing the impact of RFlsisersally acknowledged by all the key
SATCOM players operating at all levels of the vath@in, ranging from equipment manu-
facturers to SATCOM operators. In particular, sal/&eterogeneous international organi-
sations (e.g., IRG, GVF, ETSI, DVB, ITU, SDA, etane actively working on this chal-
lenging subject. This conditions future productsfidition on which the outcome of the

present research activity is contributing.

Despite the efforts of all key players in the areaSATCOMSs, there are still major tech-
nological gaps to be filled in order to derive \l&bBolutions aiming at meeting current ap-
plication needs. The relative limited knowledge aadly status of interference counter-
measures in institutional and commercial applicetioontrasts with the level of maturity
reached in military and security applications. Heere restricted access and confidentiali-
ty issues greatly limit information flow from miity to civil community, making the need
for pushing developments in civil and commercigblagations of paramount importance
[RD 11].

Effectively tackling interference is a complex task be performed at multiple levels.

These levels can be summarised as in following:

m Technical Level
o0 Proactive Solutions (e.g., Training & Certificatjohype Approvals, Net-
work Validation)
0 Reactive Solutions (e.g., Carrier ID/Geo-locatiBata Sharing/SDA, Sta-
tistics)

m Regulatory Level (e.g., ITU)

In this phase of the research activity, indeedemaito account the motivation and the

-40 -



V. Schena’s Doctoral Dissertation XXIX Ciclo

background on the incidence and characterizatiaqtheinterference events and consider-
ing the defined reference scenario, the methodotogyefine, to perform the analysis on
the problem parameters and to find a consistentrREgjation technique for commercial

SATCOM satellites has been carried out.

Focusing on the actual experience reported by peetsum monitoring at the operator

side, the right interference management strategyblean defined. It is summarised by the

following items:

1. Spectrum/Interference Monitoring: consisting in nmarmng emissions over an

identified frequency range;
2. Interference Detection and Isolation: including sikps required to extract the in-

terfering signals;
Interference Classification: Estimation of main icweristics of interfering signals;

Interference Localisation: i.e. estimation of gexgmric location of interfering

sources;
5. Interference Mitigation: i.e. all steps to countgrdne interfering signal (e.g., inter-

ference nulling).

The above sequence of operations is schematieglyrted in the Figure 4-1. It, as already

written, represents also the methodological apgrdéaldowed during the research activity.

Counleraclion
lechnigues

eseyd uogebnp

Figure 4-1: RFI Management Strategy
Considering the above listed items, the methodokygyroach has been grouped and de-
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veloped in two phases:

Phase 1At the Satellite Service Centre (SSC) the undedstenof the approach adopted
by the SATCOM Operator for carrying out the Spemtrionitoring Operation
(SMO) to intercept interference events impacting plhovided services, followed
by the RFI detection/isolation and classification;

Phase 2The definition of Geographic Localization Technig@&LT) to be considered as
suitable and acceptable by commercial SATCOM Opesatsatisfying the re-

guirements defined by them and in general by ttada@e context/market;

Practically speaking the above listed phases aséuluas operational methodology and
procedure in managing the Al system in an actuahton applicable at the Satellite Ser-
vice Centre (SSC) or at the Network Service Ce(t8C) that in the overall SATCOM

system constitute the two main entities to manageservice delivery towards the User

Segment or Final Customers.

4.1 PHASE 1 - SPECTRUM MONITORING OPERATION
APPROACH FOR INTERFERENCE INTERCEPTION

In the first phase of the methodology approach,réfsearch activity has been devoted on
the spectrum monitoring operation. Principally thgeration is performed on the receiving

section of the satellite on the side of the fedids due to the fact that the interferences

have a critical impact on this satellite accessifpside where the service contents are pro-
vided.

In a SATCOM system at the feeder link side, it @naatory to be aware in time when an
interference phenomenon appears. Typically thi®rge in two sequential steps: (i) a qual-
itative one strictly related to the impact on theSQf the provided service and (ii) a quan-
titative one represented by the interception orsttellite transponder spectrum where and

how the interferer is impacting.

When an interfering event is detected (qualitastep) the first action performed at the
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service centre by the operator is to move the seron a not impacted frequency sub-band
or on another transponder and, sometime, if pessidn another satellite present on the or-

bital position and constituting one of the elen&fithe satellite fleet.

As consecutive action a systematic scan of theatal spectrum is performed (quantita-
tive step). On this item information provided by ttommercial SATCOM Operators con-

firm that currently this action is performed inelity at the service centre side, i.e. at the
ground segment!

Currently some supported studies by ESA are innessyto develop suitable and effective
solutions to be integrated on the SATCOM payloaeboard the satellite: in this way it

will fastened the detection phase providing, atsame time, the capability to monitor all

the transponder spectrum independently by theeoentre, optimising at the source the
frequency utilisation.

The spectrum monitoring approach, as reported éyathual operators (Eutelsat and Tele-
spazio) as in [RD 2] and [RD 3], have been focusedhe capability and way to proceed
to intercept anomalies in the link data traffic daghe impact of interferers. The monitor-
ing action is performed at the feeder link side normg with suitable instruments (typi-
cally spectrum analysers) the RX section of thelktst

For the research activity, actual interferenceasituns have considered. They have been
provided by the SATCOM Operator on an actual coneiaésatellite, i.e. HOT BIRB" 6
(HB6) at 13° East orbital position and providing Kand broadband and fixed satellite
services. In following the intercepted typologidsimderferences are described reporting

the link configuration and a brief description bétevent typology.

Piracy Interference

In Figure 4-2 the spectrum monitoring result obpy interference is shown. It is a volun-
tary act aiming to use the space capacity withoytlagal or commercial agreement and
possibly without being noticed.

This definition implies that the interfering camidoes not necessarily have a “commer-
cial” impact on the traffic since a pirate normalfgnsmits on the guard bands of the af-
fected transponder or on any available frequenpyagethe victim satellite.

A pirate carrier is considered to be interfererineesit uses a certain amount of the overall
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transponder available bandwidth but does not nadgsamplies a degradation of the le-

gitimate services.

The service disruption can be an unwanted sideteffédnose carriers are usually detected

upon transponder watch activities and look like atier modulated standard DVB carrier.

5 dB/div

Interfering Signal

Service Traffic \\
Carriers 1 1 T 1

5 MHz/div

Transponder Bandwidth

Figure 4-2: Pirate Interference [RD 4]

The parameters of the pirate source are in follgvisted:

1.

2.

Source Service Area: D

Up-Link Frequency: 13996,5 MHz

Down-Link Frequency: 11696,5 MHz

Modulation and Coding (MODCOD): QPSK; FEC 3/4; BISym/s
Up-Link EIRP: 63 dBW

Geographic Location: Beirut (Lebanon);

Antenna Diameter: 2,4m

Continuous Wave Interference (Jamming)

The strategy of the jamming interferes consistgesmanently transmitting the continuous

wave (CW) signal on top of the legitimate carri@st necessarily depending on the content

carried by the victim carrier. A continuous wavéeifierence can be present on the victim

channel indefinitely.
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The smart jamming technique instead implies thatitherferer signal is generally trans-
mitted only when the victim carrier is diffusingree controversial content. Due to its na-
ture, the interfering signal is extremely diffictdt identify at first sight, and this gives the

interferer entity an advantage in time.

In the actual considered scenario the victim serigca 33 MHz DVB S2 carrier transmit-
ted on channel C1 (see Table 3-8) of the refereratam satellite scenario (Vertical Up-
link polarization/Horizontal downlink polarizationJable 4-1 lists the link parameters of
the victim transponder and the interferer signdijlevFigure 4-2 plotting the spectrum

monitoring result. The transponder sensitivitydsts - 80 dBW/rfy

For this scenario, the interfering Earth Statiomelsion is assumed to be 9 m. The choice
is due to the fact that the antenna size has agstnepact on the chances to obtain reliable
geo-localisation results. Currently when runningea-localisation process, an indispensa-
ble condition consists of the possibility to reeei@ contribution of the interferer signal
transmitted towards an adjacent satellite. Thedvigige interferer antenna is the smaller is
the side-lobe contribution thus leading to unrdéatesults. This scenario is becoming
more and more common and often leads to the imipiigsio obtain a geographic locali-
zation of the interference (this has been one efrtiotivation for the described research

activity).

10.1

CW Interfering
Signal

5 dB/div

4.5 MHz/div

L
1
1
1
L
1
1
!
1
)
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

e

Traffic Bandwidth

Figure 4-3: CW Interference [RD 4]
The parameters of the CW interference scenarioeg@rted in Table 4-1.
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Service Area: A E
Up-Link Frequency: 14271,25 MH 14271,25 MH
Down-Link Frequency: 10971,25 MHz 10971,25 MHz
MODCOD: 8PSK; cw
FEC 2/3;

29,7 Msym/s
Up-Link EIRP: 72 dBW 80 dBW
Geographic Location: Lyion (FR) Teheran (Iran)
Antenna Diameter: 9m 9

Table 4-1: Victim/Interferer Parameters
In Figure 4-4 the case of sweep CW interferencesh@avn, while in Figure 4-5 that of

multi-tone is reported. They are managed in theesamy of the CW interference as above

described.
}

o !

AI

% / |;
D | = P L

T | o= CW Interfering :

w0 = Signals H

1

¥ 1

; - 1

1

1

Trggngggg! Bandwidth (36 MHz) 1

"""""" 1

!

i 4.5 MHz/div i

' Useful Bandwidth '

Figure 4-4: Sweep CW Interference (Jammer) Spectrunklot [RD 4]
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CW Interfering
Signals

5 dB/div

4,5 MHz/div

Useful Bandwidth

Figure 4-5: Multi-Tone CW Interference (Jammer) Spetrum Plot [RD 4]
The parameters of the sweep and multi-tone intenfsx scenarios, common to the case of

CW interference, are listed in Table 4-2.

Service Area: A E
Up-Link Frequency: 14271,25 MH 14271,25 MH
Down-Link Frequency: 10971,25 MHz 10971,25 MHz
MODCOD: 8PSK; CW
FEC 2/3;

29,7 Msym/s
Up-Link EIRP: 72 dBW 80 dBW
Geographic Location: Lyion (FR) Baghdad (Irac
Antenna Diameter: 9m 9m

Table 4-2: Victim/Interferer Parameters

Smart or Deception Interference

The deception jamming scenario represents oneeafnibst difficult interference to identi-
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fy. In the actual scenario, the victim service i83aMHz DVB S2 carrier transmitted on
channel C5 (see Table 3-8) of the reference vistiellite scenario (Vertical Uplink polar-
ization/Horizontal downlink polarization). The upk frequency is 14354,25 MHz, down-
link 11054,25 MHz.

The victim service is a QPSK 3/4 carrier, carry®g5 MSym/s, transmitted from Milan,
Italy with a 7 meter antenna. The uplink statiotorsated within uplink service are A (see
Table 3-7) and downlink service area A. The upfiokver is 68 dBW.

The interferer signal is a carrier equivalent imda&idth to the legitimate one. The uplink
earth station is located within the +2 dB/K sateltontour, in Nicosia, Cyprus. The uplink
power is supposed to be 75 dBW. The transpondsitsaty is set to - 80 dBW/m2.

Smart jamming is impossible to detect RF wise sthegwo carriers are absolutely similar
in shape and power. The interference neverthel®sses a drastic drop of the legitimate
carrier B/No. If the nominal B/Ng of the victim carrier above described is aboutl32dB
with a 1,8 m receive antenna within the downlinkvem area A, the interference can drop
it down to 5 dB or lower.

The conclusion is that to detect the deceptionrfietences it is necessary to monitor the
signal level through a test receiver at the feditr side, comparing the received signal

spectrum with the foreseen one to intercept an@wali

4.2 PHASE 2 — RFI GEO-LOCATION CONCEPTS AND
TECHNIQUES, DEFINITION AND DESIGN

The activity of the second phase of the methodolkmggroach has been concentrated on
the core subject of the research activity, i.e. R#@ signal source geo-localisation tech-
nique definition and design.

In principle three technological approaches hawenbmnsidered and analysed for the ar-
chitectural for the implementation of a RFI system,: the On-Ground Solution, the On-
Board Solution and the Shared On-Ground/On-Boatdtisa.

These three technological approaches are desabidfollowing:
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m In the On-Ground Solution or Implementation apptodte RFI management sub-
system is located at the ground segment, typicdliyne Satellite Operation Centre
(SOC) strictly connected with the Network Operatioantre (NCC) (these two
centres can be located in the same place also cuhwith the feeder link gate-
way) In this case the satellite acts as transparansponder managed through a
satellite TT&C (Telemetry, Tracking and Controlyand a satellite PCC (Payload
Control and Configuration) links. Possible impleraions include professional
equipment/products specifically developed for beusgd in on-ground stations
typically owned by satellite system Operators;

m The On-Board Solutions consists in implementinghat satellite payload the sub-
system to manage the active operations for thenRfflagement as the monitoring,
the geo-localisation and the counteracting procesiuiThis is especially useful
when the main payload does not re-transmit theivederequency spectrum on-
ground (meaning that no alternative on-ground irmgletations may be adopted),
or when an On-Board Processor (OBP) is availabl2 IR

m The Shared On-Ground/On-Board Solution consista sort of hybrid approach
between the two previous ones. Indeed the solusidrased on a shared architec-
ture where a minimal hardware sub-system is intedrat satellite payload and the
algorithm and management part is located at grotatkihg advantage from the uti-
lisation of suitable and performing calculation &hitities. The link between the
on-board and on-ground section is guaranteed b®@ lihk or, due to the current
evolution of the TT&C channel performance (up tMbps of rate), it can be per-

formed through this last.

Potential advantages of the on-board implementatiuations w.r.t. the on-ground one in-

clude:

m Potential increase in the number of detected andamlised RFI events. In this
respect, it should be noted that a major challdoggeo-location systems consists
in the capability of geo-locating RFI signals bykimg use of a single satellite (i.e.,
the satellite affected by the RFI). Indeed, mosthef commercial on-ground prod-
ucts relies on a minimum of 2 satellites (the offected by RFI plus an adjacent

satellite) located close enough to be able to vectie same RFI signals. This ap-

-49 -



V. Schena’s Doctoral Dissertation XXIX Ciclo

proach, even though effective, presents signifiiemtations:

v" Even though more than 200 geo-stationary satellitesin operation from
the main satellite operators, some of them occupgraital slot not close
enough to any other satellite orbital slot in orttex geo-location technique
to work (i.e., typically orbital slots separatior80 degrees);

v' The adjacent satellites need to have the samenkpdit least) frequency
bandwidth and the same service areas;

v' Even in case an adjacent satellite is available,atcurate knowledge of
satellite ephemerides of both the adjacent saellg required. Indeed, the
ephemerides have a significant impact on the acgurshgeo-location sys-
tems. It shall be also noted that, in case thecadjasatellite belongs to a
different operator, its ephemerides are often motn or known with a de-
graded accuracy;

v In principle, the ephemerides may be also derivenhftracking techniques.
However, one of the preconditions of successfulkirey is the availability
of enough reference stations. A reference stati@known station in terms
of its localization (Latitude. Longitude), whichatrsmits a known (refer-
ence) signal to the satellite to be tracked. feorted that a number of ref-
erence station greater than 5-6 are necessaryder do calculate the
ephemeris data with sufficient accuracy.

m Avoidance of downlink impairments potentially affeg the frequency spectrum
observed on ground. For instance, in case of taleoailti-beam satellites, the on-
board RFI geo-location sub-system may be programimedch a way to analyse
the uplink of a single specific beam, instead ohitaring the Earth-to-Space and
Space-to-Earth aggregated traffic of multiple beanmaaged by a gateway on-
ground,

m Simplification of Ground Segment by avoiding equént replication in multiple
Earth stations as what would happen in telecomithaim satellites;

m Operational network flexibility (especially relateéd telecom satellites equipped
with transparent transponders): it should be ntiedl this aspect is not strictly re-
lated to the interference topic but may offer angigant advantage for satellite Op-
erators. For instance, an on-board sub-system adfddthe capability of monitor-

ing the downlink transmission quality without theed to deploy on-ground moni-
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toring stations within the satellite coverage. Tisiparticularly convenient in case
of remote coverage or steerable beams;

m Solutions may be tailored to the specific SATCONeH#e systems the RFI geo-
location sub-system will be embarked on, with progdefinition of RFI geo-
location sub-system interfaces and equipment shaidgdthe main telecom pay-
load.

It is clear that the capability to implement an Board Solution system is more perform-
ing to respect an On-Ground Solution. On the ofliée the current technology in imple-
menting performing OBP to manage all the digitatrapions and processing on-board is
not enough mature (up to now the technology isetimg the TRL 6) to propose a time-to-
market product to the operators. For this reasothe research activity the third approach
has been considered, i.e. the Shared On-Ground@ndBSolution. This solution repre-
sents a good compromise to match performance, ietegyration on-board, product time-

to-market and costs.

Starting from the information provided by the SATKQDperator the Figure of Merits

(FoM) reported in Table 4-3 have been considerethi® geo-localisation technique.

less than 3 km RFI geo-location accuracy depends on|a
wide range of factors, including:
(in a future evolution the
goal is be less than 1 km) |. accuracy in the knowledge of satellite
ephemerides,

RFI geo-location accuracy

Il. type of interfering signal,
lll. SNR of interfering signals,

IV. continuous/burst transmission of inter-
fering signals, etc.

These aspects shall be clearly defined and
used as inputs for carrying out the RFI geo-
location trade-off and performance assess-
ment to be performed in tasks 2 and 3 of
the activity.

Time required t gec-localise less thar1C minutes

the RFI sources

Table 4-3: Preliminary RFI Geo-Location Figure-of Merit
To define the geo-localisation technique suitabléhe considered reference scenario and
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in compliance with the objectives of the activitsken into account the FOM parameters
expressed in Table 4-3, a review of the state-efétt of the RFI geo-location concepts,
technologies, techniques and algorithms, also ireyithe current commercial products,

has been carried out.

During the research activity, each considered teldyy has been critically analysed to
identify the suitable technique that is based @nrdguested performances and on their ef-

fective applicability to the identified SATCOM scaip.

In the literature and also in the technical hegtad the Company (Thales Alenia Space
Italia or TAS-I) where the doctoral candidate worksveral RFI geo-location techniques
and methodologies are described, analysed and sebthem already experienced. Some
of them, indeed, have been successfully implemeintetying Italian military satellites
(SICRAL).

Table 4-4 reports the candidate techniques coresiderthe research activity and in com-
pliance with the above sentence. The table repobisef description on the technique and
the favourable (PROS) and unfavourable (CONS) fadtwrespect the target application.

Phase comparisore- It requires very fev Capability to resolve
tween two signals sensors, at least five to one single signal for
picked-up by two adja-| resolve the ambiguity | frequency bin

cent antenna elements and obtain the required

ometer Sensor System resolution.

Ra.F.l.S.S.

Radio Frequency Interfer-

MU.SI.C. Based on spatial cor- | Generality and vea- Number of signals t
iance matrix elabora- | tility, which allows the | be estimated linked to
(MUltiple Signal Classifi- | tion and decomposition application to any type| the number of array
] in noise and signal suk-of array, performance | elements. When the
cation) spaces in terms of resolution | interference sources
not closely linked to | are coherent MUSIC
the size of the array | algorithms have prob-
lems. Performance of
the MUSIC algorithm
declines for low SNR

S.M.L. Based on spatial cor- | It can be applied wh- | High computationa
iance matrix elabora- | out problems alsoin | cost
(Stochastic Max- tion and maximum presence of coherent
likelihood concept signals
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Likelihood)

Capon Based on spatial covar- Better performance Resolution capacity
iance matrix elabora- | than the conventional,| linked closely to the
(or Minimum Variance tion and spatial spec- | and makes it possible | size of the antenna

) ) trum calculation to resolve signals even
Distortionless Response) very close
Conical scan Conical scan of then- | Mechanical techniqu | Long time for scai
tenna beam around the that allows to reach when the service area
searching direction high accuracy, but with is large. High gain an-

narrow angular sector | tenna is needed to
reach high accuracy.
Not negligible impacts
on mass and power
consumption budget
Monopulse Simultaneous ampli- | Mechanical technique | Long time for scan
tude comparison of the that allows to reach when the service area
received signals from | high accuracy, but with is large. High gain an-
different beam of the | narrow angular sector | tenna is needed to
same antenna reach high accuracy.
Not negligible impacts
on mass and power
consumption budget

Table 4-4: RFI Geo-Location Concepts and algorithmgharacteristics
After the analysis summarised in Table 4-4, takimtg account the implementation con-
text as described in the previous chapter and deriag the constrains of the possible de-

sign and implementation of the solution, tRadio Freqguency Interferometer _Sensor

System (RaFISS}Yechnique has been taken into account for theystud

The RaFISS represent a relative simple but effedgehnique in term of integrability and
installability on board of a conventional SATCOMadlhte used for BSS and FSS applica-
tions and services. Indirectly on the other harid & more consolidated and already stud-

ied technique because applied in the context ofrthiti-feed or array antenna systems.

In a simple configuration, RaFISS is based on tteciple of the phase comparison be-
tween two signals picked-up by two and suitablycgpaadjacent antenna elements from

an incoming plane wave-front.

If the line jointing the two antenna elements ithogonal to the propagation path, the sign

is received with the same phase by both the antenna
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Any inclination of the plane wave-front from thern@l direction will however induce a

phase difference between the two received sigmafsoptional to the inclination.

In order to achieve the resolution required in [AP the two sensors should have a high
baseline length to wavelength ratio, and this ohiied ambiguity. In order to solve the
ambiguity, a second short baseline is requiredrdier to achieve the accuracy and resolve
the ambiguity in three dimensions, at least fivasses are required. The main disad-
vantage of this technique is the capability to kes@ne single signal for frequency “Bin”
(To remember that: BingfmpidNrecord and in the other hand its main advantage issima

ple implementation and low cost.

The MUItiple_Slgnal Classification (MUSIC) is in the group of super-resolution algo-

rithms for the DoA detection also considered dutimg activity because already applied in

other project and, for this, useful for performamcemparison with the RaFISS.

The algorithm is based on the elaboration of atiapaovariance matrix” (SCM). The
SCM is calculated on board of the satellite thendhta are forwarded to the ground elabo-
ration centre in order to define the “spatial spgut that gives information about the DoA
of the received signals in the coverage area.dratborithm, the received SCM is decom-

posed in noise and signal-sub-spaces.

MUSIC algorithm’s performances in terms of resalatiare not closely linked to the size
of the array, but mainly to the SNR and the nundfesamples used for the SCM calcula-
tion. The main disadvantage of this method is thatmaximum number of signals to be
estimated is linked to the number of array elemants that when the interference sources

are coherent the algorithms do not work well.

The Stochastic Max-Likelihood (SML) algorithm is still based on SCM elaboration.

Starting from the SCM and from the knowledge of dhey response, the estimation of the

DoA is obtained by solving a complex minimizatiomipiem.

This algorithm allows solving also coherent signéist it has the drawback in the very
high computational cost. In order to obtain a sotutof the minimization problems in a

reasonable time, sub-optimal solutions can be egpd the algorithm.
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The Capon (or Minimum Variance Distortionless Responseglgorithm is once again

based on “spatial covariance matrix” elaboratioroider to obtain the spatial spectrum

that gives information about the direction of aatiof the received signals present in the
scenario. This algorithm makes it possible to nessignals even very close, but the reso-
lution capacity is linked closely to the size o&tantenna. For a comparison among the
methods, see ANNEX 1.

The Conical Scan and Amplitude-Comparison Monopulsenethods are mechanical

techniques that allow to reach high accuracy ifahenna is large enough, but with nar-
row angular sector and thus with long time for sedwen the service area is large. In ad-
diction these two methods have not negligible inpao mass and power consumption
budget.

4.3 RFlI GEO-LOCATION TECHNIQUE AND ALGO-
RITHM: INTERFEROMETER GEO-LOCALISATION
TECHNIQUE

In this phase the activities have been focused Ignairihe identification of the most prom-
ising RFI-geo-localisation technique applicabldghe considered scenario. The identifica-
tion and definition work has been supported by ltlrge experience acquired in several

years of research activity preliminary to the dealtperiod ([RD 1], [RD 7] and [RD 15]).

As already stated the objective of the researchi@ntbcus is the definition of a geo-
localisation technique suitable for the commertgéécommunication satellite context and
market where the solution performances and low eostthe two main challenging re-

quirements.

The cost reduction is favoured mainly by the lowpaut on the overall design of the SAT-
COM payload in implementing the geo-localisatiotuson “option”. This means that the

integration of the solution into the overall SATCQiddyload architecture has to be less in-
vasive and well combined with the overall systerhisTobjective is reached through a

more compact and flexible layout that the geo-lisadilon sub-system has to guarantee.

-55-



V. Schena’s Doctoral Dissertation XXIX Ciclo

In the research activity to reach the objectivelefining and preliminary design a suitable
geo-localisation technique suitable for the intégraon-board of a commercial SATCOM
satellite and, at the same time, satisfying théoperances, flexibility and low impact/cost

requirements an interferometer concept based @mrag of sensors associated with super-

resolution algorithms (in the research case baseMdSIC algorithm) has been consid-

ered.

In the following part the evaluations bringing teetsolution definition, dimensioning and

preliminary design is reported.

To arrive to choose the mentioned interferometehnrigue, the status-of-the-art of the di-
rection-of-arrive (DoA) techniques and technologwese been investigated, analysed and
traded-off.

The basic configuration of the interferometer raflemuency (RF) array sensor technique
is based on the principle of phase comparison kEtvio signals picked-up by two adja-
cent antenna elements (horn antenna, patch antenr@bker sensors) from an incoming

plane wavefront as sketched in Figure 4-6.

Boresight Direction

A
/\

Figure 4-6: Radio Interferometer Principle Scheme
As in the figure, the phase angle is given lgy= 2r - % -sin @, with ¢ = ¢ + 2nz and n
integer.
If the line joining the two antenna elements isogonal to the propagation path, the sig-
nal is received with the same phase by both anteray inclination of the plane wave

front from the normal will however induce a phaséedence between the two received

signals proportional to the inclination.
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Measuring the phase difference, it is possiblestove the offset angle between the line-of-
sight (LoS) or direction of arrival (DoA) of thegsials and the normal to the baseline

length.

The system performance is constrained by the aatphysical layout as well as by the re-
ceiver characteristics. Since the error angle ap@rtional to the detected phase difference
and to the distance (in wavelength) between theamienna elements, the angular sensitiv-
ity of such a sensor is greater, the greater isdtfence between the antenna elements.
Consequently, the field of view of such systemsarger; the shorter is the distance be-
tween the antenna elements, because ambiguity otmumore than one wavelength path
difference (360 degrees phase difference). Thenaat&yout has thus to be optimized for

any actual requirement.

In some cases a switchable system connecting te#vex to a multiple antenna systems

could be advantageously implemented, thus provitiregbasic configurations:

m short baseline configuration providing a largedief view (FoV) but poor sensitiv-
ity;
m long baseline configuration providing narrow FoM bigh sensitivity for fine error

measurements.

To understand how this technique can be used éoptinpose of geo-localisation on SAT-
COM satellite, the phase attitude relationshipal nede described.

The interferometer receiver measures the relathzese of signal pairs received from cou-

ples of antenna elements on orthogonal baselineskagure 4-7 schematically reported.

As in Figure 4-7, the measurements at the recemeysonverted to direction cosines of

the LoS to the ground beacon according to theioglat

. _ YA
Sin BU = TL'—L] X i=1..n; = 1,2 Eq. 4-1
where:
i is the angle from arm j (in our case j represkattwo arms concerning the

two couple of antennas 1-1 and 2-2) to LoS veadhé signal sourceof a group

of n-sources;

L is the electrical separation of the antenna elesh@htase centres on ajm
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Ai is the wavelength of the signal from statipn
Qi = @jj + 2Nt is the phase angle measured with ambiguities redddy the
integer n.

Eq. 4-1 and its counterpart:
<mj=u'sin9zu'9 Eq. 4-2
A; A; '
where for low values df it is possible to approximaten 0 = ¢ that is the last member of
the equations.

As shown in Figure 4-8, the Eq. 4-2 implies that &high accurate system the baseline
length to wavelength ratio should be as high asiptes(long base line interferometer) in
order to have high slope sensitivities (i.e. degiger degree off-boresight) and this can be
done or lengthening the arm fixing the wavelengtldecreasing the wavelength i.e. in-
creasing the considered frequency. This is a atiticestion impacting on the final design

and implementation of the solution in term of sigopn-board the satellite.

DoA: Direction of Arrival

~
»?b
RX: Receiver &
&
)
&
&

Figure 4-7: Interferometer Implementation Scheme
However, since the electrical phase angles measnagdvary through severalr radiant,
ambiguities will exist. In the study case this bagn solved directly on board with the use

of a suitable configuration using a baseline imenmeter, supported by the ground con-
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figuration and management algorithm. For this reasme of the major items considered
in designing and implementing the final interferderesub-system on the target satellite
payload layout, has been the above described aibgplution considering, at the same
time, the required accuracy as reported in Tal8elat impacts on the FoV evaluation de-
scribed in Figure 4-8.

A o > Short Baseline
L T n(27) n(37)

Long Baseline

Figure 4-8: Ambiguity Resolution, Accuracy and FoV
As in Figure 4-9 and Figure 4-10, the FoV is ddiirss the angular extension over which

the interferometer can measure with a predeternmacedracy (see above) the direction of
cosine directorsto one or more ground signal sources.

The FoV is in principle only determined by the amta element patterns, while in. practice
the linearization errors in the determination @& tffset will further limit the measurement
FoV.

It can be assumed that the element pattern beamwiduch to cover the angle subtended
by the earth from geosynchronous orbit (about 11t)s an amount depending on (if de-
sirable) the acquisition range (say + 20° - 30®r¢fiore an element 3 dB beamwidth of

about 60° - 80° may be considered satisfactory.

As in Table 4-3, the accuracy taken in to accows been 1 Km and the requirement is

translated into angular accuracy requirement feribV.

In Figure 4-10 considering the arc at ground, @shin the satellite orbital position the
value off is done by:

0 ~

| o

=0,000028 rad = 0,0016° Eq. 4-3

! In a Cartesian reference system, the directioriness(or directional cosines) of a vector are thsioes of
. the angles between the vector and the three coateliaxes.
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approximating the length of the arc with the chatdhe ground (swath). The ambiguity
arises from the fact that a given phase outggutorresponds to more than one angle be-
tween the boresight and the line-of-sight (LoSjhe reference signal (beacon), as in Eq.
4-2 and schematically described in Figure 4-8.

GEO-Satellite

_ — e

35786 Km

A=

——
B=1Km

Figure 4-9: Geo-Satellite Field-of-View Figure 4-10: Link Geometry

The lowest practical "n” may lie between 2 andh& maximum unambiguous acquisition
angular extent achievable with a short baselinerfi@tometer is therefore between 10 and
18 degrees, which is sufficient.

On the other side the maximum "n” value for a |&@geline interferometer is only dictat-
ed by technological reasons (not to increase toohntiie baseline length with a possible

increase of the bias error).

A "11" value between 15 and 25 seems preliminagp@d compromise between system
sensitivity, bias error susceptibility and compasth

The spacing among the elements of the array ofosens defined on the basis of this re-
quired angular accuracy.

The proposed solution is based on an array of sengith minimum impact at satellite
level, in terms of complexity, size and mass. Hhall, at the same time, attenuate the lev-
els of other communication signals outside theiserarea (wanted, i.e. coming from an-
other regional service area of the considered mé&tww coming from other satellite com-
munication networks working in geographic separatim the same frequency bands), in
order to obtain a better geo-location performarfderd.
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4.3.1SYSTEM DIMENSIONING FOR KU BAND SCENARIO

The proposed interferometer solution is based geoanetry derived from the scheme as in
Figure 4-7 applied for the Ku band reference sdenas in Figure 4-11 five antenna sen-

sors with a diameter of)§ a short baseline of’66anda long baseline of 10Q

The value of 100. for the long baseline is derived from maximum sip@straints of a
typical small platform top floor (2 + 2.5 m), like SpaceBus 4000 B2 (see in the Figure
4-12 the standard set of satellite platform cuiyentilised). The sensors’ diameter ofA6

is derived from the objective of minimizing the mapact of the proposed system.

-..»80 O
Ambiguity Solving

e ——__ | Sensors in the X
1008 andY plane
(short baseline)

Interferometer
Sensors

/ (Long Baseline)

Figure 4-11: Sensor Antenna Spatial Configuration ad Possible
Installation Layout on the Satellite

The communication signals coming from other regi@oaerage areas of the intended sat-
ellite network are to be considered as disturlibeédRFI measurement. For this reason, the
feeds of the array shall be opportunely orientedrder to optimize the gain, and then the
interference detection capability, on the servieaa

SB 4000C4

$B 4000C3
$B 4000C2
$B 4000C1
SB 400083
&
B 400082
/& ) . '
y L
Platform Categories

Figure 4-12: SpaceBus B2 and Related Deployed Séitel
It is possible to consider other possible geomgtgonfigurations of the sensors of the ar-
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ray, depending from the available room on the Begtebp-floor also the combinations of
long and short baselines and different sensorsrdiiaes can be taken into account (e.g. 9
or 131).

In the chosen layout, the performance analysishi®rcase of sensors’ diameter ofAl@r

9) has been done. This could lead to a better dirgcon the service area, improving the
RFI detection and the elimination (or better attimn) of communication signals coming
from outside the service area. Furthermore, thiddceolve the issue of ambiguity, allow-

ing to geo-locate RFI over the entire visible Earth

The super-resolution algorithms described in theexnl allow to apply the proposed so-
lution to any geometry of the array of sensors. Thestraint of maximum envelope for

accommodation on a top floor of a small platforralsbe respected in any case.

In the proposed system, each receiving sub-systeahle to detect two polarisations (Ver-
tical V and Horizontal H). In the research actiyitile possibility to simplify the system
and reduce its impact in terms of mass and powgbkan considered taking into account
the current available and future technologies (feagry increase, photonic technology etc.)
and the heritage coming from the large experiermcpliieed in several year of activities.
This implies the reception of a single polarizataira time, switching the received polari-

zation alternatively from V to H (or vice versa).

The detection of RFI in circular polarisations LHEBPICP is also possible by means of on

ground processing of the FFT samples in V and dnsation.

Preliminary System sizing for Ku scenario

Suppose a first sizing that provides a long basedin2 m, with wavelength of 2 cm, and

thus a baseline length to wavelength ratio of adol®0.

Applying the Eq. 4-3, the physical angle that sottea radius of 1 Km to the sub-satellite
point, at the distance of 35786 Km (slant range},0016° or 0,000058

Applying the Eq. 4-2, the corresponding phase aogtesidering a long baseline of 2 m, is
1°.

The short baseline length should be chosen acaptditwo conditions:
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m to have a FoV large enough to cover the service; are

m to have an accuracy solving the ambiguity of theglbaseline.

It has been supposed a short baseline length oml 2vith a baseline length to wavelength
ratio around 6. The corresponding field of view4ig8°, which corresponds to slightly

more than half the earth visibility from the gedistaary satellite.

The long baseline, with baseline length to wavdlemgtio of 100, has an ambiguity phys-
ical angle with period ot/ = 0573°. In order to resolve this ambiguity, the shorsddae

should have a resolution physical angle much sm#ilen 0.573°. It corresponds, with a
baseline length to wavelength ratio around 6, fghase angle much smaller than 21.6°.

Graphically Figure 4-13 shows these last results.

@
3 -
e=216|
Short baseline
1 8
T |
| T
; o= Long baseline
/ ‘ 8=00016°‘ 8
1 =l ,
3 §-0573° i

8 =478 °

Figure 4-13: Ambiguity Resolution, Accuracy and FoV

Preliminary System sizing for Ka scenario

In this scenario the considered frequency rangbeaska band (27,0 GHz — 40,0 GHz),

considering a reference frequency of 29,0 GHz.

Also in this case, suppose a first sizing that ges a long baseline of 2 m, with wave-
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length of around 1 cm, and thus a baseline lerythatvelength ratio of around 200.

The physical angle that subtends a radius of 1 &the sub-satellite point, at the distance
of 35786 Km, is provided by Eq. 4-3, i.e. 0.00160@00028° Applying the Eq. 4-2, the
corresponding phase angle considering a long Ibes@l) of 2 m referred to a wavelength
(A) of 1 cm, is 2°.

Suppose a short baseline length of 6 cm, with alimeslength to wavelength ratio around
6.

The corresponding field of view is 4.78°, which re@ponds to slightly more than half the

earth visibility from the geostationary satellite.

The long baseline, with baseline length to wavedlemgtio of 200, has an ambiguity phys-
ical angle with period ot = 0.2865°. In order to resolve this ambiguity, the shorsddae
should have a resolution physical angle much smtdbn 0.2865°. It corresponds, with a
baseline length to wavelength ratio around 6, toekattrical angle much smaller than
10.8°.

Coherent integration gain is the increase in SNRiobd by coherently integrating multi-
ple measurements of signal in additive noise. Titegration is considered “coherent”
when performed on the complex data, so that batathplitude and the phase of the data

are utilized. Consider complex data x[n] comprisefd a complex constant signal

§n] = A€’ (independent of the index n) and additive zero mlem white Gaussian

. . 2
noise w[n] of varianc€,, :

n]=4n]+wn] = Ae' +w[n] Eq. 4-4
The SNR of a single sample of x, denoggds
A2
X1 = o2 Eq. 4-5

w

Consider the sum of N such samples:

Z:Z)qn] :Z(qn]+v\{n]):Z(Aej¢ +V\{n]): NAe/? +Zv\,{n] Eq. 4-6

The sum z is still in the form of the sum of a sijpomponentNA€? and a noise compo-

-64 -



V. Schena’s Doctoral Dissertation XXIX Ciclo

nent that is the sum of N noise samples. The pawehe signal component is clearly

(NA)?. The power in the noise component is:

1 N-

2 :E{(EV\{H])[TZ;W*[HJ}:N_OZE{V\{n]W*[l]}:Navzv £q 47

=

E

> win

=}

The SNR ofZ, Y, is

_ (NA)2 _ NA? _
Ng? o’

w

AN Ny, Eq. 4-8

The SNR, obtained downstream of N coherent intemrads defined above shall be high

enough to guarantee the required accuracy in tefrelectrical angle estimation.

The total vector x, obtained downstream of N cohenetegration, is sum of the signal s

and the Gaussian noise w:
x=s+w=Ae? +w=Ae!? Eq. 4-9
The worst case in terms of angular error of thelltes) vector X = A'e'?is obtained

wheng’- ¢ is maximum, that is when the noise vector w ib@gbnal to the signal vector

s, as shown in Figure 4-14.

Figure 4-14: Electrical Angle Error Introduced by the Noise
The error angld ¢ = @'—¢ , for small angleA@ , is given by:
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A¢:arctg[“ﬂj:% cq 10

it can be written:

2
M :L:A¢2

Eq. 4-11
HZ SNR

the required SNR, that guarantees an error aAgle= 0.33° <1° as required for the Ku
scenario with the proposed preliminary system gizis given by:

1
SNR= VE =44.70dB Eq. 4-12

In the same way, for the Ka scenario, where theireq A¢ is Ag = 066° <2°, the

required SNR is:

1

Based on the system description provided above]/thend C/J performance is evaluated

for the Ku and Ka band mission scenarios.

The number of coherent integrations (see previeaia ...) necessary to achieve the re-
quired J/N that allows to detect the interferingnsil above the thermal noise floor is eval-
uated. This J/N requirement depends on the elemtigte Ae required in order to achieve

the geo-location accuracy provided in the SOW ¢sseputation in section...).

Several EIRP levels of the RFI are assumed andedoh of them, the following parame-

ters are evaluated:

m Achievable J/N ratio without coherent integratiairg
m Number (“M”) of coherent integrations necessaryatthieve the required J/N
(“J/N_req™;

m C/J ratio: for each scenario (Ku or Ka) the C/&shiold below which the RFI caus-
es detrimental interference with QoS reductionvislgated and indicated. It is not

necessary to detect and geo-localise RFI that d@augse significant (i.e. impact-
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ing QoS) C/(N+I) reduction.

Ku/Ku Band Scenario

For the Ku band reference scenario the evaluatidgheoJ/N and C/J ratios has been per-
formed through analysis assuming that:

m  Ground station:
v' Antenna diameter: 3.7 m;
v" HPA power: 750 W;
v" Maximum uplink EIRP: 76 dBW

v" The ground station is assumed to work at 4 dB QuBaek-Off (OBO), in
order to improve linearity performance in caserahsmission of multiple

carriers.

m Satellite G/T on feeder link coverage: 7 dB/K;
m Transponder bandwidth: 36 MHz;
m Interferer (J)

v" EIRP range: 0 + 100 dBW

v' Bandwidth: 0.5 + 36 MHz
m  Geo-location system

v" Frequency bin: 0.5 MHz

v Sensors antennae diametek ér 13A

Table 4-5 and Table 4-6 report the J/N and C/Juatian for the short baseline and sen-
sors dimensions Band 13\, respectively.

The number “M” of coherent integrations necessawy achieve the required J/N
(“J/N_req") is shown for all the combinations otdrferer's EIRP and bandwidth and geo-

location system'’s frequency bin and sensors antedizaneter.
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"—"\ Parameters Units Radio Frequency Interfernce (RFI) Radiated Power per Bandwidth
= g Interference EIRP (Jammer) dBW 40,00 50,00 60,00 80,00 100,00 40,00 50,00 60,00 80,00 100,00
= § RFI BW MHz 36,00 36,00 36,00 36,00 36,00 0,50 0,50 0,50 0,50 0,50
Hz 1,40E+10 1,40E+10 1,40E+10 1,40E+10 1,40E+10 140E+10 1,40E+10 1,40E+10 1,40E+10 1A0E+10
Frequency
. GHz 14,00 14,00 14,00 14,00 14,00 14,00 14,00 14,00 14,00 14,00
-
§ Wavelength (1) m 0,02 002 0,02 0,02 0,02 002 0,02, 0,02 002 0,02
;E Shnt Range Km 35.786,00 35.786,00 35.786,00 35.786,00 35.786,00 35.786,00! 35.786,00 35.786,00 35.786,00 35.786,00
% Sensors' Displacement (Equ. Dish Diam. D): 6 A m 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13
% Antenna efficiency 0555 055 055 0555 0,55 055 055 0,55 055 055,
—g, Antenna Reception Gain @ EoC dBi 1991 1991 1991 1991 1991 1991 1991 1991 1991 1991
B System Temperature (Ts) dBK 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00
Figure of Merit (G/T) dB/K -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09
Frequency bin MHz 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50
RFI IPFD dBW/m2 -122,07 -112,07 -102,07 -82,07, -62,07 -12207 -112,07 -102,07 -82,07 62,07
'é RFI IPFD0 dBW/m"2*Hz -197,63 -187,63 -177,63 -157,63 -137,63 -179,06 -169,06 -159,06 -139,06 -119,06
=
E Noise IPFD dBW/m"2*Hz -174,14 -174,14 174,14 174,14 174,14 -174,14 174,14 -174,14 -174,14 -174,14
E Noise IPFD per channel dBW/m2 -117,15 -117,15 -117,15 -117,15 -117,15 -117,15 -117,15 -117,15 -117,15 -117,15
E RFI IPFD0/Noise IPFDO Ratio (i.e. J/N) dB 23,49 -13,49 -3,49 16,51 36,51 -4,92 5,08 15,08 35,08 55,08
é REQUIRED J/N (for ¢ = 1°3) dB 44,70 44,70 44,70 44,70 44,70 44,70 44,70 44,70 44,70 44,70
Required number of integrations (M) 6.602.143,27  660.214,33 66.021,43 660,21 6,60 91.696,43 9.169,64 916,96 9,17 1,00
Final J/N dB 44,70 44,70 44,70 44,70 44,70 44,70 44,70 44,70 44,70 55,08
. [ERP useful signal (user uplink) dBW 75,50 75,50 75,50 75,50 75,50 75,50 75,50 75,50 75,50 75,50
E IPFD usefil signal dBW/m2 -86,57 -86,57 -86,57 -86,57 -86,57 -86,57 -86,57 -86,57 -86,57 -86,57
5 Useful Signal Bandwidth MHz 36,00 36,00 36,00 36,00 36,00 36,00 36,00 36,00 36,00 36,00
—
% IPFDo usefil signal dBW/m"2*Hz -162,13 -162,13 -162,13 -162,13 -162,13 -162,13 -162,13 -162,13 -162,13 -162,13
(&} dB 35,50 25,50 15,50 -4,50 -24,50 16,93 6,93 -3,07 23,07 -43,07

Table 4-5: Ku/Ku Band RFI Scenario Preliminary Sysem Dimensioning (sensors diameter ©)
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!_'\ Parameters Units Radio Frequency Interfernce (RFI) Radiated Power per Bandwidth
= E Interference EIRP (Jammer) dBW 40,00 50,00 60,00 80,00 100,00 40,00 50,00 60,00 80,00 100,00
i 2 |RFIBW MHz 36,00 36,00 36,00 36,00 36,00 0,50 0,50 0,50 0,50 0,50
Hz LAOE+10] LAOE+10 LA0E+10 1A0E+10 1,40E+10 140E+10! 1,40E+10] 1,40E+10] LAOE+10) 1A0E+10)
Frequency
. GHz 14,00 14,00 14,00 14,00 14,00 14,00 14,00 14,00 14,00 14,00
g Wavelength (1) m 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 002
E Slant Range Km 35.786,00 35.786,00 35.786,00 35.786,00 35.786,00 35.786,00 35.786,00 35.786,00 35.786,00 35.786,00
% Sensors' Displacement (Equ. Dish Diam. D): 13 A m 028 028 028 028 028 028 028 028 028 028
é Antenna efficiency 055 055 055 055 055 055 055 055 055 055
fg, Antenna Reception Gain @ EoC dBi 2663 2663 2663 2663 2663 2663 2663 2663 2663 26,63
= System Temperature (Ts) dBK 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00
Figure of Merit (G/T) dB/K 337 -337 337 337 337 -337 -337 -337 -337 -337
Frequency bin MHz 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50
RFI IPFD dBW/m2 122,07 112,07 -102,07 -82,07 -62,07 -122,07 -112,07 -102,07 -82,07 62,07
'g RFI IPFDO dBW/m"2*Hz -197,63 -187,63 -177,63 -157,63 -137,63 -179,06 -169,06 -159,06 -139,06 -119,06
E Noise IPFD dBW/m"2*Hz -180,85 -180,85 -180,85 -180,85 -180,85 -180,85 -180,85 -180,85 -180,85 -180,85
E Noise IPFD per channel dBW/m2 -123,86 -12386 -12386 -123.86 -123.86 -123.86 -123:86 -123.86 -123:86 -123:86
% RFI IPFD0/Noise IPFDO0 Ratio (i.e. J/N) dB -16,78 -6,78 322 23,22 4322 1,80 11,80 21,80 41,80 61,80
E REQUIRED J/N (for ¢ = 1%3) dB 44,70 44,70 44,70 44,70 44,70 44,70 44,70 44,70 44,70 44,70
Required number of integrations (M) 1.406.373,71|  140.637,37 14.063,74 140,64 1,41 19.532,97 1.953,30 195,33 1,95 1,00
Final J/N dB 44,70 44,70 44,70 44,70 44,70 44,70 44,70 44,70 44,70 61,80
; EIRP usefil signal (user uplink) dBW 75,50 75,50 75,50 75,50 75,50 75,50 75,50 75,50 75,50 75,50
"g IPFD useful signal dBW/m"2 -86,57 -86,57 -86,57 -86,57 -86,57 -86,57 -86,57 -86,57 -86,57 -86,57,
5 Useful Signal Bandwidth MHz 36,00 36,00 36,00 36,00 3600 3600 3600 3600 3600 36,00
o
% IPFDo useful signal dBW/m"2*Hz -162,13 -162,13 -162,13 -162,13 -162,13 -162,13 -162,13 -162,13 -162,13 -162,13
(¢/] dB 35,50 25,50 15,50 -4,50 -24,50 16,93 6,93 -3,07 23,07 -43,07

Table 4-6: Ku/Ku Band RFI Scenario Preliminary Sysem Dimensioning (sensors diameter 18
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Ka/Ka Band Scenario

This section reports the evaluation of the J/N @Abratios for the Ka band scenario.

The assumptions for the analyses are:

m User terminal:
v Antenna diameter: 0.7 m;
v" HPA power: 3W;

m Satellite G/T on user link multi-spot coverage: dB/K at Edge of Coverage
(EOC) of each beam;

m Target data rate per user terminal: 2 Mbps.
m Interferer (J)

v' EIRP range: 30 + 100 dBW

v' Bandwidth: 0.5 + 50 MHz
m  Geo-location system

v" Frequency bin: 0.5 MHz

v' Sensors antennae diametefk 6r 13\ as reference examples for this pro-
posal.

The user terminal is assumed to work at 1 dB OuBadk-Off (OBO), in order to reduce
spectral regrowth phenomenon.

Table 4-7 and Table 4-8 report the J/N and C/Juati@in for the short baseline and sen-

sors dimensions 6 and 13\, respectively.

The number “M” of coherent integrations necessawy achieve the required J/N
(“J/N_req") is shown for all the combinations otdrferer's EIRP and bandwidth and geo-

location system'’s frequency bin and sensors antedizaneter.
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P Parameters Units Radio Frequency Interference (RFI) Radiated Power per Bandwidth
= 'E Interference EIRP (Jammer) dBW 0,00 20,00 40,00 50,00 60,00 80,00 100,00 0,00 30,00 40,00 50,00 60,00 80,00 100,00
= é RFI BW MHz 50,00 50,00 50,00 50,00 50,00 50,00 50,00 0,50 0,50 0,50 0,50 0,50 0,50 0,50
Hz 290E+10|  2,90E+10/ 2,90E+10] 290E+10| 290E+10| 290E+10| 290E+10 290E+10]  290E+10| 290E+10| 290E+10| 290E+10[ 290E+10{ 290E+10)
é freduency GHz 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00
E Wavelength (k) m 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01
% Slant Range Km 35786,00,  35786,00] 35786,00] 35786,00 35786,00 35786,00] 35786,00 35786,000  35786,000 3578600 3578600 3578600 3578600 3578600
% Sensors' Displacement (Equ. Dish Diam. D): 6 m 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06
g Antenna efficiency 0,55 0,55 0,55 0,55 0,55 0,55 0,55 0,55 0,55 0,55 0,55 0,55 0,55 0,55
E Antenna Reception Gain @ EoC dBi 19,91 1991 1991 1991 1991 1991 1991 1991 1991 1991 1991 1991 1991 1991
E‘ System Temperature (Ts) dBK 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00
= Figure of Merit (G/T) dB/K -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09 -10,09
Frequency bin MHz 0,50 0,50 0,50 0,50 0,50 0,50 050 0,50 0,50 0,50 0,50 0,50 0,50 0,50
g RFI IPFD dBW/m® -162,07 -142,07 -122,07 -112,07 -102,07 -82,07 -62,07 -162,07 -132,07 -122,07 -112,07 -102,07 -82,07 -62,07
.E RFI IPFD, dBW/m**Hz -239,06 -219,06| -199,06| -189,06| -179,06) -159,06/ -139,06 -219,06| -189,06) -179,06| -169,06| -159,06| -139,06| -119,06
E Noise IPFD dBW/m’*Hz -167,81 -167,81 -167,81 -167,81 -167,81 -167,81 -167,81 -167,81 -167,81 -167,81 -167,81 -167,81 -167,81 -167,81
E Noise IPFD per channel dBW/m2 -110,82 -110,82 -110,82 -110,82 -110,82 -110,82 -110,82 -110,82 -110,82 -110,82 -110,82 -110,82 -110,82 -110,82
é RFI IPFD(/Noise IPFD, Ratio (i.e. J/N) dB -71,24 -51,24 -31,24 -21,24 -11,24 8,76 28,76 -51,24 -21,24 -11,24 -1,24 8,76 28,76 48,76
E REQUIRED J/N (for ¢ = 1°/3) dB 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68
P Required number of integrations (M) 98363139354| 983631394 9836314 983631 98363 984 10| | 983631394 983631 98363 9836 984 10 1
Final J/N dB 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 48,76
E EIRP useful signal (user uplink) dBW 4750 4750 4750 4750 4750 4750 4750 47,50 4750 4750 4750 4750 4750 4750
E IPFD useful signal dBW/m"2 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57
E Useful Signal Bandwidth MHz 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50
: IPFDo useful signal dBW/m"2*Hz -176,33 -176,33 -176,33 -176,33 -176,33 -176,33 -176,33 -176,33 -176,33 -17633 -176,33 -176,33 -176,33 -176,33]
g (o4} dB 62,73 42,73 22,73 12,73 2,73 -17,27 -37,27 42,73 12,73 2,73 -7,27 -17,27 -37,27 -57,27

Table 4-7: Ka/Ka Band RFI Scenario Preliminary Sysem Dimensioning (sensors diameter k)
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P Parameters Units Radio Frequency Interference (RFI) Radiated Power per Bandwidth
E 'g Interference EIRP (Jammer) dBW 0,00 20,00 40,00 50,00 60,00 80,00 100,00 0,00 30,00 40,00 50,00 60,00 80,00 100,00
g RFI BW MHz 50,00 50,00 50,00 50,00 50,00 50,00 50,00 0,50 0,50 0,50 0,50 0,50 0,50 0,50
Hz 2,90E+10 290E+10| 2,90E+10| 290E+10| 290E+10| 290E+10/ 290E+10 290E+10| 290E+10| 290E+10[ 290E+10| 290E+10| 290E+10| 290E+10|
é Frequency GHz 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00 29,00
g Wavelength (1) m 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01
ﬂE Slant Range Km 35786,00 35786,00) 35786,00| 35786,00( 35786,00/ 35786,00| 35786,00 35786,00) 35786,00| 35786,00( 35786,00/ 35786,00 35786,00| 35786,00)
‘% Sensors' Displacement (Equ. Dish Diam. D): 13 m 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13
E Antenna efficiency 0,55 055 0,55 0,55 0,55 055 0,55 0,55 0,55 0,55 055 0,55 0,55 0,55
E Antenna Reception Gain @ EoC dBi 26,63 26,63 26,63 26,63 26,63 26,63 26,63 26,63 26,63 26,63 26,63 26,63 26,63 26,63
E’ System Temperature (Ts) dBK 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00 30,00,
= Figure of Merit (G/T) dB/K -337 -337 -337 -337 -337 -337 -337 -337 -337 -337 -337 -337 -337 -3,37
Frequency bin MHz 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50 0,50,
g RFI IPFD dBW/m* -162,07 -142,07 -122,07 -112,07 -102,07 -82,07 -62,07 -162,07 -132,07 -122,07 -112,07 -102,07 -82,07 -62,07
"E RFI IPFD, dBW/m**Hz 239,06|  -219,06| -199,06| -189,06| -179,06| -159,06| -139,06 219,06| -189,06| -179,06| -169,06| -159,06| -139,06| -119,06
E Noise IPFD dBW/m’*Hz -174,53 -174,53 -174,53 -174,53 -174,53 -174,53 -174,53 -174,53 -174,53 -174,53 -174,53 -174,53 -174,53 -174,53
E Noise IPFD per channel dBW/m2 -117,54 117,54 -117,54)  -117,54)  -117,54)  -117,54)  -11754 S117,54) <1754 -11754]  -11754]  -11754]  -117,54]  -117,54
E RFI IPFDy/Noise IPFD, Ratio (i.e. J/N) dB -64,53 -44,53 -24,53 -14,53 -4,53 15,47 35,47 -44,53 -14,53 -4,53 5,47 15,47 35,47 55,47
é REQUIRED J/N (for ¢ = 1°/3) dB 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68
R Required number of integrations (M) 20953094774 | 209530948 2095309 209531 20953 210 2|] 209530948 209531 20953 2095 210 2 1
Final J/N dB 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 38,68 55,47
.g EIRP useful signal (user uplink) dBW 47,501 47,50 47,50 47,501 47,50 47,50 47,50 47,50 47,50 47,50/ 47,50 47,501 47,50 47,50
E IPFD useful signal dBW/m”"2 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57 -114,57
5 Useful Signal Bandwidth MHz 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50 1,50
=  |IPFDo uscful signal dBW/m*2*Hz -17633 17633 -17633|  -17633|  -17633|  -17633|  -17633 17633]  -17633]  -17633|  -17633|  -17633|  -17633] 17633
g i dB 62,73 42,73 22,73 12,73 2,73 17,27 37,27 42,73 12,73 2,73 727 -1727|  -3727 -57,27

Table 4-8: Ka/Ka Band RFI Scenario Preliminary Sysem Dimensioning (sensors diameter 18
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5 PRELIMINARY ARCHITECTURAL DESIGN

As already described, to manage the geo-localisatdution a complex algorithm need to
be implemented but today this cannot be done ondbofathe satellite payload due to the
no more mature on-board processing (OBP) technol&gy this reason, a hybrid on-

board/on-ground technological approach has beesidemred and analysed.

As example, this methodology has been already safidéy applied for the implementa-

tion of complex on-board phased array antennasdbasehe Ground Beam Former Net-
work (GBFN) technology [RD 16]. For a GBFN all tlsgorithm section runs at the

ground segment side driving a more compact hardwaegrated (composed by the feed
section, by the phase shifter, by the combinerg ettboard the satellite. A performing

link connection joins the on-board/on-ground sidemposing the entire system; this is
based on an advance TM/TC connectivity guarantegibgrate up to 100 Kbps (typically

a TT&C bitrate for the satellite management rangesveen few bps up to few Kbps).

Currently suitable solutions are studied having dbgctive to arrive at a bitrate of some
Mbps protecting the link through a spread spect{(@&8) technology approach (Secure
TT&O).

In Figure 5-1 the architecture layout of the chospproach is depicted.

_______________________________________________

Interface
to Ground
(Ss PCC)

1
x5
=
LO: Local Oscillator |
TT&C

RF: Radio Frequency
-n1/2: Phase Delay

SS. Spread Spectrum

PCC: Payload Control and Configuration

v s mec

Geo-Localisation Ground Equipment
Server

I

1

I

1

1

1 ==2

IF: Intermediate Frequency I | I I E

I

I

I

I

1

\

(MUSIC, Super-Resolution Algorithm)

Figure 5-1: Geo-Localisation Hybrid Technology Architecture
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In following the description of the preliminary dgs of the proposed technical solution is
provided.

5.1 RAFISS ON-BOARD RFI GEO-LOCALISATION
SYSTEM INTEGRATION

As already described the RFI geo-localisation sys{Radio Frequency Interferometer
Sensor System or RaFISS) front-end is based ontifisation of with five receiving sen-
sor antennas (see Figure 4-11) and a dedicatesptrader integrated into the satellite pay-
load. The sensor front-end is integrated on théhHeaice Panel (EFP) of the satellite as in
Figure 5-2 and Figure 5-3 drawn.

RF Interferometer
Sensor/Antennas
._/., 4
AN .
; S

Short
Baseline

N
X
Long
Baseline

Figure 5-2: Feeds Layout on Earth Face Panel

Figure 5-3: Feeds Layout on Earth Face Panel
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Two sensors plus one for the calibration (refergace devoted for the long baseline (100
A) to achieve the required resolution in terms aéclion of arrival estimation, and two
sensors for the short one % to resolve the ambiguity intrinsic with the lobgseline
configuration.

The received signals are then low noise amplified @down-converted at intermediate fre-
qguency (IF) and following moved into the base-bé&BB) for the analog-to-digital conver-
sion (ADC) to be feed into the digital section whigerforms the digital sampling and on-
board pre-processing of the signals coming fronfekes.

As already written, for the practical implementatiaf the technique, it has been taken into
account the already matured experience in the wonkext where the research activity has

been carried out (Thales Alenia Space Italia).

For the design of the sensor section of the oneboderferometer the experience in the
design of antenna feeds for Ku band satellite appbn has been taken into account as in
Figure 5-4 shown. The feed in Figure 5-4 has bessigded and developed in the frame of

a Company Project and currently it is on-boardrofetual operative satellite.

Figure 5-4: 10,00 -12,75 GHz
The receiving section box includes 10 LNA + Dowmreersion chains (5 for H polariza-

tion and 5 for V polarization) and proper redundanmits. A preliminary evaluation,
based on typical figure of merit (FOM), providesedundancy scheme arranged in a 12:10

configuration.

This configuration is therefore able to procespanallel both H and V polarizations. A

simplified block diagram is reported in Figure 5-5.

A reduced number of radio frequency (RF) pathsi$seiad of 10) can be achieved by con-

sidering one polarization at a time in order toua®lthe number of RF paths towards the
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digital section. The main advantage is represehtethe reduced interfaces (waveguide
utilisation) but the drawback is that it is not emyre feasible the parallel H and V polari-
zation signals processing. In this option the reldunty could be applied with a 7 : 5

scheme.

Calibration
Tone

Long

[
e JL%tL 4

Calibration o .
e, »*H— Input Filtering Section, <
L Low Noise Amplifier (LNA)

R

To Digital
Processing
Section

—
Short &" " d -
Baseline | an —
Sensors *H— Down Converter (DWC) | —
Section —>
! 1 i Orthomode Transducer 1
‘ External
& Horn/Patch Antenna (Sensor) ‘ ,\’ Ultra-Stable
Oscillator

Figure 5-5: RaFISS payload RX section block diagram
(baseline with H and V polarization)

After the Ortho-Mode Transducer (OMT) it is necegda use a switch to select the H or
V polarization to be processed. A simplified blatikgram for this option is reported in

Figure 5-6.

In order to have the phase tracked features, arredtultra-stable and low phase noise
reference oscillator shall be used for the dowrnveasion function. If a frequency genera-
tor unit with good phase noise, stability and phaaeking performance is already availa-
ble in the communication payload, some local asill (LO) lines can be devoted for the

interferometer payload functionality.

Otherwise a dedicated Frequency Generator Unit (F&biduld be considered for the inter-

ferometer section.

The most important feature of the receive (RX) isects the phase tracking one: it is
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therefore necessary to design properly all the ®RFing to achieve this target and to per-
form unit procurement with severe phase trackinguirements in order to guarantee to

achieve the required spatial resolution.

Calibration
Tone

MM —_
—
—
Lontr _{
Baselme /—u L/~ -
—
EAIERD To Digital
>~ Processing
—_— Section
MM Input Filtering Section, —_—
Calibration | | —_—
o — ’—h Low Noise Amplifier (LNA)
and —_—
A /
I | Down Converter (DWC)
Short Section
. External
Basel /
S::sles(::se . @ Ultra-Stable
Oscillator
| |

1 Orthomode Transducer P! Horn/Patch Antenna (Sensor)

Figure 5-6: RaFISS payload PL receiving section btk diagram with
the H or V polarization processing option

Furthermore it is necessary to provide a Calibrafione as close as possible to the feed
interface to perform periodically the RF chain lbedtion and ensure the keep the phase
tracking among the RF chains also in presence op&FRk thermos-elastic or unit phase

tracking variations.

The 10 output RF paths are then routed towardgidiéal section which performs the
digital sampling and phase evaluation or only tiggtal sampling according to the selected

architecture here after described.

The digital pre-processing section is interfacedh® radio frequency section through a
frequency down-conversion and filtering stage dsestatized in Figure 5-1. The pre-
processing section provides signals analysis dyreci-board the satellite mainly for what

concern the real-time signal analysis and thefaterto the TT/C or PCC link sub-system.
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Two options could be considered for the RF seabiaiput signal type: direct IF input sig-

nal or baseband demodulated In-phase & Quadrad&€® Gignal components.

Direct IF input signal(baseline option) relies on a less strict seequirements for the RF

sections, but imposes high clock speed on theadligibcessing section and requires adap-
tive equalisation techniques to be implementethén@RSP section making an extensive use
of Digital Signal Processing (DSP) techniques tmpensate the unwanted variations of
RF components parameters as well as the differantang the various RF chain paths.
The flexibility of direct IF sampling is suitable &allow implementation of accurate com-
pensation techniques for electrical path differemc®ng the different RF, IF or BB lines.
RF output signal could be provided on a suitablé&é¢l§uency closed to the baseband sig-
nal bandwidth (e.g. for 1 GHz bandwidth analysisdld be around 600 MHz).

Baseband 1&Q Demodulatioapproach relax the requirement for conversion samgie

of the digital section but requiring the slitting the input channels for coordinated 1&Q
acquisition. In this case the RF section will haveharge the analogical demodulation of
the baseband 1&Q components (e.g. direct Ku - ms@lmown conversion) provided as
input to the digital section. The drawback of thadution is the increased criticality in the
system calibration, indeed the unbalance and m@aiity of the used RF baseband mixer,
plus the mismatch between the two 1&Q input pathpresents a further addition of non-

ideal contributions to be minimized.

The output coming from the Digital Section will bé three types: IF Modulated down-
stream; IF Calibration Signal; Digital Data Interéa

IF Modulated downstreajrgenerated by the digital unit, will carrying aesults related to

the elaboration of the generic acquired scenani@ form to be directly transmitted on
ground by means of the IF injection, in the Paylgadsmission chains (baseline option),
of an additional modulated carrier, or direct cariiom to a dedicated transmission (TX)
section.
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IF Calibration Signalgenerated by the digital unit for system calilmatpurpose. The cal-

ibration reference signal will be provided as maded over IF signal to be up-converted

and injected on the RX front-end of the Geo-locdlan RF section.

Digital Data Interfacewill be suitable for satellite TCR unit interfagirfor the primary

scope to handle Telecommand and Telemetry relatétetUnit Monitoring/Configuration
and (alternative/concurrent option) the additidask to inject the data results of the elabo-

rated acquired scenario over a dedicated hightbifril channel.

RaFISS Transmitting section

In the hybrid architectural configuration, the ddwvk from space and ground sections has
been sized to manage a bit-rate of about 576 Kigitscan be easily allocated in a small
portion of bandwidth. This downlink can be implertezhby the following ways:

1. Via a dedicated channel, which implies the needlaxficated transmission (TX)
section and antenna (additional TM/TC link);

2. Combining the sub-channel data in a telecommumicatiaffic channel (Payload
Control and Configuration or PCC link).

3. Through conventional TT&C channel: in this case gthase estimation is provided
to the TT&C section as a standard telemetry paramet

Since standard TT&C has a limited data rate (up6ti&bps), the new next generation per-
forming TT&C standard system with high data ratpatality shall be used. It has the ca-
pability to manage the TT&C on a bandwidth up telips.

The current baseline is to use one PCC link chameelthe option 2. This solution derives
from the Study described in [RD 20] performed witle European Space Agency in the
2009. As in Figure 5-7 sketched, in this approd&ehdigital samples are modulated in the
digital section while the up conversion is perfodri@efore combining them in the TLC

channel.

The direct current (DC) power and Telemetry/Teleocmnd (TM/TC) interface will use
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the same ones already foreseen for the telecomationigpayload. This approach has been
selected as baseline in order to avoid additioaadiiuare which would have direct impact
on allocation, mass and power budgets. Contintiagattivity the mass and power budget
can be finalised considering the current technokoggd for what concern the space com-

ponents.

TX Antenna
System

RaFISS

’

i

: Interferometer
H Iransponder

1

1

1

1

1

1

Sensor
System

Transponder
Section

|
R

RF Transmission Mixing Section  Up-Converter :
\

Front-End

PA: Power Amplifier Section

LCAMP: Linearized Channel Amplifier

TX: Transmission

TLC: Telecommunication
RaFISS: Radio Frequency Interferometer Sensor System

Figure 5-7: Interferometer Payload (RaFISS) transmssion Section
Block Diagram (PCC Link Channel Approach)

In the first analysis, the main RF interfaces, ngkinto account the proposed configuration

as in Figure 5-7 have been defined as listed invahg:

m 10 WG I/P interface with RF feed sensors

m 1 RF coax I/P interface for LO reference

m 10 or 5 RF coax O/P interface toward the digitatise
m 1 coax I/P interface from digital section

m 1 coax O/P interface toward TLC high power and ougection

RaFISS On-Board Transponder Architecture

Figure 5-8 describes the conceptual architectutbedRaFISS on-boarded system, dimen-
sioned for five RX antennas in dual polarizationdhd V for the linear polarisation or

LHCP and RHCP for the circular one). As in Figuré Schematised, the block diagram
reports at high level the system components andnidie components to interface the RF

section with the on-board digital processor.
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Designing the RF to Digital Unit interface, two apaches have been considered for the
analog signal digitalisation:

1. Direct Intermediate Frequency (IF) sampling witkiagle Analog-to Digital Con-
verter (ADC);

2. Analog quadrature mixer, followed by a double ADC.

Angular
. . Estimation
Digital Output

(Option)

Processing

A
Sampled Frame

(Option) 4 ;

Angular

Correlations
(Baseline)

11111
vwvivvyv
R e |

Reference

Frequency
Generation
Unit

Figure 5-8: Block Diagram of signal acquisition chas of Digital Processor
Operating in Single Polarisation

Typically, an IF sampling operated via a single ABIws digital extraction of the In-
Phase (I) and In-Quadrature (Q) signal componertis an ADC sampling frequency
roughly ranging from a theoretical minimum of 2 +iiBe of the bandwidth of the signal.
On the other hand, a zero IF solution, based amadrqture mixer (i.e. analogue extraction
of the components of the complex envelope), allopsration of the double ADC section
at a frequency ranging from an ideal minimum ofmietup to 1,5 time of the bandwidth.

This means that typically a factor of 2 on the kloate distinguishes the two solutions.

As a matter of example, it can be introduced theolhyesis of the adoption of some opti-
mization, oriented to reduce the demanding and &xiip of the signal processing. The
better way is constituted by the adoption of a némie that needs of a reduced amount of

acquired data (adopting, as example, a down-sagpbiicy) finding a compromise to the
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manifold spectral folding that, under specific hilpsis, could preserve some of the phys-
ical characteristic of the parameter to be estithafe reasonable hypothesis can be to
down-sampling the input signal, subsequently thandated (e.g. 1/100) signal spectrum
can be still suitable for the extraction of the aeance matrix under the hypothesis of
unique dominant applied signal. This is possibleceiin current example, the pre-
processing has not to preserve the full signalrmédion but only execute estimation of
some signal parameters (as is the case of systiimnatian support and DoA covariance
matrix extraction). This kind of under-sampling ipglis more efficiently implemented
within a digital core exploiting the flexibility tanplement fractional interpolated sample
rates suitable to analyse the incoming signalsgudifferent base of decimation. During
the project phases these “optimized” technique hallobject of trade off for evaluation

and best choice implementation.

The second solution, using an analogic quadratuxernas front-end, have as major dif-
ference the displacement in the RF section of teedband demodulation task of the in-
coming signal, using a quadrature mixer (or a catade down converter). The relevant
benefit of this choice is the reduction of the shngprate but, as drawback, there is also
the introduction of the following reported addittdnmpairments typical of a ZIF quadra-

ture mixer:

m | & Q Amplitude imbalance
m Quadrature Phase error

m DC offset

These additional non-ideal behaviours of the RRrchhall be addressed by algorithms for
compensation in the system calibration proceduteculd be responsible, after calibra-
tion, of some residual penalty on performance.tRemrmentioned reasons, we consider this

solution, at time of proposal, as a possible opsind not the baseline.

Narrow Band Approximation

Most part of the above addressed techniques haaredmnsidered in the hypothesis of nar-
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row band signals. Furthermore also most part os&@ching algorithms group of DoA es-
timation methods based on the eigen-analysis ottmeelation matrix, are validated for

narrowband signals. In order to approximate theawaband condition and, on the same
time, maximize the Signal over Noise ratio (S/Mg thannelization of the whole observed
bandwidth is required. The analysis methods isiagpbn each of the coordinated sub-
bands coming from different filters operating omependent sensors as in Figure 5-9
schematically reported. Typically, the channel@atis implemented by means of a poli-
phase FFT filtering, due to the efficiency of thigorithm in term of computational per-

formance. Recently other approaches have beenatgdlto achieve frequency separation

(channelizer function) based on time-frequency (Jighal representations.

Ku Band L Band %
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Y : Y | Y
Acquisition Section Coherent Phase
Integration Comparison

Figure 5-9: Narrow Band Analysis Approximation Concept
During the research activity a trade-off on themam of the two candidate techniques,

hereafter reported have been taken into account.

The Poliphase FFT Filter Bank (PFFB) channelimeakes use of a poliphase filter and M-

point Fast Fourier Transform (FFT) to isolate apd/md sampling the various channels, and
then to efficiently convert each channel to basdbas depicted in the architecture de-
scribed in Figure 5-10 as implementable in a Filogrammable Gate Array component.
The poliphase filter is created through the decasitjmm of the low pass filtgp(n) used to
provide channel isolation on a per channel babkis:fitter pr(n) is obtained fronp(n) by

considering an initial offset of r samples and thgnncrementing by M. i.e.:
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pr(n) = p(r + n-M) Eg. 5-1
In general, in this technique the number of chanalist be equal to the down-sampling

rate, and the sampling rate must be a power otitwes the baseband bandwidth.

It is useful to compare the conventional mixer desenverter and the poliphase down-
converter.

In the mixer down-converter architecture, a segapair of mixers and filters must be as-
signed to each channel of the channelizer and timesers must operate at the high input
data rate, prior to the down sampling. In the neydlad poliphase architecture, there is on-
ly one low-pass filter required to serve all thewrhels of the channelizer, and this single
filter allows baseband down-conversion at the lawpat sample rate. Of course, the two
architectures are completely equivalent, as it lmardemonstrated applying the “equiva-

lence theorem” and the “noble identity” (not reedlhere).
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Figure 5-10: FPGA Poliphase FFT Channelizer Architeture
The Quadrature Mirror Filtering (QMF) is based onam idea to divide the total band-

width in two halves, one high band and one low bdaydusing linear filters. Since the two
sub bands has half the bandwidth of the input $igaeh filtered signal can be decimated
by a factor two without violating the Nyquist cri@ The division of bandwidths can be
performed repeatedly by dividing outputs from poes filtration, which will result in a

tree structure, called a QMF bank. The differegéta in the tree will have different prop-

erties concerning time and frequency resolutiore Titst layer of the tree will have the
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best time resolution, while the last layer will bathe best frequency resolution. In Figure
5-11 a schematic outline of a three-layer filteetrs presented.

When designing the QMF-bank one important thingpasv to choose the filters in each
layer.

It is possible to ussinc or modifiedsincfilters, allowing some degree of cross correlation
between the outputs from the filter pair by using modifiedsincfilter:

By adjusting the scaling and compressioR the properties can be changed. Wik 1

and C =2 the formula describes tlsncfilter, but by lowering the compression parameter
the energy loss, on the transition band, is redasedn effect of that some of the energy
appears in both filter outputs. Tt parameter should then be modified to make the sum

of squares equals one.

we T | 7T VT/

i / Layer3
H | f LayerZ /
\ Layer 1 \ / /

Frequency

time

Figure 5-11: Schematic outline of a three layer QMMbank
The computational complexity of a QMF-bank depeonghe length of each filter and on
the number of layers in the filter bank. If eadtefihasN number of coefficients the fil-
tering and decimation of one filter in the firsyéa takesN /2 multiplications. This means
that the total number of multiplications in thesfilayer isN . For the second layer the
number of filters is doubled. But since the numiiesamples is reduced in the second lay-

er due to the decimation only half as many samglesproduced at this level. This means
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that for a fixed time only half as many multiplicats have to be performed compared to
the first layer. The result is thad number of multiplications is needed in the seclayer

as well. This can be generalized for all layersohhwill lead to the conclusion thafl [N
number of multiplications is needed for the entilier bank, whereM is the number of

layers.

Cross-Correlation Processor

As main idea the System Flexibility should allove teelection of different methods for
DoA estimation, selected on the basis of value/dbF @lue and the number of used sen-
sors. On the basis of different solutions, it imakd the possibility to perform full DSP
Processing on-board e/o post processing on groumdependent by the chosen solution
method, the maximization of the parameter undamesion requires the application of
specific techniques to reduce the Noise contrilbutioon the other word to maximize the
SNR.

Hereafter will be introduced the main processingckl which have in charge of calculat-
ing the Cross-Correlation Matrix needed for Direatiof Arrival estimation common in

several methods based on eigenvalues solutionNgJ&IC algorithm).

The obtained results of the estimator accuracybeaalso generalised as applicable for the
estimation of such single parameters like Phaséei@ifice used during the calibration

phase and in the Interferometry based approach.

The results hereafter shown are referred to a sitionl of an actual Direction of Arrival
Estimator, operating in 1 MHz sub-band. As possdaatinuation of the research activity
all the algorithms implemented in the simulationieznment, can be moved in a hardware
platform adopting a Software Radio Define (SRD)rapgh providing more compact and
performing components installable on-board thellgatecontributing, in this way, to the
reduce the mass and power budget. This will comigiio reduce the final impact of the

proposed system solution on the overall “econoniyhe satellite.

Referring to the actual in-house design, the poegssing block capable to calculating the
Cross-Correlation Matrix, works on a pre-storecckleamples acquired from the feed sig-
nal, each one represented with 8 + 8 bits of pi@tigurther bits dynamic extension is
foreseen in new design).
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This block has a programmable length (up to 122880ples), and it is the input to calcu-
late all the 136 terms of the upper half of ther€lation Matrix (which is Hermitian).

For each term, the basic operator is a complexiptielt operating on two samples to be
correlated (from feed “i* and feed “j"). The comptm of the matrix evaluation requires
up to 12288k 136x 2 clock cycles.

Taking into account that the new design increasesize of samples block to improve in-
tegration performance but, on the same time thestmn system baseline has five RX sen-
sors, we could consider the actual design sizimgedsioned for 16 sensors Beam Form-
ing Network (BFN), a reliable reference for theerdumber handled in the new RFI Geo-

Localisation project.

In new project, we could consider a processing sampate of 2,5 MHz for each 1 MHz
channel Bandwidth under analysis. The acquisitibd®@ + 10 samples corresponds to
40 + 400 ms of duration of the observation/integratvindow that shall be elaborate pro-

ducing the Accumulate Correlation Matrix in reaihé (e.g. each 50 + 500 ms).

At the end of the calculation of each matrix elemewill be stored, as complex number,
into a buffer to be available for next on-boardbelation or ground data delivery via pro-

prietary link.

Telemetry Data Flow Preliminary Dimensioning

Due to the chosen architecture approach the camsidsolution(s) for the space and

ground link connectivity has been the secure TT&€8tesn that is a current existing space
product. Another approach, similar to the TT&Cba&sed in the Payload Control and Con-
figuration (PCC) spread-spectrum link approachsTast has not a dedicated channel but
utilise part of border (close to the margin of tieed bandwidth) frequency bandwidth in

the data traffic transponder. The advantage ofl#isissolution is the possibility to tune the

bandwidth.

TT&C data flow preliminary dimensioning for super-r esolution algo-

rithms

To dimension the link channel the following anatysave been carried out, indeed suppos-
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ing the proposed physical layout based on fiveriatemeters sensor antennas and teen re-

ceiving chains (one for each sensor and polarizpatio

In the layout described above, there are four bees®lwith two polarisations (linear hori-

zontal “H” and vertical “V").

As first approach an FFT (Fast Fourier Transforomgtiwith 2000 points, on a total band-
width of 1 GHz (0.5 MHz frequency bins) has bedeetainto account.

For each baseline, each polarization and eachdrexyubin, it is produced, by comparison
of the signal received by the two sensors, a vedtdr | + jQ where “I” is the “in-phase”

real component and “Q” is the “in-quadrature” intagly component.

As a total 16000 vector&” = | + jQ are calculated, supposing to define each vectdi7by
bits.

The objective is to guarantee that the least saamt bit (LSB) is small enough to resolve

an anglep smaller than 1°, e.g. 0.33°.
For |, the worst case for small anglesciss=0°) — cos{=0,33°) = 1,6586 x 10.
The above value represents the requirement fac$tiBeof | value.
The resolution of | component, obtained with 17, bs't#: 1,52589 - 1075, that is
smaller than the required value.
The same consideration can be done for the Q coampoobtaining the same values.
The total required bits are equal to:

vectorsx (I number of bits + Q number of bits) = 160017 + 17) = 544 kb
Supposing an integration time of one second, ttae tiata rate is 544 kbps.

Final dimensioning with margin could foresee the o$ 18 bit for each component (I or
Q) of the sample. In this case, with the same aptans, the total data rate would be 576
kbps. The data can be transmitted through a conwation channel. In alternative, it can

be used a dedicated antenna or the TT&C link.

TM data flow preliminary dimensioning for super-resolution algorithms

The required telemetry required in this case, &®3n many spatial covariance matrixes
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for the different considered frequency bins.

The covariance matrix is composed b L number of complex values, where L is the

number of the antenna elements.

The number of bits for each complex value that coses one matrix, as well as the num-
ber of frequency bins that is the number of magrite@ be sent on ground, will be deter-
mined during the study.

TM data flow preliminary dimensioning for Sample and Dump solution

A more general solution is the “Sample and Dumbpét foresees an on-board acquisition
of raw signal samples and direct on ground delivdrthem for any kind of off-line pro-
cessing. In this case, it can be imagined thaeéwh sensor (we can suppose as a prelimi-
nary dimensioning five sensors) a certain numbecadfected samples are delivered on
ground. In this case, considering the large amotidata to be delivered, we can hypno-
tize to send on ground only once the samples, atelteon a certain period of time, relative
to a certain frequency bin, that is the one on liiavas observed the presence of an in-

terference.

Let's suppose 100 ms of observation time, and 1Mutput bandwidth (BW) of Poliphase

Channelizing Filter (single FFT frequency bin), wi2,6 Msample/s of data rate per chan-
nel (single FFT bin). In this case the total cakecdata block is of 260 Ksamples. Each
sample is a complex value, with | and Q componamtse sent on ground only once for

each sensor. Supposing 18 bit for each componenfiansensors, the total data to be sent
on ground is of 46,8 Mbit. In the case both poktian are acquired the double will be the
data amount to be transferred. On the Raw dat&k itobe delivered it is foreseen the ap-

plication of data compression algorithms and FE@Warding Error Correction) coding.

Depending by the king of in use downlink channe, data can be sent to ground with dif-

ferent possible data rates, considering the lowa&a thtes give longer transmission time.

5.2 CALIBRATION TECHNIQUES

In order to obtain a RFI geo-localisation in thquieed accuracy of 1 km it is important to
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consider and compensate performance impairmentsodue
m RF chains phase and amplitude errors;

m Satellite drift in its box and attitude pointing.

RF chains phase and amplitude error contributionbEcompensated thanks to a calibra-
tion tone injected in each RF chain, for differérequencies, and elaborated on ground.

This kind of calibration should be performed peitadly.

The direct IF sampling solution, in the hypothesfi®bservedBandwidth (BW) = 1 GHz
produces a required sampling rate which could be pragimately:
1,3x2-BW = 2,6 GSample/s

Looking at rad-hard technology for components, é¢reme on the market several ADC de-
vices capable to provide these requested performanowever, this architecture allows
use of adaptive equalisation in the DSP sectiois; ithplies a benefit in the relaxed re-
quired accuracy for electrical paths calibratiod allows the channel equalisation versus

non-linear phase behaviour.

It is possible to consider two different approachesadaptive phase equalisation: one
based on adaptive FIR filters, while the other Hame transform domain equalisation, typ-
ically addressed as FFT beam-forming, enhanceddpgeific state of the art technique for
ADC non-linear behaviour improvement. Main advaetagchieved in the last approach is
the reduced penalty due to non-perfect matchingidex each single ADC belonging to

classical pipelined architecture of the ADC deviogerating beyond 250 MHz (e.g. Tl

ADC structure).

For the second error contribution, a dedicatedtswiybased on algorithms and ad hoc de-
sign) will be implemented in order to mitigate diféntial effects impacting the accuracy

of measurements required for geo-localizatiorieaton.

In addition, in order to improve geo-localizatioocaracy, a number of on ground refer-
ence fixed stations can be used. Each station gh@mue known position, and transmit a
predefined signal (beacon). On ground, interfergramation estimation shall be improved

from comparison with the reference stations pasiéstimation
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Satellite contribution to the RFI-Geo-Localisation

To enhance the overall challenging accuracy ofRRé Geo-localization system, accurate

satellite ephemerides and attitude data are needed.

Based on standard performance of typical teleconirations satellites, the main contri-
bution to geo-location accuracy is deemed the kadgé of satellite attitude. In the fol-
lowing, a list of the main error contributions inded into the computation of a geostation-

ary satellite pointing budget:

m Spacecraft Structural distortioe.g. structure behaviour, spacecraft thermo-elast

distortion)

m Spacecraft Body pointing Errpdue to attitude sensors accuracy, and to tha-pre

sion of orbit propagator and control loop algorithm

m Spacecraft Body Location errdi.e. Orbital window effect on North/South and

East/West position)

By way of example, assuming as reference the TAR&pus platform (see Figure 4-12),
the pointing error is 0,1 deg order of magnitude e knowledge of attitude provided by
sensors (i.e. gyroscopes, Star Trackers, InfralReth sensor) is 0,06 deg order of magni-
tude (thermal distortions included). It resultstttize order of magnitude of the attitude

pointing error does not allow achieving the reqiiaecuracy in geo-location detection.

The proposed system for RFI geo-localization, whiglbased on RF chains on board,
computation techniques and a suitable strategiofsehown ground stations, has perfor-
mance able to include and resolve the impact oEeynides error on accuracy require-
ments. As a consequence, the satellite affectiRElesystem measurements with second

order contributions justified by the following tvaspects:

a. thermo-elastic distortions of satellite structungel @f all electronics and RF harness
included into the RFI system;

b. high frequency disturbances due to actuators fidé control (i.e. jitter).
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Concerning the thermo-elastic differential effebe earth facing panel (where the sensor
array are installed) has an impact on the measunsmas well as electronics and RF har-
ness of the RFI system. A mitigating action is ofise a proper thermo-structural design
capable of maintaining the mounting panel at a taoigemperature. In addition, the com-
ponents of the RFI-GL technique could be equippiéd dedicated temperature sensors to

compensate, via analytical models, the relevaotr&rr

Jitter is the most challenging disturbance to ba&lwated, since it requires estimating the
torque noise generated by actuators such as reastieels (RW), thrustersand solar

wing motor.

The effect induced by the thruster activation canebsily eliminated by excluding ma-
noeuvre phases (both Station Keeping and RW dedem)y from the interference meas-
urements periods. Appropriate design could be tadefor Reaction Wheel (smoothing

bearing) and solar wing motor (adequate micro-sStepp

Thanks to the capacity of the proposed RaFISS tgobrof achieving disturbance meas-
urements at high frequency, once evaluated thedtgdaactuator torque noise at high fre-

guency, a filtering model on board (e.g. Kalmatefil could be implemented.

Calibration tone level

Appling the analysis as in ANNEX 3, where the caltibn via transfer function parame-
ters estimation is analytically described, a calilon tone level of —15 dB w.r.t. the useful
signal may be assumed as a baseline for Digitaléd28ing operation. This level is equiva-
lent to -35 dBs on the ADC, or -59 dBm per feed.

For this signal level, the single-shot performansephase and gain calibration are sum-
marized in Table 5-1 (assuming full length DFT). Wave to remember that on these fig-
ures an improvement of abouiv or SQRT(N) is expected by the effect of a software

moving average on N estimates.

For the BFN calibration, the calibration tone lexnedy be as high as we want (-24 dBm, or
+20dB vs. the useful signal are assumed), sinsediheration is performed off-line. How-

ever, the input signal to the DSPCOP (tone + noigk)oe even very low because of the

1 A thruster is a propulsive device used by spadearad watercraft for station keeping, attitude troh in
the reaction control system [RD 19].
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necessity of calibrating the attenuator over théirrange.

Tone to Useful Signal Feed to Feed
) FFT Length 1&Q Unbalance
Ratio Unbalance
Gain Phase Gain Phase
-15dB 1000000 0.06 dB 0.5 deg 0.05 dB 0.5 deg

Table 5-1: Single-Shot Performances of Phase and {BaCalibration
We assume 30 dB of attenuation range, and in Tadldéhe performances attainable for

different FFT length and attenuation levels aregiv

Attenuation FFT Length 1&Q Unbalance Feed to Feed Unbalance
Gair Phas Gair Phase
-30dB 100c 0,0t 0,2¢ 0,07 0,7¢
3000 0,03 0,17 0,06 0,75
10000 0,02 0,09 0,05 0,70
30000 0,01 0,06 0,05 0,63
100000 0 0,02 0,04 0,63
-20dE 100c 0,0t 0,2¢ 0,0t 0,3¢
300( 0,02 0,17 0,0z 0,21
1000( 0,02 0,0¢ 0,0z 0,2t
3000( 0,01 0,0€ 0,02 0,22
-10dE 100c 0,0t 0,2¢ 0,0t 0,2¢
300( 0,02 0,17 0,0z 0,17
10000 0,02 0,09 0,02 0,12
30000 0,01 0,06 0,02 0,09
0dB 1000 0,05 0,29 0,05 0,27
3000 0,03 0,17 0,03 0,15
10000 0,02 0,09 0,02 0,10
30000 0,01 0,06 0,02 0,07

Table 5-2: Performances for Different FFT Length aml Attenuation Levels
It must be noticed that in the results here sunmadrithe 1&Q unbalance estimation is
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conducted each time at the same signal level ofetb@ to feed unbalance estimation. This
is due to the structure of the simulation test bermut it certainly isn’t the best choice,
since this first phase may be performed (onceth@optimal working point of the ADC.
Furthermore, higher levels of noise (i.e. lowerlesf calibration tone) should be explored

in order to reduce quantization effects

5.3 SIMULATION ACTIVITY

Starting from the simulation activity as performedhe Lo.C.A.Te. Study [RD 1], a simu-

lator based on MatLAB/Simulink® environment has been designed.

The Simulink simulation block diagram is reportad-igure 5-12.

Figure 5-12: Simulator Block Diagram
The implemented modules are:

m Scenario Definition (Number and position of inteeieces, IPFD and SNR);
m Antenna simulation;

m Covariance Matrix calculation;

m MUSIC Direction of Arrival Elaboration (Spatial Sggeum calculation);

m Find Peaks of Spatial Spectrum:

m Zoom on Spatial Spectrum around peaks for betsauéon.

The first module simulates the Scenario and thea@Gamce Matrix Elaboration as shown
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in Figure 5-13.

In Figure 5-14 in the Spatial Spectrum the spa#ablution in localize the RFI sources is
shown. The references’ meaning is described inrBigul5 where the references are re-
ported to respect the sensor/antennas plane. Theision from (u; v) coordinates (linear

coordinates) to the angular ones is performedeaCtBS.

A I R
R,,(NI):Nle(kl)xj(kl),
k=1

i,j=ll

Figure 5-13: Simulation Scenario and Covariance Maix Block Diagram

Figure 5-14 shows one of the output of the simatativhere the spatial resolution of the
RFI source is shown as output applying the MUSKbathm as in Eq. 5-2:

a" (8)a(6)

PMUSIC(Q) = m Eq. 5-2

The data inputs to the MUSIC algorithm are the nendd the RFI signals and the covari-
ance matrix.

Spatial Resolution

by, B .
Tectio,, o
u

\)'n‘\‘"‘"““ v

Figure 5-14: Simulation Result on the Spatial Speaim
The spatial spectrum of the RFI sources is repated on the geographic map as in Fig-
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ure 5-17, showing through the iso-level lines tleeusacy of the resolution in geo-
localising the RFI sources.

Projection on the u Axis

Source Vector Projection
on the Sensor Plane

Projection on the v Axis

Figure 5-15: RFI signal vector referenced on the pihe
containing the sensors/antennas

The RFI sources are localised in geographic coatdm(latitude and longitude), with the
capability to zoom around the estimated positioesgasing, in this way, the information
on the resolution accuracy. The procedure is sumsathin the simple logic flow in Figure
5-16.

Posizione interferenti - Numero Interferenti =3

I:>MUSIC (H)

Find Peaks

Zoom

Figure 5-16: Simulation flow to

find the RFI sources position im-  Figure 5-17: Result of the position of the RFI
proving the positioning accuracy sources on the map

In the ANNEX 4 the MatLAB code of the main simulation modules is listed.
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6 CONCLUSIONS AND FUTURE WORK

During the doctoral period, it has been carriedaoutsearch activity already started in the
context of the European industrial research suppolly the European Space Agency
(ESA) and answering to some specific exigency augiirements coming from the com-
mercial satellite operators with in the front-lig@itelsat S.A. (France) that is one of the

major SATCOM operator throughout the world.

The origin of the activity preceding the doctoratipd has been concentrated in the defini-
tion and implementation of anti-interference/aataming satellite solutions for the mili-
tary satellite communication (MILSATCOM) contexgrdirmed by the implementation of
ad-hoc solutions for the Italian satellite SICRASigtema Italiano per Comunicazioni
Riservate e ALlarmi) version 1B (launched in 20@®)d SICRAL 2 (launched in 2015

shown in Figure 6-1).

Figure 6-1: SICRAL 2 Satellite [RD 17]
SICRAL satellites are provided of anti-interferefacgi-jamming system operating only on
one of the satellite transponders and utilizingaercomplex antenna configuration that is

not the objective of the work carried out during gtudy.

The results of the research have been utilisedriswering to an invitation to tender pub-
lished by the ESA with the titleOn-Board Interference Geo-Localisation System -
GeLoSY. It has been awarded by TAS-I1 on mid of 2016 #émel contract (ESA contract
number 4000117787/16/NL/NR) has been started e2018.
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The technical solution for the geo-localisationiniedl and studied during the research ac-
tivity has captured also the interest of the SATCOpkrator EUTELSAT that has pro-
posed to invest for the finalization of an in-ordémonstrator (loD) mission installing the
prototype of the studied solution on-board of a&kite scheduled in the next years. For
this reason, EUTELSAT is collaborating in the St oSy.

In the GeLoSy Study the technical solution devetbdaring the doctoral period will be

finalized and a laboratory emulator of the solutwil be implemented starting and reus-
ing the emulation set-up already implemented indbgvity of the LoCATe Study and

shown in Figure 6-2.

Baseband

Equipment IR Noise

Generator

=8 \/ector Signal g Channel

generator " Emulator

Figure 6-2: Laboratory Emulation Set-Up
As described the activity carried out during thetdeal period is continuing with the ob-
jective to verify the effectiveness of the solutionterm of performance and mainly in
term of compliance with the requests of the commeRATCOM operators (represented
in the case by EUTELSAT). The next step will be tlesign and implementation of a fly-
ing prototype to be used of an In-Orbit DemonstrgkoD) mission starting the activities

to define an effective product for the commerciAlTE€OM market.
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Annexes

-99 .



V. Schena’s Doctoral Dissertation XXIX Ciclo

-100 -



V. Schena’s Doctoral Dissertation XXIX Ciclo

7 ANNEX 1

7.1 SUPER-RESOLUTION ALGORITHMS

The processing algorithms described can be dividedtwo broad categories, in relation

to the approach that is used:

m Algorithms based on spectral analysis,
m Algorithms based on the method of subspace.

The first sensor array signal processing technigaés back to World War II. The first ex-
ample of an algorithm based on the spectral apprsacepresented by conventional tech-
nique (or Bartlet). Subsequently adaptive beam-fiogntechniques as the Capon technique
allowed to identify signals with a better spatiasolution. Algorithms based on spectral
approach suffer, however, an important limitatithe performance of the algorithm, which
is the spatial resolution of the signals, are diye®lated to the physical size of the array,

regardless of ability to collect and store data.

Next sensor array signal processing techniquesgusn approach based on the subspace,
allowed the limit to be exceeded, marking the beigio of a new era in the literature of
processing of signals. In this type of algorithros/img skills are not in theory limited by

the physical size of the array.

Errore. L'origine riferimento non é stata trovata. shows the diagram of an antenna ar-
ray, receiving three different signals from differelirections. Appropriately combining
the received signals from the various sensors,possible to make an accurate estimate of

the direction of arrival of each signal emitted.

It is also possible to estimate other parameteis) ss the polarization and the frequency
of the received signals. All the information obtdncan be used in order to obtain a better

adaptation of the pattern to the scenario.

In this section, they are proposed three main algos (MUSIC, Conventional and Ca
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Array of m sensors pon), that, starting from the calcula-

/-

y tion of the “Spatial Covariance Ma-
/. y e \ trix” R, allow to estimate the Direc-
tion of Arrival (DOA) of one or

more signals.

Here below is the outputs of each
algorithm are reported, that is the
spatial spectrum. The spatial spec-
trum has peaks in correspondence of

Source 1 S the Directions of Arrival of the re-

Source 3 ceived signals.

é The MUSIC "spatial spectrum” is

defined as [RD 18]:
Figure 7-1: Scheme of signals which affect from

different directions on a generic antenna array a" (H)a(H)
H

Puusic(6) = " (6)i1°2l6)

Eq. 7-1

The Conventional "spatial spectrum” is definedRiS [L8] :

a” (0) Ralo)
P = Eq. 7-2
. (0) a" (0)a(p) q
The Capon "spatial spectrum™ is defined as [RD 18]:
1
Penr (6) = Eq. 7-3

a" (9)R*a(6)

7.1.1DEFINITION OF THE SPATIAL COVARIANCE MA-
TRIX

Before describing the algorithms, it is approprisderecall briefly the main theoretical
concepts at the base of the models used, defihiegoncept of the Spatial Covariance

Matrix.

An array is made up of two or more radiating eletseappropriately arranged in the space

and electrically interconnected.
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z Figure 7-2 shows a three-dimensional
Source  array with arbitrary geometry and L re-

ceiving elements.

Let's define the vectok(t), containing
the response of the L array elements for

a received signas(t), coming from the

directioné:

xt)=a()st)  Eq.74

where a(f) is the array manifold,
a(8)=[a,(8).....a_(8)]" where a(0) is

the response of the | element of the array

X

Figure 7-2: 3-dimensional array with
arbitrary geometry
for the direction 6, and

x(t) = [x,(8).....x_(8)]" is the vector of the received signal by the L eletsef the array.

In the presence of signals coming from M differeinections, the vectox (t) is the sum of
all the contributions of the different signals, redyn
x(t)=a(8,)s,(t)+...+a(8, )s, (t) Eq. 7-5
More succinctly it can be written:
s,(t)
x(t)=[a6) .. a@,)] .. |=A(6)sh) Eq. 7-6
su (t)
where A(0) = [a(8))....a(8,)] is a matrix [Lx M] and s(t) = [s,(t)....,s,, (t)]" is a vector.
To consider the presence of noise, it is appropt@introduce in the model a random
component to be added to the additional signalivedeby each array element:
x(t) = A(9)dt) +n(t) Eq. 7-7
The first objective of the algorithms that are didmd in this chapter is to extract infor-
mation about the scenario, from the signals recefvem the different feeds of the array.
Data of interest in this context are of spatialunat As a result, information is required
about the cross-covariance between the differemas. It is then introduced the spatial

covariance matrix.

The spatial covariance matrix can be defined as:

-103 -



V. Schena’s Doctoral Dissertation XXIX Ciclo

R = E{x(t)x" (t)} = AE{s(t)s" (t)}A" + E{n({t)n" (t)} Eq. 7-8

where E{} is the expected value.

The expected value aft)s’(t) presented in (7.5) goes under the name of gvartance
matrix of the signal P:

P, 0 0
Elsms"m}=pP=| 0 P, 0 Eq. 7-9
I o - 0 - Puw |
and under the assumption of uncorrelated signats at diagonal matrix. Being zero the
correlation  between different signals, that all théerms B ; with
i #] are zero.

The second addend of Eq. 7-5 represents the cocariaatrix of the noise. Whereas equal
between all the sensors the variance of the statiistoise, equal te?, and assuming that
all the sensors are uncorrelated from each othercovariance matrix of noise takes the
form:

E{n®n" )} = o Eq. 7-10
The matrix P is generally non-singular, until teeeived signals are uncorrelated. In the
case of highly correlated signals the matrix P lmamlmost singular (is singular in the case

in which the signals are coherent).

Consequently, also the matiis, in the case of uncorrelated signals, a nogesar ma-

trix.

The covariance matrix, using the Schur decompaosian be written as follows:

R=APA' +7°l =U/U" Eq. 7-11

Where U is a unitary matrix, whose columns aremidt by L eigenvectors of R, and
/N =diag{11, A2, ... AL} is diagonal matrix composed by the eigenvalueR abrted in
descending ordetl 242 > ... >2AL =20.

The eigenvalues / vectors can be spit in pairsgenvalues / vectors of noise (correspond-
ing to the eigenvaluedy.1,..., AL all equal to each other and of vals and eigenval-

ues/vectors of the signal (corresponding to theraigluesis,...,A v).
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It is therefore possible to decompose the covaeianatrix as follows:

R=UAU" +U A U" Eq. 7-12

n“ n=n

where A, =0o?l.

7.1.2 MUSIC (MULTIPLE SIGNAL CLASSIFICATION)

Numerous methods have been developed based omasptomposition of the covari-
ance matrix, but the most significant innovatioasé been achieved with the birth of the

first so-called subspace based methods.

Among the algorithms based on subspace, the MUBI@tiple Signal Classification) is
undoubtedly the most studied. The main reasonkeofiteat popularity of MUSIC are its
generality and versatility, which allows the apgtion to any type of array, and the ability

to achieve excellent performance in terms of resmiuegardless of the size of the array.

As explained in the previous paragraphs, the siraadf the covariance matrix exact, with
assumption of Gaussian white noise implies thatsihectral decomposition of the same
can be written separately considering the contiobubf noise and signal. The covariance
matrix therefore takes the form:
R=APA" +o°l =UAU" =U AU + U U] Eq. 7-13

Where, assuming thaPA" has full rank (ie in the presence of signals uredated) the di-
agonal matrix/As contains the M largest eigenvalues, namely tholsgeck to the signal.
Since the eigenvectors of the noise that consttheéecolumns ofJ, are all orthogonal to

the array manifold\, we have:
usal@)=0  apfg,..a,} Eq. 7-14

In practice, we do not have the exact covarianceixndut only the matrix of estimated.
Also for the estimated matrix is possible to sefgathe eigenvectors in eigenvectors of the
signal and the noise eigenvectors:

R=UAU"+U A U Eq. 7-15
The operator of orthogonal projection on the subspwise is:

n’ =0 0" Eq. 7-16
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The MUSIC "spatial spectrum™ is then defined as:

Eq. 7-17

Although Ryusi(0) is not a spatial spectrum in the strict sensés (ither the distance be-
tween two subspaces, the noise and signal), it shpmaks at the arrival directions of the
signals, thanks to the property exposed in the/Elgt.

The great advantage of MUSIC that is based on pleetsal analysis, is that its perfor-
mances in terms of resolution are not dependemiéwntenna beamwidth or dimensions.
Independently from the dimensions of the antensamyguMUSIC it is possible to obtain

estimates of accuracy and high resolution, havigdp mnumber of samples and a signal-

noise ratio values.

It is important to notice that MUSIC algorithm fgees the knowledge of the number of
signals.

For the estimation of the number of signals otthgorithms can be considered, such as:

m AIC (Akaike Information-theoretic Criterion),
m  MDL (Minimum Description Length).

The MUSIC, however, has a limitation: it fails inet presence of coherent signals. This
limitation is overcome by a new category of meth@dsd parametric methods, such as the
method of maximum likelihood. This method has hoerethe drawback to have a high
computational cost. In Figure 7-3 the performanteMSIC algorithm is graphically
shown and in Figure 7-4 the comparison among tlssiial Method, CAPON and MU-
SIC algorithms is shown.
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Spettro normalizzato

MUSIC Beamformer
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Figure 7-3 Performance of MUSIC
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Figure 7-4 Comparison of the three algorithms (redconventional,

black: Capon, blue: MUSIC)

7.1.3ALGORITHMS BASED ON SPECTRAL ANALYSIS

In order to report the DOA Estimation algorithmséd on spectral analysis, such as Con-
ventional and Capon techniques, it has to be dafthe output power concept, starting

from the definition of the output signal as a lineambination of all the received signals
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from the various sensors.

The output signals from the different elements rardtiplied by the appropriate weight

factorswi, and subsequently summed.

The output signal of the whole system in the genestant of time t will then be:
L
y(t) =X wix () Eq. 7-18
1=1
Having previously defined as the weight vectomas [wl,...,wL ]T, it can be written:
y(t) = w"x(t) Eq. 7-19
The average power output can then be written as:

18 18 ~
P(w) =N§|y(tk)|2 =N;w”x(tk)x” (t, )w =w"Rw Eq. 7-20

It is interesting to note how the power output &@nwritten in function of the estimated

covariance matrix.

7.1.4DOA ESTIMATION ALGORITHM USING CONVEN-
TIONAL TECHNIQUE

The objective of the conventional technique is taximize the output power of the BFN
for a given input signal. For simplicity, it willkpose the problem in the case of simplifica-

tion of two-dimensional space.

The formulation of the problem is:

mv?xP(w) = mWaxE{wa(t)xH (thw}= mv;awaE{x(t)xH (t)w
= mV?>{E|s(t)|2‘w”a(9)(2 + 02|w|2}

To obtain a non-trivial solution, it is necessasyréquire that the norm of weight vecter

Eq. 7-21

is unitary:
w|=1 Eq. 7-22

The vectow that maximizes Eq. 7-21 is then:

a(0)

a"(0)a(o)

For each directior the weight vector calculated according to (7.2@arms that the re-

BF —

Eq. 7-23
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ceived signals from the various sensors in phase.

Substituting Eq. 7-23 in Eq. 7-20, the output poweresponding to each angle of arrival

0 is true:

SORRICY

Eq. 7-24

By way of example, consider a uniform linear arnaith a vector of steering equal to:

aULA(e)z[l e .. ei(L'l)"’]T

where L is the number of elements in the array and:

@=-kd cosf = —%d cosd

Convetional Beamformer
0.8 / \
0.6

; \
N o

50 60 70 80 110 120 130 140

Spettro normalizzato

90 100
DOA[]

Figure 7-5: Performance of conventional DOA Estima-
tion algorithm

Eq. 7-25

Eq. 7-26

Inserting Eqg. 7-26 in Eq. 7-
24 it can be calculated the
power P@). The conven-

tional technique has very
low resolution capacity, and
these are linked closely to

the size of the antenna.

Errore. L'origine riferi-
mento non e stata
trovata.Figure 7-5 shows

the performance achievable

by means of the algorithm of estimation of the cliens of the signals realized with the

conventional technique. For simplicity, it was colesed a uniform linear array.

7.1.5DOA ESTIMATION ALGORITHM
TECHNIQUE

USING CAPON

To improve performance in terms of resolution calggb numerous changes have been

proposed to conventional technique. One of therateves is the Capon technique.

The Capon technique solves signals also very dlogether, although its resolution capa-

bilities are still closely linked to the size oktlarray.
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The optimization problem of Capon technique cafobeulated as follows:
min P(w) subjectto  w"a(6)=1 Eq. 7-27

It is namely to minimize the power received fromedtions different fron, keeping fixed

the received power in the direction of observation

Using the technique of Lagrange multipliers, th@imization problem of Eq. 7-27 can be
solved. It is obtained:

R™a(6)
Wepp =~ Eq. 7-28
" a" (9Ra(6) q
Inserting (7.25) in (7.17), it can be calculatedal®ws "spatial spectrum™:
1
Pore(6) = ——=— Eq. 7-29

a" (9)Ra(s)
The Capon technique has better performance thaoamentional, and makes it possible

to resolve signals even very close.

The benefits are, however, still related to the sizthe antenna and, of course, to the sig-

nal to noise ratio.

Figure 7-6 shows the performance of Capon techniGeenparing Figure 7-6 witErro-
re. L'origine riferimento non € stata trovata., it is evident how the performance of the

Capon algorithm in terms of resolution is much dretihan those of the conventional.

Capon Beamformer
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Figure 7-6 Performance of Capon DOA Estimation algathm
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7.1.60THER SUPER-RESOLUTION ALGORITHMS

A large number of other super-resolution algorithmse been formulated and evaluated,
giving improved performance over the basic MUSIGoaithm. These include search-free
methods such as ESPRIT (Estimation of Signal Paiensiby Rotational Invariance Tech-

nigue) and TAM, one-dimensional parameter searcthods such as MUSIC and Capon’s
MVDR, and multidimensional search schemes such M®& I(Incremental Multi-

Parameter), stochastic and deterministic max-liceld, and WSF.

Table 7-1 shows a classification of these algorghimto those which works with arrays of
arbitrary geometry and those which are formulateduhiformly-spaced linear arrays. The
algorithms are also divided into those based onstagional invariance, one dimensional

parameter searches and multi-dimensional pararseteches.

Arrays of arbitrary geometry  Equi-spaced linear arrays

Translational
. . ESPRIT [LS, TLS]®
invariance

One-dimentional LG4 HE{e=Tdel)] Maximum Entropy (Burg)
ELE L R B MUSIC{Schmidt) minimum norm (KT)

IMP (Clarke)

Multi-
. . WSF ]
dimentional i . least one translational
Stochastic max. likelihood
parametr search

* Array must process at

L o invariance
Deterministic max. likelihood

Table 7-1: Classification of super-resolution algathms
A particular problem occurs when the incident sigreze correlated, e.g.in the case with
multipath. In this case the MUSIC algorithm does mperform well, and the “pre-
whitening” process is necessary to de-correlatartpat signals applied to the algorithm.
This can be done by taking successive sub-apesamples of the complete array, and us-

ing these as the inputs to the algorithm.
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8 ANNEX 2

8.1 ESTIMATION METHOD OF CHANNELS TRANSFER
FUNCTION

In order to estimate the channel transfer functiooalibration tone is assumed to be swept
over the communication bandwidth. This method reenbalready used in TAS-1 Antenna
Nulling Design. Simulation results show the reqgdiiategration degree for the needed

precision achievement in the module and phase attim

The following signal will be used:
I(NT) :Acosan knT Eqg. 8-1
Q(nT,) = Asirzﬂg knT Eq. 8-2

i.e.ls, (t) = Ae/” with t=nT, and f, = B/K in which B =1 GHz. Hence:

'ZHEkn'g
SN = A Eq. 83
The channel will affect the calibration signal e tfollowing manner:
.. B
o (n) = Aejz vl H(fk)|ei¢(fk) Eg. 8-4

i.e., by multiplying the signal by means of |H@jJd shifting its phase by (f,); after

down-sampling, a single bin (the one where thebcation tone falls, the k-th) of an M
points complex DFT will provide a high SNR meansegiimate both the channel phase

and amplitude attenuation. Hence, defining theivecksignal as s(n), its DFT at frequen-

cy binkis:
M —jerlkr, M j2rtknT, i) —jerBkn,
Sk)y=> gne  * "=>1Ae X [H(f)e"" +n(n) K Eqg. 8-5
n=1 n=1
M
S(K) = AMH(f)le™™ +> " n(n) Eq. 8-6
n=1
The obtained SNR is:
P, _ APM? A2
SNR_= = — =M — Eq. 8-7

noise noise noise
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The complex multiplier to execute the DFT produdthvthe conjugate of the calibration

tone before accumulation will be:

CO{Z]TB knT] serEZnB knTj
K K S|:IIN:|:|:IOUT:|
—serEZnB knTJ co{ZnB knTJ Qi Qour
K K
The extraction of the phase and the relative anmg#itare simply executed by:

it = eor +Qour” _ Wlow” * Qour”
A*M ? AM
and Eg. 8-9

arg{H (f,)}=arc tan%

OUTk
The adaptive coefficients calculation can be dogemteans of Fourier transformation

Eq. 8-8

based standard techniques for error minimisatioarajrihe synthesised filter response and
the desired frequency domain transfer functionstleaeans squares (LMS) algorithm is
one of them.
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9 ANNEX 3

9.1 CALIBRATION VIA TRANSFER FUNCTION PARAM-
ETERS ESTIMATION

Based on company expertise consolidated in prevpoojgcts, is here proposed an adap-
tive phase equalisation approach based on conbigifeR (Finite Impulse Response) fil-
tering. In order to estimate the FIR coefficiettde dynamically loaded in the Filter ar-

chitecture, the following steps must be executed:

1. Continuous mode estimation of the complex H(f) déstg the overall behaviour

of channel processor;

2. Adaptive (continuous mode) calculation of the Fl&efficients for the | and Q
branch;

3. Continuous mode operation of the parallel FIR bn@scdata stream equalisation.

The estimation of the overall transfer functiontleé channel can be obtained by coherent
correlation with the discrete-time calibration tateelf on both the | and Q channels. The
obtained gain over the noise of useful signal ddpesn the numbeM of accumulated

samples and on the relative power of the appli¢itiredion tone.

By design not all of the functions need to opeedtelock equal to the sample rate, since:

1. It is possible (and mandatory) to design the | &&gtion adopting architectures capable

to reduce its operating speed (e.g. interleavedllpdbranches architectures);

2. The FIR filter can be designed in a polyphase peralchitecture whose K branches

are operated at a division by K rate

3. Furthermore, in the hypothesis of extraction of te@ariance matrix for DoA estima-
tion, using a sub-sampling technique, the requsaadples processing rate could be one
every many, that allows a FIR operation in whicliydhe shift register have to be op-

erated at a full rate speed but decimated speebeaised for Digital Signal Processor
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(DSP) multiplying execution in the FPGA. of courti@s simplified method can be ap-
plied only to the pre-processing stage of a radioigmetry system and obviously can-

not be applied to a true digital transponder wigain forming.

Pt Channel | Module = OBDH bus interface —
| Channel 2 Module — |
P Channel 3 Module — ERC 32 processor
processor memory
—p— Channel 15 Module +— Processor Data
and Address Busses
DSP

—p— Channel 16 Module —{ ) X
coprocessor

Reference Module —

—. | LNBFN Calib Module 1 |— Calibration
tone generator

< \
L

LNBFN phase and Amplitude
D Command Module

Figure 9-1: Digital part of the Channel Processor aming
from Company Heritage System

a) H(f) Phase Behaviour b) H(f) Module Behaviour Complex H(f)
A\
/
/

Figure 9-2: a) and b) estimated transfer functionsn phase and module
form; c) complex transfer function as to be synthdsed on | and Q branches

In ANNEX 2 the estimation method of channels trans$finction is detailed.

Performance on Phase estimation

A fundamental theorem in statistics states thagmithe problem of estimating a set of pa-
rameters from a set of noisy observations, theeel@ver limit to the variance of any un-

biased estimator. This limit is known as the CraRao Bound (CRB).

Since the CRB sets the minimum variance that caaché&eved by any unbiased estimator,
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its evaluation is important from both a theoretiaat practical point of view. While in the

general case of the DoA estimation problem thevd&dn of the CRB is intractable, it can

easily be obtained for simple cases. Here it isipds to use the Cramer Rao Bound for
1

vYSNR

this limit can be easily achieved if estimatiorei®ecuted onto an un-modulated carrier af-

phase estimation, i.eoré >

fected by Additive White Gaussian Noise. Hence:
1 1

. N /
\/M A \/ Pcal'vI Pch Eq. 9_1

0.2

noise

Where: P

cal

is the power of the calibration tone aRg,is the sum of the powers of the user
carriers within the 1 GHz Bandwidth (see: Figurg)9-

Phase Estimate Standard Deviation
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Figure 9-3: Approximate standard deviation of Estinated Phase as a function of the

Calibration Tone Power over Total Users Power ratipi.e.,10 - Logq (:C“’)
cTot

The results available in above picture shows tnathhe case of 10 dB SNR, the of the re-
quired Phase Estimation Accuracy of 0,3 Deg. caadbigeved using an integration length

of 2x 10° samples.
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Performance on Module Estimation

Standard deviation of module can be obtained wialai procedure used for the phase.

To assess the performances of the modulus estimaéoshall calculate the variance of
IH(®I*

low=AM H (fc ) cos@ fk))+in|; \

Qouit=AM H (f ) peng fi)) +§:nq;

i=1

) I Trg.? > Eq.
| H (fk) |: ouT ouT

AM 9-2

Ty = E{[l H (f ) |- |H (f )|]2}= E{[| H (fk)|]2}— 2H(f)E{[| H (fk)ﬂ}+|H (F)P

EfjH ()= \
) A’M? |H (f)F cos (@ fi)) + A’M 2 | H (f) [ serf(w(fk))+iAM | H (fi) | i cos@ fi) +
= E M M M M M - =
AM +ZZn|(i)n|(j)+ZZno(i)nq(j)++Z AM [H (f) | rser(g i) Eq.
I > 9-3
L APMZ [H(f) P +>] AM [ H (fi) | i cos f)) +
A min(i) + ) D nelne() + 3. AM [H ()| nser(e 1)
i=1j=1 i=1j=1 i=1 )

Mixed terms (fpcosé¢) e rpeseng), with increasing M estimate the mean and tenzeto
since zero is the mean of @ my, On the other hand, the termemg is an estimate of the

variance so the above mean of |H(f)| is approximatgual to:

_JAMZH ()] +Ma,]
n= AM Eq. 9-4

If o is much smaller than?H(f)f the mean of |H(f)| can be approximated simply with
|[H()|. Let us now calculate E{|H{f}:
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3 el _ ) Tour *+Qour” -
el }—E{ s } \
AM2 H (fic)F cos (e fi)) + A2M2 H (i )1serf(¢(fk))+§:AM [H (fc)|ni cos@ fi)) +

=ﬁE M M M M M . =

A + 2.2 (§)+ 2.3 nene(j) ++, AM [H (fi) Inosen@(fi)) > Eq.
:rziﬂz E{AZMZ H ()] cos (@(f)) + AZM? H (i )1Serf(¢(fk))+zzn|@)m(j)+,,,,}: 9-5
S AMIR MG g 1) 4 T

J
We can now calculate:
2 g, 2 g 2
— 2 2 — 2
Oy —IH ()] +ﬁ+IH(fk)l —2|H ()7 =2[H ()] +A2NM = 2|H(f)|n Eq. 9-6

in whichn has been above calculated

Modulus Estimate Standard Deviation
20log10(1+sigma)

\ \

0,24 -10dB
\ \ \ —o— 20dB
021 —etr 30 dB
\ \ ——0— -40 dB

0,18

Estimate error standard deviation [dB]

. \ \

0,06
Nd N N
N ™ N
0,03 \ \ \ \ \ \ \‘\‘
P~
\\\ \\'f\ \\\ *o.‘,_o‘mMm
0,00 D>
1,00E+03 1,00E+04 1,00E+05 1,00E+06 1,00E+07

Number of Accumulated Samples

Figure 9-4 : Estimated Module Standard Deviation (2*log10(1+sigma)

Simulation Results

A number of simulations have been made to estalistrue performances of the DFT

processor. These simulations required the extemalog environment to be simulated as
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well, in order to achieve realistic results. Thiédwing RF impairments have been consid-

ered in the simulations:

m Calibration tone phase noise (-60 dBc @ 100 H2) -dBc @ 100 kHz, 0,1 rad rms

phase jitter) (labelled PNJ in simulation results)
m Sampling clock jitter (1 ns rms) (labelled PNJimuslation results)
m  Mixer IQ unbalance

m Realistic LP filter (g‘ order Chebishev)

Only two feeds have been considered, focusing enrtpacts of different choices of the

DFT length on calibration in different situations:
m Calibration tone / useful signal power ratio of dBsor -20dB
m Presence of phase noise and ADC timing jitter

m Presence of a disturbing signal at +20 dB vs tleéulisignal

The simulated environment combines the worst cdseweral parameters. For instance,
the actual order of the envisaged LP filter is leigthan five while the total phase jitter

foreseen for the calibration tone PLL shall be sibrimg less than 0.1 rad rms.

Please note that in all the reported simulatiors tbsults are related to differential
measures (w.r.t. a reference feed). The standandtd® values are thus double than the

ones of a single measure.

1&0 unbalance calibration results

In this section the performances of the intra-clehialibration are given. Random values
of p ande have been introduced in I&Q unbalance model, & stimated via Gram-

Schmidt formulas using the values of DFT given by EPGA processor. Statistical prop-
erties of the difference between imposed and egtithaalues have been calculated for a

number of simulations, and are shown in the folloyvilt must be pointed out that these
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results refer to a single-shot estimation, whike Bhgital Processing is expected to perform

a moving average on several estimates to improegtacision. In Figure 9-5 and Figure

9-6 some simulation results are shown.

1Q am plitude unbalance estimation

45
[ “pproc_-15.ixt" o—

4 “pproc_-20.xt"
fit_ro() —
006 —

stddev (dB)

1000 10000 100000 1e+06

FFT length

Figure 9-5: Simulated 1&Q Amplitude
Unbalance estimation

Feed to feed calibration results

stddev (deg)

IQ phase unbalance estim ation

"pproc_-15.6d" o—
"pproc_-20.t"

30 fit_phi(y —
05 —

10

5

0
1000 10000
FFT length

Figure 9-6: Simulated 1&Q Phase
Unbalance estimation

100000 1e+06

For the feed to feed calibration simulation the sanvironment as above has been used,

and the 1&Q unbalance has been introduced, estarete compensated prior to estimate

feed to feed phase and amplitude unbalances. Pipiach makes the phase and ampli-

tude estimation dependent on the effectivenes&@funbalance compensation (as it is in

the realty). However, it must be pointed out the tack of averaging in this block (that

would lead to unbearable simulation times) affélaesprecision of the estimations. In Fig-

ure 9-7and Figure 9-8 some simulation results hosva.

Feed to feed am plitude unbalance estim ation

“pproc_-15.6d" o—

“pproc_-20.6¢t"
fit_gain(y) —
005 —

stddev (dB)

1000 10000 100000 1le+06

FFT length

Figure 9-7: Simulated Feed-to-Feed Am-

plitude Unbalance estimation

stddev (deg)
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Feed to feed phase unbalance estimation
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Figure 9-8: Simulated Feed-to-Feed
Phase Unbalance estimation
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Impact of Phase Noise and Jammer Tone on Gain/Phagstimation

The impact of phase noise and signal on phase a&simn(for 15 dB case only) is given

below.

A phase noise term has been added to the calibratiee phase. This term has been simu-
lated by narrow band filtering of a white noise m@u The noise mask is depicted in Fig-

ure 9-9.

20 T
'ffid.a21i* —
-30
-40
-50
-60
-70

-80

90

-100

-110

1 10 100 1000 10000 100000

Figure 9-9: Simulated Phase Noise Source
The three lines Blue (baseline), Green (phase ramgktiming jitter) and Red (signal at
+20 dB vs. the useful signal) show an asymptoticabeur for high values of the DFT

length, both for amplitude and phase estimation.

Feed to feed amplitude unbalance estimation
25 T T
"pproc_-15.txt" ©—
"pproc_-15pnj.txt"
"pproc_-15jam txt" H—

stddev (dB)
i
wn

-

05

1000 10000 100000 le+06
FFT length

Figure 9-10: Simulated Feed-to-Feed Overall Amplitde Unbalance estimation
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Feed to feed phase unbalance estimation
T

16
"pproc_-15.txt" o—
"pproc_-15pnj.txt" —+—
14 "pproc_-15jam .txt" H—
12
10
>
8
= 8
>
(]
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@ 6
4
2
0 L H
1000 10000 100000 le+06
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Figure 9-11 : Simulated Feed-to-Feed Overall Phasdégnbalance estimation
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10ANNEX 4

In following the MatLAB® [RD 22] code of the main simulation blocks areamd.

Scenario Definition Module

S . I
<082 4
car
clc

nput

i = [41.9 4 7; 1 52.5 7 nee t
Coord int 41.9 12.416667; 0 2.30; 52.51 40.37]; iLat Long frent

i i - ‘I,| J 666 -] 1 L I I L

i i = 41.9 .416667] - ] €

3 4 + t fr

; % [Hz
h coord =« size(Coord int);
= Length coord(l); leg i r
igure (' r','wh Ak |
atlim E = [34, 70];
lonlim E [-30, 45]);

latlim = [min(latlim .v.Ii,Ajni:.l.'.un..r:-;]_.r:i {:,1))~1)), max(lat
1))+1))1;
lonlim [min(lonlim E(1), (min(Coord int(:,2))-1)), max(lonlim E(2), (max(Coord int(:,¢

2))41)));

_El2), (rmxl;‘.n,m.c-;]_.r:! {2, e

Map = worlddatamap med('cr y0 shp',latlim, lonlim);

land shaperead('landare .shp', ' ', true);

grid

held or

i el(s al ( re I - s, num2str (N )1

U v
int( Rout P . V4
P zione ’ rbitale del ellite
int {index,:) - [U,V];
anc

_int(index,1),U_V_int (index, 2));%Routine per nettere lay

del sat te

Lat_Long(index,:) = [lat,lon];
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Convolution Matric Module

Parameters

; U_V_int
F_c = 29E9; % [Hz]
int =« [20.05¢ B

IPFD_int -

SNR=100; %d3 EVENTUA ERE N DIRETTAMENTE COME INPUT

F_sampl = 1ES9; NTC
K 1E6; %Numerc AT
A eff = 1; ¥m2
lin =

Amp int = sqrt
SNR 1in=10," (S
N = mean(Amp int) /SNE
T_sampl = 1/F sampl; % 1T o di Camplonamentc
A = SteeringMatrix(U V int,F int);
size A size(n);
3(_!:.1:|'1:|:YA - 8ize A(l); %Numer Elementi Array
Lambda int = c./F int;

La Ma P

i isce m i d irianza R, P e da
lelle interferenti

1j*randn(N elementi, 1)),

R R/K;
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MUSIC Algorithm Module

EVD and Subspace decomposition

(W, B] = eig(R);

int));

= =MU I
u = -0.13:pass0:0.13;
v « ~0,13:

passo:0.13;
U = lengthiu);
v length{v);
Pmusic =« zeros(V,U);
U

UV =« [ufuu), vivw)];
an SteeringMatrix(U V,F ¢);

Pmusic(vv,uu) = abs(an'*an/{(an'*Zn*En'*an));

n*En*En'*an');
ena
% Pmusic Pmusic/max (max (Pmusic))

?::.L:l:_dl"x = 10*logl0(Pmusic);

surf(u,v,Pmusic);

{u,v,Pmusic dB);

yviabel ('v')

held on

Lat_grid = zeros(V,U);

Leng grid = zeros(V,U);

for uu = 1:1:U

for vv 1:
[Lat, Long!= uvZlatLong(u{uu),vivv));
if (isreal (Lat)&éiareal (Long)

.

Lat grid(vv,uu)

i

Long grid(vv,uu) = Long;
else
Lat grid(vv,uu) = real(Lat);

Long grid({vv,uu) = real(Long);

end

figure ('Color','white') §&f

)
latlim = [min(latlim E(1),min(min((Lat_grid)))), max(latlim E(2),max((max«
(Lat grid))))):
lonlim [min(lonlim E(1),min(min{{Long grid)))), max(lonlim E(2),max{(max¥
(Long_qrid))) ) ):
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RFI Geo-Localisation Module

1 v index) FindPeaks (u,
N_irt,1);

= zeros(N int,1);

or index =1:1:N int

real = find(u>0 V int({index,1),1,

v real = find(v>U V in

real pos(index) = Pmusic_dB(v_real,u_

=« zerca(N_int,2);

uv2Llatlong(Stima u v in

g int(index,:) = [lLat,

plotm(Stima_lat_long_int(:,1), Stima lat_
held on

v, ’musi

(index,2),1,'fir

st');
st');

real);

t (index, 1) ,Stim

Long);

long_int (:
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2),

int);

Prusic dB(u v index({index,2),u v

a

k4!

)i

index (index,1));

int (index, 2));
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RFI Position Zoom Module

$§ === Zoom
tic
N_zoom = 10;
passo_zecom - passo/N_zoom;
Stima u v _int zoom = zeros(N_int,2);
Stima lat long int zoom = zeros(N int,2);
for index = 1:1:N_int
u_zoom = (Stima_u_v_int(index,1)-passo) : passo_zoom : (Stima_u_v_int (index,1)
+passo);
v_zoom = (Stima_u_v_int(index,2)-passo) : passo_zoom : (Stima_u_v_int (index,2)
~passo);
U = N zoom*2+1;
V = N_zoom*2+1;
Pmusic_Zoom = zeros(V,U);
for uu = 1:1:0
for vw = 1:1:V
UV = [u_zoom(uu), v_zoom(vv)];
an « SteeringMatrix(U_V,F_c);
Pmusic Zoom(wv,uu) = abs(an'*an/(an'*En*En'*an));
end
end
maximum = max (max(Pmusic_Zoom));
[vv,uu] = find(Pmusic_Zoom == maximum);
Stima_u_v_int_zcom{index, :)=[u_zcom(uu), v_zoom(vv)];
[Lat, Long]= uv2Latlong(Stima u v int zoom(index,1),Stima u v int zoom(index,2));
Stima_lat_long_int_zoom(index,:) = [Lat, Longl;
end

figure ('C
latlim = [min(latlim E(l),min(min((Lat_grid)))), max(la;lim_E(2),max((max¢
(Lat grid))))1:

lonlim = [min(lonlim E(1l),min(min((Long_grid)))), max(lcnlim_E(2),max((max{
(Leng_grid))) )]s

Map = worlddatamap mod('cntry02.shp',latlim,lonlim);

land =« shaperead('landareas.shp', 'UseGeoCoords', true);

grid on

held on

plotm({Ceord_iInt(:,l1), Coord int(:,2), 'r*');

held on

plotm(Stima_lat_long_int_zoom(:,1), Stima_lat_long_int_zoom(:,2), "k+');
held on

or','white') %figure (3)

% --- quadratini -----
R _pol = €356.988; %[Km]
R_mean = 6371.005076123; %[Km]
DeltaLatl¥m = 360/ (2*pi*R pol); %[deg/Km]
for index = 1:1:N_int
lat = Coord_int (index,1);
long = Coord_int(index,2);
R_lat = R_mean * cos(lat*pi/180);
DeltaLlonglKm = 360/ (2*pi*R_lat); %[deg/Km]
Lat_guad = [lat+Deltalatl¥m, lat+DeltalatlKm, lat-DeltaLatlKm, lat-DeltaLatlKm, v
lat+DeltalLatlKm];
Long quad = [long-DeltalonglKm, longt+DeltalLonglkm, long+Deltalongl¥m, long-W
DeltaLonglKm, long-DeltalonglKm);
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Position Accuracy Improvement Module

] Zeom dello Zoom

tic

N_zoom = 10;

passo_zecom_old - passo_zocom;
Stima_u_v_int_zoom_cld = Stima u_v_int_zoom;
passo_zoom = passo_zoom/N zoom;

Stima u_v_int_zoom = zeros(N_int,2);
Stima_lat_long_int_zoom = zeros(N_int,2);
clear u zoom;

clear

clear
for index = 1:1:N_int

Zoom;

u_zoom = (Stima_u_v_int_zoom_old(index,1)-passc_zoom_old) : passo_zoom

(Stima_u_v_int_zoom_cld(index, 1) +passo_zoom_old);

'y

v_zoom = (Stima_u_v_int_zoom old(index, 2)-passo_zoom old) : passo_zoom :v

(Stima_u_v_int_zoom_old(index,2) +passco_zoom_ocld);
U = N_zoom*2+1;
V = N_zoom*2+1;
Prusic_Zoom = zeros(V,U);
for uu = 1:1:0
for vw = 1:1:V
UV = [u_zoom(uu), v_zoom(vv)];
an = SteeringMatrix(U V,¥ c);
Pmusic Zoom(vv,uu) = abs(an'*an/(an'*En*En'*an));

end
end
maximum = max (max(Pmusic_Zoom));
[vw,uu] = find(Pmusic Zoom == maximum);

Stima u v_int zocom{index,:)=[u_zcom(uu), v_zoom(vv)]

XXIX Ciclo

[Lat, Long]= uv2lLatLong(Stima_u_v_int_zcom{index,1),Stima_u_v_int_zoom(index,2));

Stima lat long int zoom(index,:) =
end

[Lat, Long]l:

figure ('Color','white') igure (3)

latlim =« [min(latlim E(l),min(min((Lat_grid)))), max(latlim E(2),max((max

(Lat_grid)))) )

lenlim = [min(lonlim E(l),min(min{{Long_grid)))), max(lenlim_E(2),max((max¢

(Long_grid))) ) ):
Map = worlddatamap mod('cnt:
land = shaperead('lands

yords', true);

grid on
held on
plotm(Coord_int(:,1), Coord int(:,2), 'r*');
held on

plotm(Stima_lat long_int_zcom(:,1), Stima_lat_long_int_zocom(:,2),
held on

$ --- quadratini -----
R_pol = 6356.988; %[Km]
R_mean = 6371.005076123; % [Km|
DeltaLatlKm = 360/ (2*pi*R_pol); %[deg/Km]
for index = 1:1:N_int

lat = Coord_int (index,1);

long = Coord int(index,2);

R_lat = R_mean * cos(lat*pi/180);
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12LIST OF ACRONYMS

BB
BFN
BSS
CONS
CRB
cw
DSP
DVB
DVB-RCS
DVB-RCS2
DVB-S2
EIRP
EoC
ESA
FFT
FGU
FIR
FoM
FPGA
FSS
FWD
GBFN
GEO
GS
GTW
HPA
I/F

IF

ITU
LFM
LHCP
LNA

Base Band

Beam Forming Network

Broadcasting Satellite Service
Disadvantage

Cramer Rao Bound

Continuous Wave

Digital Signal Processor

Digital Video Broadcasting

Digital Video Broadcasting — Return Chan8atellite
Digital Video Broadcasting — Return Chdridatellite 2
Digital Video Broadcast by Satellite, Secdbeneration
Effective Isotropic Radiated Power
Edge of Coverage

European Space Agency

Fast Fourier Transform

Frequency Generation Unit

Finite Impulse Response

Figure of Merit

Field Programmable Gate Array

Fixed Satellite Service

Forward

Ground Beam Forming Network
Geostationary Earth Orbit

Ground Segment

Gateway

High Power Amplifier

Interface

Intermediate Frequency

International Telecommunication Union
Linear Frequency Modulation

Left Hand Circular Polarisation

Low Noise Amplifier
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LO
Lo.C.A.Te.
LOS
MCPC
MSS
MUSIC
OMT
P/L
PCC
PROS
QoS
RaFISS
RD

RF

RFI
RHCP
RTN
RX
SATCOM
SICRAL
SML
SNR
SotA
SSPA
TAS-I
TC
TCR
TLC
™
TRL
TTC&R
TWTA
TX

Local Oscillator

Low Cost Anti-Interference Techniques @mmercial SATCOM
Line Of Sight

Multiple Channel Per Carrier

Mobile Satellite Service

Multiple Signal Classification
Ortho-Mode Transducer

Payload
Payload Control and Configuration
Advantage

Quality of Service

Radio Frequency Interferometer Sensor System
Reference Document

Radio Frequency

Radio Frequency Interference

Right Hand Circular Polarisation

Return Link

Receiver or Receiving

Satellite Communications
Satellite Italiano Comunicazioni Riservate ed Abhé
Stochastic Maximum Likelihood

Signal to Noise Ratio

State-of the-Art

Solid State Power Amplifier
Thales Alenia Space ltalia
Telecommand
Telemetry, Command and Ranging
Telecommunications
Telemetry

Technology Readiness Level

Tracking, Telemetry, Command and Ranging
Travelling Wave Tube Amplifier
Transmission
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