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Abstract—This work deals with Inverse Synthetic Aperture Radar
(ISAR) autofocusing of non cooperative moving targets. Therelative
motion between the target and the sensor often provides thengular
diversity necessary for Range-Doppler ISAR imagery but als unwanted
range migration and phase changes generating defocusinga the case of
non-cooperative targets, the relative motion is unknown: SAR needs
hence to implement an autofocus step, also referred to as mon
compensation, to achieve high resolution imaging. This té&sis typically
carried out via the optimization of proper functionals based on general
image quality parameters. In this work, we propose the use ofa fast
and accurate motion compensation algorithm based on the @station
of the Doppler parameters, thus fully coping with the nature of the
imaging system. The effectiveness of the proposed method pgsoven on
both simulated data and data acquired by operational systeisi

Index Terms—ISAR, FMCW, Doppler Parameters Estimation Algo-
rithm, Doppler Centroid, Doppler Rate.

I. INTRODUCTION

Inverse Synthetic Aperture Radar (ISAR) is a technologyt th
exploits the sensor to the target motion to form a two-dirieerad (2-
D) detailed images of moving targets [1]. The use of largedbadth
transmitted pulses allow on one hand a high range resolulibe
coherent combination of target echoes received at diffeaspect
angles provides, on the other hand, a high cross-rangeutisol
The key element for high cross range resolution is the aspepilar
diversity, which is either due to the target rotation or iceld by
the target cross range motion: in the latter, more realistge, the
unavoidable variation of the sensor to target distancesledb to the
presence of phase terms that, if uncompensated at the ifigcsisige,
may generate heavy defocusing. To achieve very high résolut

imaging, such phase term has to be thus compensated by Moti N

Compensation (MoCo) procedures [1]. Typically, the tarigenhot
cooperative with the sensor: The required focusing paramrsedire
therefore not known a-priori and must be estimated direfrilyn
the radar data by means autofocusing procedures implechahtee
motion compensation stage [1].

Several motion compensation algorithms have been dewtlop

and proposed in the recent literature [2]-[7]: They are dsily
divided in parametric and non-parametric methods. Now@aspatric
techniques such as the so called envelope correlation ohd@jp
the global range alignment [3], the Prominent Point Prdogss
(PPP) [4] and the Phase Gradient Algorithm (PGA) [5] are ve
simple and popular, mainly because they do not require angeino
assumption. However, such methods can only achieve adesran
the order of fractions of the range resolution whereas tlgeired
accuracy is on the wavelength fraction order. Other noaspatric

methods, such as the Maximum Likelihood [8] technique arel ﬂl
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Joint Time-Frequency Analysis (JTFA) [9] technique, haegerbalso
proposed. Such techniques typically divide the entire olag®n
interval in multiple frames that are separately processegenerate
multiple range-Doppler images. The relative motion in thise
must be considered negligible within each frame to avoidetar
defocusing. The achieved cross range resolution is theerltian
that obtainable with techniques exploiting the entire obmtion
interval. Nonetheless, advanced methods such as the Sanfitf]
can use the entire observation time and produce high résoll8AR
images.

Recently proposed parametric approaches, specificaly rtega-
entropy or Image Contrast-Based Technique (ICBT), aregrized
to be state of art methods for achieving very high resolut®AR
images.

A simple and computationally efficient ISAR autofocusinggraetric
approach, namely the Doppler Parameters Estimation Alguori
{SDPEA) has been proposed in the context of refocusing of ngptar-
gets in SAR images [11]. DPEA is based on a very efficient Dexppl
parameters estimation module. SAR DPEA refocusing estisntite
Doppler focusing parameters by updating the starting Dappite
value estimated from orbital state vectors, see (31) in.[13AR
systems are typically fixed and for non cooperative tardegeetis no
initial estimation of the radial acceleration. The methasl proposed
in [11], is therefore not directly applicable to an ISAR st In this
work, we propose an improved version of DPEA able to perform a
ISAR focusing, i.e. the focusing of moving targets sensed Isyatic
radar.

In this work we address the development of an approach able to
operate regardless of the a-priori knowledge of the ini¢istimates
of the Doppler parameters. Respect to known parametricoappes
based on optimization of general image quality measuresnermet.
ICBT [7] or entropy minimization [6], the proposed approatploits
the intrinsic characteristics of the acquired radar sigttals fully
coping with the specific (Doppler) peculiarities of the ragaaging
salstem.Thanks to this feature, as shown in the experimental results
Section, DPEA generally allows to achieve focusing cajtéslcom-
parable or even better than classical parametric basedodgthut
with a reduced computational cosThe latter feature is particularly
appealing for operational purposes especially for quaal tiene
imaging of moving targets for harbour traffic monitoring.

ry

II. SIGNAL MODEL

To describe the received signal, we refer to the geometrictizp
in Figure 1 where the sensor is located(@t0, ») in the system of
coordinates(z1, 2, r3) and we consider also the reference system
&1,&2,¢&3) on the target: the latter is assumed to move along an
arbitrary trajectory. In a typical ISAR scenario, by assognithat
the target size is significantly smaller than the radareiadistance
(iso-range approximation)R(&,ts) ~ Ro(ts) + &isin(0(ts)) +
&acos(0(ts)), whereR(€,ts) is the distance at time, between the
sensor and a scatterd®y(ts) is the modulus of the vectaR(ts)
which locates the position of the reference point on theetagee
Figure 1).
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Fig. 1: Reference geometry of the ISAR system.

We suppose that the sensor transmits an ideal pulse with {ﬁ%q

target is smooth and regular so that the distaRgét,) can be well
approximated by second order Taylor polynomial:

Ro(ts) ~ Ro + vrts + art?, (5)

where vy = Ro(0) and ar = Ro(0)/2: dots and double dots
represent the first and second derivatives with respectddatithe.
The coefficientsvr and ar are the radial component of the target
velocity and acceleration, respectively: They are alsateel to the
uency Doppler parameters (the Doppler centrfigh and the

bandwidth B at a carrier frequency, over an observation interval Doppler ratefpr) as follow:

of T [1]. In the following we will assume always the frequengy
and the slow-time be limited in|f — fo| < B/2 and|ts| < T'/2.

The signal backscattered from the target to the sensor,natida of
the frequencyf and the slow-timé, is given by:

S(f,ts) = eI E R [ [ y(g) £0)

ed4m L (€15in(0(ts)) +e2c0s(0(t))) ge, g,

@)

wherec is the speed of light(¢1, &2) are the cross-range and (slant)

range coordinates respectively defining the target imaplage and
~v(&1, &2) is the reflectivity function representing the projectiortioé
3-D reflectivity function on the image plane [1]. Equatior) {4 the
classical expression of the ISAR signal: it highlights tthet received
signal can be considered as a the Fourier Transformatiopdfthe
backscattering function associated with the target in arpgbmain.

Generally, the observation intervalis small and the rotation may be

~

assumed uniform so that(ts) ~ Qe rts whereQ. s is the modulus

of the effective rotation vectof2.;¢. The received signal in (1) can

be thus rewritten as:

S(f,ts) ~ e ITERMID(f 1) @

where letting, R, = ¢/(2f0QessT) (cross-range resolution), we

have:
T(f,t) = / / V(6 E)e 2R Tt mi2n e e e, (3)

In coherent imaging contexts the reflectivity is assumed deeha

(real) positive, i.e., zero phase, autocorrelation [13nkk, hereafter

we assume that the autocorrelatiorgfi.e. Rr is (real) and positive,

(6)

Both motion coefficient®, anda., can be thus retrieved by estimat-
ing the Doppler centroid and the Doppler rate parametersraiée
to (2) and hereafter, just for sake of simplicity, we reasatin\& one
dimensional signal by neglecting the dependence on theidrey,
thus by lettingf = fo. We have therefore:

2
fDCZ—va fpr = —ar.
c c

—jor DR 42
Sbg(f7ts)ée j2n(fpcts+—5 iS)FO(ts)7

@)

where, for sake of simplicity, we have substituted the refelbetween
the motion parameters and the Doppler parameters as esglain
the formula (6) ando(ts) = T'(f = fo,ts).

A. Doppler Centroid Estimation

The Doppler centroid is a key parameter for the cross-range
focusing: It represents the average Doppler shift whiclectsf the
backscattered signal. The Doppler centroid estimatiorbiained by
re-adapting the algorithm proposed in [13] in the contextlaBsical
SAR focusing. With reference to (7), let us define the follogyi
function:

So(ts) 2 e F™PRED (1), ®)

Therefore, the signal defined in formula (7) can be easilytenmias:

Sbo (ts) = So(ts)e 72mIpets ©
The (discrete time) autocorrelation functid? (k) is therefore:
Rs,, (k) = Rs, (k)e*ﬂrrkTRch. (10)

so that the FT ofRr, i.e., |y|> may be assumed concentrated around

the origin.

To reconstruct the ISAR image, however, a key step is reptede
by the motion compensation stage, which consists of evafyiand
compensating the phase tereap{—j(4nf/c)Ro(ts)}. Following
this operation a simple inverse FT provides the wanted tasg®n-
struction: This approach is known as Range-Doppler appr¢ak
The Point Spread Function (PSF), i.e. the impulse Respamsetibn
(v(&1,&2) = v00(&1,£2)) can be easily derived as being equal to:

s1(7, fa) = wwITB |sinc [B (T — %)”
‘sinc [T (fd — 55l )] ‘ )

Ry T
wheresinc(xz) = sin(wx)/(7wx), 7 is the round trip delayf, is the
doppler frequency.

(4)

I11. DOPPLERPARAMETERSESTIMATION ALGORITHM

MoCo procedure is a fundamental step for the generationgif hi

resolution ISAR images. In the case of non cooperative tardbe
motion parameters are unknown to the sensor. To achievechigs

with R, being the autocorrelation function of the sampled version
(ts=kTr k=0,1,...,N — 1) of the signalSy(¢s). As already
mentioned in Section Il we assume th&t is real and positive.
This assumption stems from the fact that the Fourier specio
the received signal along the slow time is peaked around dpeldr
frequency associated with the radial velocity of the targetording

to this consideration, by measuring the phase of the coioala
function defined in (10), it is possible to estimate the Depgkntroid

as follows:

foc(k) = ey, (T Uy, (k) 11

wherearyg is the phase extraction operator. A Maximum Likelihood
estimation offpc can be achieved as in [14]. A robust and accurate
centroid estimation, close to the Maximum Likelihood estiion
derivable when the observed scene is described by a withes@au
process can be achieved by setting- 1 in (11).

B. Doppler Rate Estimation
The algorithm for the estimation of the Doppler rate takespira-

range resolution, the term(¢s) has to be estimated directly fromtion as well as from a previous algorithm developed for famySAR

the data and removed. DPEA exploits the Doppler propertigheo

images acquired by satellite sensors [15]. It exploits thieding

ISAR signal to estimate the target motion parameters for MoClinear mapping:fs = fprts between the Doppler frequengy and
We assume that the relative motion between the sensor and tihe slow-timet,. The rationale of the method is that fgpr # 0
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two sub looks corresponding to different doppler windowsvjie, TABLE I: Simulation Parameters.
a_ccordlng to Ilne_ar mappingfs = fD}.Qts, images centered at Parameters Specification
differentt,. To estimate the slope of this linear mapping, the proposed Carrier Frequency 9.26 GHz
algorithm exploits the cross correlation between image®igged by Bandwidth 300 MHz
at least two sub-apertures. We assume that the Dopplenattérm Observation Interval ls
has been compensated as explained in the previous subrseatid, Pulse Repetition Frequency 650 Hz
: : . Target radial velocity 5n/s
therefore we next refer to the signdh(ts) defined in formula (8). Target radial acceleration 045,/ 52

It can be shown that the cross correlation function betweaensiub-
looks, S; and .Se can be written as:

R s, (V) = FT{RFO (W)RFO(_n)e_'jQWfDR%nAQ(%)} =

(v—fprT/2)
A tpprin]

(12) the difference between two iterations is below a pre-segsthold:
convergence typically requires very few iterations.

whereA() is the classical triangular function. A thorough mathemati! "€ @lgorithm performs subsequently the Doppler rate estim by

cal derivation of the above formula is provided in the suppgiatary XPloiting the procedure described in the Section I1l-Be Eistimated
file CITARE IL FILE SUPPLEMENTARE From (12), it is seen Value is used to compensate, again in the range frequencgidpm
that A is defined as the ET O{Rro(n)Rrg(fn)Az(%)}i the latter the whole range migration. S|m|IarIy_ to the centrou_ll corrma‘:t_mn,
is a real, even and positive function. Therefore, reasoraagin the ratv_s estlmat|op gnd cqmpensauon stgps are |teramt?.t|@1s
the previous subsection, it can be concluded tHamchieves its '€ ty_plc:":llly very limited. Finally, the algorithm perfosnthe “Final
maximum value in the origin. In the simplified case of a Singléocusmg block for generating the Range-Doppler ISAR imagth

scattererRr, (n) is a constant function and therefore reduces to the estimated parameters.
the convolution between two squarethc() functions. In any case,
i.e. either in the presence of a dominant scatterer on in amor
general situation of a target with distributed scatteréng, cross-
correlation between the two sub-looks produces a maximéat t This section aims at demonstrating the effectiveness ofptioe
position fprT /2. According, by measuring the maximum of theposed technique with tests on both simulated data and dgtared

IV. EXPERIMENTAL RESULTS

cross-correlation function, that is: by operational systems. Results achieved by the proposéaditpie
R T have been then compared with those obtained by a state ofacart m
Ymaz = I Max {Barso ()} = for (13) " tion compensation parametric technique for accurate asii&AR

imaging, namely: the Image-Contrast Based Technique @eiising

it is possible to achieve the estimation of the Doppler rate a .
P PP algorithm [7].

—~ 2
fDR = ?Vmaac (14)

C. Overall Processing Procedure A. Smulated Data

In this section we provide an overall description of the ISiafag- ~ The first test is carried out on a simulated data-set correspo
ing based on DPEA for motion compensation. The block diagsam iNg to a ship. A point target simulator has been developed, an

the proposed procedure is shown in Figure 2. We start frora d&tata corresponding to a ship target supposed to be movirly wit
a rectilinear trajectory with uniformly accelerated mati¢constant

radial velocity and radial acceleration) have been geadraThe
simulation parameters are summarized in Table |. The stiook&
have been exploited for comparing the estimation perfooesrof
DPEA and ICBT methods in the presence of noise; to this endatee
has been corrupted by additive white Gaussian noise. Moaté C
I : b : simulations have been run to quantify the estimation perémrces

radar system {arget
data selection

ate fpr ate centroi centroi
rate rate ld cunlroldv umm_ud

Doppler Parameters Estimation Algorithm for each motion component: a total 660 trials are processed for
. SAR each SNR value with the aforementioned simulated ISAR Byste
1na i . . . . o
focusing image From the statistical analysis shown in Figure 3, it is seat the

Fig. 2: Block diagram of DPEA processor. The dashed arrows repréken proposed DPEA method allows achieving better accuracy tO&T
pgésibility to iter%te the estimati‘())n procedures in ordetake into a?u;ount both of the radial "‘?'OC'W and radial acceleration. Th|$e$teq t‘?
possible residual errors. the fact that DPEA is based on the measurement and optimizefi
quantities related to the Doppler phase history which isyaf&ature
generated by a generic radar system, it could be a classits¢@ in the imaging mechanism. With reference to the radial vglpc
radar or Frequency Modulate Continuous Wave (FMCW) radae TICBT performs better for very low SNR: This is probably due to
target selection module in Figure 2, also known as croppigag, the high contrast characteristics of the simulated scehe.flatness
necessary for extraction of the data relative to the tar§@tterest, of the DPEA curve indicates a very high robustness of the qseg
which is typically present together with clutter and othargets. Doppler rate estimation procedure to achieve high acculagsis.
After the cropping of the data, as illustrated in Figure 2 HAFfirst  Finally, as for the computational costs, it should be paintet that
of all estimates the Doppler centroid by exploiting the pdare the application of optimization procedure generally @ariout in
described in the Section IlI-A and then operates its comggéns It ICBT to speed up the computational time performances was not
is worth to note that this compensation is carried out in #uege possible because of the presence local maxima in the imageasb
frequency domain to accommodate also the so called range whinction corresponding to cases of low SNR. Accordingly 68T
(linear component of the target range migration). In ordemprove was run with the exhaustive search (brute force search)hwisic
the estimation, the process can be iterated (see the daskg¢dimtii  extremely time consuming.
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Fig. 3: Performance comparison between DPEA and ICBT in the case of iceT
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TABLE II: System Parameters of the CMRE radar.

~
&
o)
S
&
<]
a

Parameters Specification 0
Carrier Frequency 9.6 GHz -30
Bandwidth 300 MHz
Range RESOIUtion 050 m 2701200 1250 1300 [1]350 1400 40
PRF 611,546 Hz fange ]
Observation Interval®) 3,349 s

(c) Ship focused by ICBT.

. . Fig. 4: First case study with data acquired by the CMRE operational
B. Data acquired by operational systems system: comparison between DPEA and ICBT.
In order to validate and test the proposed technique in réiffie

operative conditions and in presence of different clutiegnsrio, TABLE I11: Comparison Parameters férst case study

the Doppler Parameter Estimation Algorithm has been tesfi¢al Parameters Raw Data DPEA ICBT
two independent FMCW X-band radar systems. The resultsraata Contrast 2.563 3.963 3.959
by using DPEA have been again compared with those genergted b Entropy LAt 6.082 AL
ICBT. The comparison analysis between the two differenbrtigms Peak 5310 x 10° | 3.486 x 107 | 3.775 x 107
Computational load, § 0.528 1.756

has been carried out by considering the following featumesige
visual quality, image contrast, entropy of the image intgnpeak

value of the image intensity and computational load. Non-Cooperative Targets” in Livorno (ltaly) in 2014 by usitthe

1) First Case Sudy: As first case study, the Doppler ParametefjAg|TAT radar system. The main radar parameters are ikustt in
Estimation Algorithm has been tested with a maritime X-banglype |v.

radar system data-set owned by Centre for Maritime Resefirch

] _ ! X ‘ In Figure 5(a) it is shown the cropping of a moving ship in the
Experimentation (CMRE) in the Gulf of La Spezia (Italy). Timain

! ’ ‘ Y range-Doppler domain with an observation intervalld¥ seconds.
radar parameters are illustrated in Table II: typical ofegarange as can be seen the range-Doppler image of the target, alsoisn t
values are between 2 and 5 Km. _ _ case, is affected by a rather large defocusing involvingrislg

We have considered the problem of focusing the moving shigrects: The different point scatterers representativéhef ship are
showed in Figure 4(a) acquired with horizontal polarizati®\s ot easily distinguishable. Figures 5(b) and 5(c) show thede-
evident from Figure 4(a) the target image is affected by i&ms poppler images of target refocused with the DPEA and the ICBT
able de-focusing, in fact, the range-Doppler target imayews a (echniques, respectively. From a visual inspection, botthods

significant blurring and thus it is not possible to identifietshape ,chieve satisfactory results. In fact, also in this case dvetours
of the vessel. The images obtained using the DPEA and ICBT

autofocusing techniques are shown in Figures 4(b) and 4{8):
scales with respect to the maximum values have been adapied;
horizontal axis corresponds to the (slant) range from thet firxel

TABLE IV: System Parameters of the HABITAT radar.

. . . Parameters Specification
before cropping, the vertlcal_aX|s to the_DoppIer. The sxlgaﬁr()_m Carrier Frequency 96 GHz
Doppler to cross range requires the estimation of the madmiof Bandwidth 300 MHz
the effective rotation vector [16]. From the visual pointviéw, both Resolution 0.50 m
algorithms has achieve satisfactory image focusing: theocws of PRF 611,546 Hz
Observation Intervalq) 1.5s

the ship are much more delineated than in the original ima@ge.
results in terms of image contrast, entropy and peak refiectisual
inspection results. Such results are shown in Table Ill. B@g in
Table IIl, ICBT achieves a slight higher contrast but a highalue

TABLE V: Comparison Parameters feecondcase study

of entropy and a lower peak value. DPEA is however more thareth Parameters Raw Data DPEA ICBT
times faster than ICBT. Contrast 1.484 1.589 1,591
. . . Entropy 7.400 6.475 6.333
2) Second Case Sudy: The testing data-set is relative to a test Poak 3918 < 10° T 8718 X 10° T 1,007 x 107
of a system carried out within the experiments of the NATO SET [~computational load 0253 s 0.647 5

196 Task Group on “Multichannel/Multistatic Radar Imaging




IEEE GEOSCIENCE AND REMOTE SENSING LETTERS

RAW

-10

Doppler [Hz]

140

150 160

range [m]

170 180

(a) Unfocused Range-Doppler image of
the ship.

DPEA

Doppler [Hz]

150 160

range [m]

170 180

(b) Ship focused by DPEA.

ICBT

0
-180
-170 10
-160

-20
-140

-30
-120
-110

140 150 160 170 180 °
range [m]

I
1N
ul
=]

Doppler [Hz]

I
LN
w
=]

(c) Ship focused by ICBT.

Fig. 5: Secondcase study with data acquired by the HABITAT operational[11]

system: comparison between DPEA and ICBT.

of the ship are much more delineated than in the original ered
the point spread function of a dominant scatterer is welteoirated.
What previously stated by the visual inspection, it is alenftmed
by evaluating the quality imaging parameters describedénTable
V. The DPEA achieves, albeit very slightly, a higher entrapjower
contrast and a lower peak. However, the visual inspectionhef

the ISAR signal. The effectiveness of the proposed algoriths been
proven by testing it on simulated data and on two differerta-da
sets acquired by operative radar systems. The estimaticuraay,
measurable in the simulated case, and, the results, obdtaingesting

the proposed algorithm with data acquired by two operatadpr
systemshave been also compared with those achieved by a classical
parametric method, namely: the Image Contrast Based TgadnAll

tests have shown that the proposed algorithm is a validnaitiee to
classical methods being able to achieve, with the same finayé
quality, robustness and a computational time gain.
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