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Abstract

This work proposes a distributed resource allocation (RA) algorithm for packet
bit-interleaved-coded OFDM transmissions in the uplink of heterogeneous
networks (HetNets), characterized by small cells deployed over a macro cell area
and sharing the same band. Every user allocates its transmission resources, i.e.,
bits per active subcarrier, coding rate and power per subcarrier, to minimize the
power consumption while both guaranteeing a target quality-of-service (QoS) and
accounting for the interference inflicted by other users transmitting over the same
band. The QoS consists of the number of information bits delivered in error free
packets per unit of time, or goodput (GP), estimated at the transmitter by
resorting to an efficient effective SNR mapping technique. First, the RA problem
is solved in the point-to-point case, thus deriving an approximate yet accurate
closed-form expression for the power allocation (PA). Then, the
interference-limited HetNet case is examined, where the RA problem is described
as a non-cooperative game, providing a solution in terms of generalized Nash
equilibrium. Thanks to the closed-form of the PA, the solution analysis is based
on the best response concept. Hence, sufficient conditions for existence and
uniqueness of the solution are analytically derived, along with a distributed
algorithm capable of reaching the game equilibrium.

Keywords: power-efficiency; game theory; goodput

1 Introduction

Future wireless networks are required to offer extremely enhanced capabilities in-

cluding very high achievable data rates, very low latency, ultra-high reliability, and

the possibility to handle very high density of devices [1]. On the other hand, since

this trend dramatically contributes to the pollution related to energy consumption

[2], energy efficient wireless communications emerged as a viable design concept to

reduce the CO2 emission in the next years [3]. In addition, to manage the envi-

sioned huge demand of traffic, a very promising solution is offered by the concept of

Heterogeneous Network (HetNet), where small-cell (SC) networks, characterized by

low-cost, low-power and low-coverage base stations (BSs), i.e., small BSs (SBSs), are

massively deployed over the macro-cell (MC) areas. Their adoption allows offloading

the traffic of the macro network, thus increasing the offered data rate and spectrum

re-usage and providing, at the same time, a more power efficient architecture thanks

to their reduced coverage [4]. Since in HetNets SCs share the same frequency bands

of the MC [5], one of the main technical effort to be made is the management of the
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interference, either between SC and MC users (cross-tier interference) or between

users in different SCs (co-tier interference). Hence, the random deployment of SCs

together with the heterogeneity of these networks naturally calls for decentralized

resource allocation (RA) strategies [6], where every user, independently from the

other ones, maximizes its performance taking into account interference experienced

on its transmission band. Indeed, distributed RA strategies only require the knowl-

edge of local channel state information (CSI), exchanged between each user and

its associated BS, thereby avoiding the waste of energy associated with centralized

algorithms based instead on a huge information exchange between the users and/or

the network administrator [6], [7].

1.1 Related works

Most of the works on RA in HetNets focus on the improvement of the energy effi-

ciency (EE) as in [8], where the authors study the RA problem optimizing the EE

over the downlink of an orthogonal frequency division multiplexing (OFDM) cog-

nitive radio (CR) HetNet. A joint subcarrier allocation (SA) and power allocation

(PA) solution is provided to guarantee quality of service (QoS) requirements for

both secondary and primary users in the cognitive HetNet. Moreover, the authors

propose a low-complexity RA algorithm in presence of imperfect CSI. In [9], authors

address a joint EE RA and interference alignment problem for downlink multiple-

input multiple-output (MIMO) transmissions in HetNets. The EE maximization

problem is solved in order to provide time-slot allocation, PA and beamforming.

Unlike [8] and [9], the paper [10] analyzes RA techniques with different levels of

CSI for uplink orthogonal frequency multiple access (OFDMA) transmissions in

HetNets with one macro-cell and cognitive small-cells. Here, the purpose of the RA

is to maximize the weighted sum of instantaneous rates of all the users, providing

a joint PA and SA. Article [11] discusses possible future developments for HetNet

in fifth generation (5G) communications, where massive MIMO and mmWave tech-

nologies may be included, emphasizing that RA solutions will once again be one

of the most critical issues. Besides, in this work a distributed RA problem over

interference channels is tackled.

The most suited framework to study this kind of problem is identified in the the-

ory of non-cooperative games [12], as outlined in [13] and [14] about the uplink

power control (PC) problem for flat and frequency-selective channels, respectively.

Since then, the literature on this topic has increased more and more. Worth to be

cited are [15] and [16], where the energy efficient PC problem for wireless data and

code division multiple access (CDMA) networks is addressed, respectively, [17] and

[18], wherein the NCG framework is exploited to tackle the distributed PA prob-

lem for EE maximization in OFDM channels and MIMO HetNets, respectively,

whereas in [19] the issue of dynamic RA is investigated in the context of multi-

user cognitive networks, by exploiting a NCG for signal waveform design combined

with sparsity constraints. In [20], [21] and [22] the equilibrium analysis of the NCG

describing the rate maximization problem in multicarrier and MIMO channels is

discussed. A minimum PA game over OFDM channels with rate constraints is pro-

posed in [23], whereas the PA problem based on the EE maximization under rate

constraints is studied for HetNets in [6]. A final interesting work is presented in
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[24], where the authors investigate the RA problem for device-to-device (D2D) up-

link communications in MIMO cellular networks. The RA is evaluated by means

of a non-cooperative game that provides a joint optimization of channel allocation,

power control and precoding of the D2D users, by maximizing the sum-rate of the

cellular uplink network. The distributed RA solution in [24] is exploited in [25] for

D2D communications in MIMO HetNets.

A common feature to all the above works is that they rely on the assumption of

infinite length Gaussian codebooks and thus employ the channel capacity as figure

of merit. However, when dealing with real systems characterized by practical and

finite-sized modulation and coding schemes and automatic repeat request (ARQ)

mechanisms, such information theoretical performance metric may offer an unreli-

able picture of the actual link performance [26]. In this cases, a suitable performance

measure is the number of information bits delivered in error-free packets per unit

of time, named goodput (GP) for short [26], [27]. To our best knowledge, GP-based

distributed RA strategies have been addressed so far in few works only, as in [28]

and [29]. In [28], a PC strategy for CDMA ad-hoc networks is proposed, aiming at

maximizing the GP to power ratio under transmission rate and power constraints,

whereas in [29], a network utility maximization problem with GP flow variables un-

der queues stability constraints is proposed for flat fading mobile ad-hoc networks.

1.2 Contributions

This work proposes a novel distributed RA strategy for an energy-aware commu-

nication in the uplink of OFDM-based HetNets. Assuming a packet-oriented bit

interleaved coded (BIC)-OFDM transmission with practical modulation and cod-

ing formats and ARQ mechanisms, power consumption of all users is minimized,

provided they meet a given QoS in terms of a target GP value. In order to allo-

cate the transmission resources according to the available CSI, namely, bit loading

(BL) vector, i.e., bits per active subcarrier, coding rate and PA vector, the trans-

mitter requires an estimate of GP, called expected goodput (EGP). The analytical

formulation of such performance metric under frequency-selective fading channel

scenarios is efficiently obtained resorting to the link performance prediction (LPP)

method known as effective signal-to-noise ratio mapping (ESM) [30] and, specif-

ically, exploiting the ESM technique proposed in [31]. Thus, the distributed RA

strategy allows every user to minimize its power consumption, meeting at the same

time its QoS constraint expressed in terms of target EGP, by selfishly allocating

its transmission resources. Hence, in view of all the above features (especially, the

EGP evaluation for BIC-OFDM systems over frequency-selective fading channels),

our work brings the following competitive contributions.

1) As first step, the RA problem is analyzed for the point-to-point case (P2P),

i.e., for a single transmitter receiver pair without interference. The optimal solution

as well as an approximate yet accurate closed-form one, which is reminiscent of the

water-filling solution for Gaussian signalling, are derived for the PA.

2) The RA problem is then extended to the the interference-limited HetNet sce-

nario. The PA problem is solved in distributed manner as a function of the BL

vector and the coding rate, by modeling it as a NCG, where players, strategy and

the utility function correspond to users, PA vector and power consumption, respec-

tively. Due to the QoS constraints imposed on the GP level, the set of strategies
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of each user depends on the strategies of the other users. This is the basic rea-

son why the solution is the generalized Nash equilibrium (GNE) [32]. To be more

specific, the GNE is described by a set of fixed-point equations based on the best

response (BR) strategy of each player, wherein the BR (depending on the target

EGP level) is obtained by capitalizing on the water-filling-like solution to the PA.

Sufficient conditions for the feasibility of the problem, as well as for the existence

and uniqueness of the GNE, are analytically derived. Additionally, some insights

on the relationship between the GNE and the Pareto optimal (PO) solution are

provided.

3) A distributed RA algorithm, that allows the network to reach the equilibrium,

is proposed. To support our findings, the algorithm performance is corroborated by

physical layer simulations of the HetNet over realistic wireless scenarios.

Notations. Matrices are in upper case bold while column vectors are in lower

case bold; [·]T is the transpose of a matrix or a vector; ⌈x⌉ denotes the nearest

greater integer than x; × denotes the Cartesian product; calligraphic mathematical

symbols, e.g., A, represent sets; |A| denotes the cardinality of the set A; A(i) is the

ith element of the set A; y = [x]ba means y = x if a < x < b, x = a (x = b) if x ≤ a

(x ≥ b); y = [x]+ means y = x (y = 0) if x > 0 (x ≤ 0); the square root of a vector

x is intended as the vector including the square root entries of x; a ⊙ b denotes

the element-wise multiplication between a and b; a⊥b means a · b = 0; inequalities

between vectors are evaluated element-wise.

2 HetNet model

In this section, the HetNet scenario is first introduced and then the BIC-OFDM

uplink channel with multiple access interference (MAI) is described.

2.1 HetNet scenario description

The HetNet scenario is depicted in Fig. 1 and is composed of Q + 1 BSs, whose

indexes belong to the set Q ∆
= {0, · · · , Q}. In particular, there is one macro base

station (MBS), with index q=0, and Q SBSs, with indexes q = 1, · · · , Q, all of them

sharing the same band B. Within the network, there exist K users belonging to the

set K ∆
= {1, · · · ,K}, each of them transmitting to one of the BSs, so that, if Kq

denotes the set of users served by BS q, then K = K1 ∪ · · · ∪ KQ, with Kq ∩Kr = ∅
if q 6= r. The transmission signalling between every user and the corresponding

BS is based on the OFDM format, i.e., the available bandwidth B is subdivided

into N orthogonal subcarriers. Further, users within the same cell, either MC or

SC, transmits over orthogonal frequencies according to the OFDMA scheme [3].

Though, since SCs and MC share the same band, the same subcarrier can be used

at the same time by users served by either different SBSs or the MBS, leading to

inter-cell interference (ICI). For the sake of notation, let us define the mapping

φ : K → Q to univocally associate each user k ∈ K to the relevant BS q ∈ Q, so

that φ(k), with φ(k) = q, identifies the link between user k and its BS q.

2.2 BIC-OFDM system description

The block diagram of the uplink between user k ∈ K and its BS φ(k) ∈ Q is depicted

in Fig. 2. At the transmitter side, packets coming from the upper layers (usually
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IP packets) are processed as follows. First, each of them is one-to-one mapped to a

radio link control sub-layer protocol data unit (RLC-PDU), composed of U
(i)
k bits

(containing the header, payload and cyclic redundancy check). Then, the RLC-PDU

is encoded producing a codeword of U
(s)
k

∆
= U

(i)
k /rk coded binary symbols (CBS),

where rk ∈ Dr is the coding rate and Dr the set of feasible coding rates. After bit-

interleaving, the CBSs are Gray-mapped into Sk complex-valued symbols, which are

transmitted through a frame of Lk
∆
= ⌈Sk/Nk⌉ consecutive OFDM blocks, where

Nk
∆
= |Nk|, being Nk ⊆ N ∆

= {1, ..., N}. The generic OFDM block, ∀k ∈ K, consists

of the vector xk
∆
= [xk,1, · · · , xk,N ]T, where xk,n is a 2mk,n -QAM unitary-energy

symbol, being mk,n ∈ Dm
∆
= {2, · · · ,mmax} the number of bits allocated on the nth

subcarrier, if n ∈ Nk, and xk,n = 0 if n /∈ Nk. In the following, we will assume, for

the sake of simplicity, uniform bit loading (BL), that is,mk,n = mk ∈ Dm, ∀n ∈ Nk.

The vector xk is element-wise multiplied by the square root of the power allocation

(PA) vector pk
∆
= [pk,1, · · · , pk,N ]T, where pk,n > 0 if n ∈ Nk and pk,n = 0 if

n /∈ Nk, such that the available power limit Pk is satisfied according to

∑

n∈Nk
pk,n ≤ Pk, ∀k ∈ K. (1)

Subsequently, IFFT operation is performed, cyclic prefix (CP) is inserted and after

the digital-to-analog conversion, the OFDM signals of all the K users active in

both the MC and the SCs are each transmitted in uplink over (different) frequency-

selective block-fading channels, which are assumed stationary for the whole packet

transmission duration.

Focusing on the kth user’s signal at the φ(k)th BS, k ∈ K, at the FFT output,

the received sample on subcarrier n ∈ Nk is

zk,n =
√
pk,nhk,φ(k),nxk,n + Ik,n + wk,n, (2)

where hj,s,n denotes the channel coefficient between user j and BS s over subcarrier

n, wk,n ∈ N (0, σ2
wk,n) is the zero-mean complex-valued Gaussian random variable

modeling the ambient noise, and

Ik,n
∆
=

K
∑

j=1
j 6=k

√
pj,nhj,φ(k),nxj,n (3)

represents the ICI, which is described as additive colored Gaussian noise with zero

mean and variance

σ2
Ik,n

∆
=

K
∑

j=1
j 6=k

pj,n|hj,φ(k),n|2, ∀n ∈ Nk. (4)

As for (3), we note that, since users within the same cell q ∈ Q transmit according

to the OFDMA scheme, then for a given subcarrier n ∈ N , pk,n > 0 at most for

one user k ∈ K such that φ(k) = q, whereas pi,n = 0 for all the other users i ∈ K
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such that φ(i) = q. Finally, the signal-to-interference-plus-noise ratio (SINR) vector

evaluated for kth user link results as Γk = pk ⊙ γk, where γk
∆
= [γk,1, · · · , γk,N ]T,

with

γk,n =







|hk,φ(k),n|2
σ2
Ik,n

+σ2
wk,n

∀n ∈ Nk

0 ∀n /∈ Nk

. (5)

3 Performance metrics background and problem formulation

In this section, a brief description of the adopted LPP metric is first given, then the

optimization problem (OP) for minimum power consumption under EGP constraint

satisfaction is introduced.

3.1 LPP background

As discussed in Sect. 1, practical modulation and coding schemes are employed,

therefore the GP metric is more suitable in giving a reliable picture of the actual

link performance. Here, in order to apply the RA algorithm at the transmitter, the

key issue is to get a prediction of the GP, i.e., the EGP, which in turn depends on

the estimate of the link packet error rate (PER) [28],[31].

In a frequency-selective scenario as that considered in our paper, however, the

expression of the PER may be hard to derive in closed-form. An efficient solution

to pursue is given by the ESM techniques [30], which rely on one-to-one mapping

Γk into the scalar γk , the so-called effective SNR (ESNR). Considering that a given

subcarrier of every user k ∈ K can be loaded with m ∈ Dm bits, or switched-off, i.e.,

m = 0, let us denote with Dm the set collecting the |Dm| ·2N possible bit allocation

vectors. Hence, for a given transmission mode (TM) ϕk
∆
= {rk,mk} ∈ Dr × Dm,

the ESNR γk is such that

PERϕk
(Γk) = Φrk(γk), (6)

where PERϕk
and Φrk denote the PER of the coded BIC-OFDM system over

frequency-selective channel employing TM ϕk and that of the equivalent coded

BPSK system over AWGN channel experiencing the ESNR γk, respectively. Worth

of being observed, Φrk , according to [33], [34], is an analytic, monotonically decreas-

ing, and convex function in the region of interest.

Among the ESM techniques proposed in the literature, the κESM method, based

on the cumulant moment generating function of the log-likelihood metrics at the

input of the soft decoder, is here exploited, since it offers a competitive accuracy-

versus-complexity trade-off [31]. Herein, the ESNR γk is evaluated as

γk(ϕk,pk,p−k)
∆
= − log





1

Nkmk

∑

n∈Nk

√
2mk/2
∑

µ=1

αk,µ e
− pk,nγk,n(p

−k,n)

ψk,µ



 , (7)

where p−k
∆
= [pT

1 , · · · ,pT
k−1,p

T
k+1, · · · ,pT

K ]T and p−k,n
∆
= [p1,n, · · · , pk−1,n,

pk+1,n, · · · , pK,n]
T collect all the PA vectors and per-subcarrier PA coefficients

except those associated to user k, respectively, and αk,µ and ψk,µ are constant
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values related to the modulation size adopted by the kth user. Their values are

evaluated in [31] and reported in Tab. 1. It can be noted that the channel gain (5)

has been explicitly expressed as a function of p−k,n.

3.2 Problem formulation

Exploiting the κESM LPP method recalled in Sect. 3.1, the EGP metric, defined

as the number of information bits delivered in error-free packets per unit of time,

is expressed in (bit/OFDM block) as [31]

ζk(ϕk,pk,p−k)
∆
=

⌣

ζ krkNkmk [1− Φrk(γk(ϕk,pk,p−k))] , (8)

with
⌣

ζ k
∆
= U

(p)
k /U

(i)
k , being U

(p)
k the number of payload bits. Let us assume a given

QoS per user in terms of a target EGP value ζ̄k. The aim is to consume the lowest

power as possible, while meeting such EGP QoS constraints. Besides, due to the

mutual interference, the EGP of a given user is affected by the transmission power

employed by the other users. Thus, assuming the lack of a central coordinating

unit, the goal of the users is to reach, in a distributed way, the optimal PA p∗
k

∆
=

[p∗k,1, · · · , p∗k,N ]T and the optimal TM ϕ∗
k, ∀k ∈ K, which satisfy the QoS constraints

spending the minimum transmission power. This problem, tagged as power-efficient

under guaranteed EGP OP, or PEGE for short, can thus be formalized as

∀k ∈ K :

min
ϕk,pk

{

uk(pk)
∆
=

N
∑

n=1
pk,n

}

s.t. ζk(ϕk,pk,p−k) ≥ ζ̄k

pk,n ≥ 0, ∀n ∈ Nk,

ϕk ∈ Dr ×Dm.

(9)

A few remarks about (9) are now in order.

1) The OP (9), when applied to a P2P BIC-OFDM link, has not yet been taken

into consideration, and so, it lacks of analysis. Therefore, the above issue is first

addressed in Sect. 4, where we derive a closed-form solution for the PA, being it

useful for the subsequent case of multiple users addressed in Sect. 5.

2) In view of the QoS contraints, there exists a competition among the multiple

active users allowed to transmit over the same band. Thus, the problem falls in the

NCG framework, which is efficiently employed to study the strategic inter-user in-

teractions [35]. Hence, the OP (9) can be formulated as a NCG, whose conditions of

existence and uniqueness of the solution are analytically derived in Sect. 5, together

with a distributed implementation of the RA algorithm.

3) The total power constraint (1) for each user is skipped in the OP (9), since its

presence makes the game analysis impractical. Hence, we assume that the optimal

PA, satisfying the QoS constraint, satisfies (1) as well. Nevertheless, when intro-

ducing the distributed RA algorithm in Sect. 5.3, such a power constraint will be

restored, giving additional comments and insights on it.

4 PEGE OP in point-to-point links

Let us focus on the P2P communication link , that is |Q| = 1 and |K| = 1 (for

this reason in the reminder of this section, the index k will be neglected in the
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quantities of interest). Specifically, Sect. 4.1 formulates the strategy to select the

optimal TM and PA vector solving OP (9), whereas Sect. 4.2 solves the PA problem

in closed-form.

4.1 Problem formulation

As for the solution of OP (9), it can be pointed out: i) even if uniform BL is chosen

for each user, the choice of the active subcarriers entails again a BL procedure,

since the nth component of the BL m is mn = m if subcarrier n is active, mn = 0

otherwise, as described in Sect. 3.1; ii) the BL and PA problems cannot be jointly

solved, in that the problem is NP-hard. Given the QoS constraint and the SINR

vector γ, however, the OP can be efficiently yet suboptimally tackled relying on

the following strategy: first, the optimal PA vector p∗ ∆
= [p∗1, · · · , p∗N ]T is derived

as a function of the generic TM ϕ, i.e. p∗ ≡ p∗(ϕ), and, then, the pair TM and

PA that minimizes the power consumption while satisfying the QoS constraint is

selected as solution to the OP.

PA in PEGE OP for a fixed TM . Assuming a given TM ϕ, the optimal PA p∗(ϕ)

solving OP (9) is obtained as

p∗(ϕ) =argmin
p

{u(p)}

s.t.
N
∑

n=1

√
2m/2
∑

µ=1
αµ(ϕ)e

− pnγn
ψµ(ϕ) ≤ κ(ϕ)

pn ≥ 0

(10)

where the first constraint in (10) corresponds to the QoS constraint of (9) expressed

as a function of the PA, with, in view of (7) and (8),

κ(ϕ)
∆
= Nm e−γ∗(ϕ) (11)

and

γ∗(ϕ)
∆
= Φ−1

(

1− ζ̄/(
⌣

ζ rNm)
)

(12)

being constant values, both depending only on ϕ. From (11)-(12), it is seen that,

given the BL vector and the coding rate, the QoS constraint ζ̄ can be equivalently

expressed as a function of the target ESNR γ∗(ϕ).

Nevertheless OP (10), having a linear objective function and convex constraints, be

a convex OP, due to the presence of the QoS constraint it does not present a closed-

form solution. Therefore, solving (10) can be approached via conventional numerical

methods [36], though at the price of a high computational load. Afterward we pro-

pose an alternative approximate yet efficient method to get a closed-form solution of

OP (10). Hence, the numerical computationally heavy solution will be only used as

benchmark to test the accuracy of the proposed approximated closed-form solution.
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TM selection in PEGE OP. Given the SINR γ and assuming uniform PA across

the subcarriers[1], first the BL procedure originally proposed in [37] is applied, with

the set of feasible number of bits per subcarrier being {0,m}. As a result, we get

|Dm| ·N possible BL vectors {m(n,m)}, n = 1, · · · , N , with m ∈ Dm. As a matter

of fact, m(n,m) denotes the best bit allocation vector with n active subcarriers and

m bits per active subcarrier. Let us denote with Dm ⊂ Dm the set collecting such

vectors. Then, if the PA p∗(ϕ) are available for the TMs ϕ ∈ Dr ×Dm, the OP (9)

is solved by searching the best TM ϕ∗ that both minimizes the power consumption

and satisfies the QoS constraint. Formally,

ϕ∗ = argmin
ϕ

{u(p∗(ϕ))}

s.t. ζ(ϕ,p∗(ϕ)) ≥ ζ̄ ,

ϕ ∈ Dr ×Dm.

(13)

The OP (13) can thus be solved by means of the pseudo-code outlined in Tab. 2.

The key points of the proposed procedure are as follows. i) For every m ∈ Dm,

the set Dm is efficiently found exploiting the BL strategy [37], which is based on a

greedy algorithm with complexity O(N logN). ii) The best TM is obtained carrying

out an exhaustive search over the possible TMs. The latter stands for the worst

case condition, in that, for a given pair {r,m}, the search is halted as soon as a

feasible TM is found (Step 10 of Tab. 2), because any other TM with the same

pair {r,m} would require a larger amount of transmitted power. Indeed, for a given

m, m(n+1,m) would have the same active subcarriers as m(n,m) plus an additional

active subcarrier chosen among the remaining N − n ones. As a consequence, the

power consumption of the former case would be greater than that of the latter

one. iii) In order to maintain an affordable complexity of the overall algorithm, a

closed-form expression of the PA can be derived, as illustrated in the next section.

4.2 Closed-form solution for the PA problem

Let us now point out that the summation over µ in the QoS constraint prevents to

easily obtain a closed-form solution to the PA problem. Thus, the idea we pursue

is to approximate the QoS expression in (10) by introducing a scalar β such that

a possible closed-form PA solution matches the optimal one earned by solving (10)

via a numerical (computationally heavy) method.

[1]The BL solution found applying the algorithm in [37] clearly depends on the

initial PA taken over the subcarriers. Assuming an uniform PA, however, allows

to have initially all the subcarriers being active, thus, to perform BL over all the

subcarriers. This approach is suboptimal yet simple and efficient, as shown by the

result obtained in [31].
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Proposition 1 . Approximating the left-hand side of the QoS constraint in (10)

with β
∑N

n=1 e
−pn
ρn , with ρn

∆
= δ/γn, β ∈ R

+ and ρ ∈ R
+, the OP (10) turns into

min
p

u(p)

s.t. β
N
∑

n=1

e−
pn
ρn ≤ κ

pn ≥ 0.

(14)

So doing, the nth component of the solution p⋆ to (14) can be written in closed-form

as the water-filling-like solution [20]

p⋆n = ρn

[

logΘ− log
ρn
β

]+

, ∀n ∈ N , (15)

where Θ is such that p⋆ satisfies the QoS constraint in (14) with equality and rep-

resents the “water-level”.

Proof. The proof is given in Appendix A. �

Concerning the values of β and δ, by looking at the values assumed by the coeffi-

cients αµ and ψµ for a given modulation order (Tab. 1), it follows that the left-hand

side of the QoS constraint in (10) can be lower and upper bounded as

β(l)
N
∑

n=1

e
− pnγn

δ(l) ≤
N
∑

n=1

√
2m/2
∑

µ=1

αµe
− pnγn

ψµ ≤ β(u)
N
∑

n=1

e
−pnγn

δ(u) , (16)

where δ(l)
∆
= ψ1, β

(l) ∆
= α1, δ

(u) ∆
= ψ1 and β(u) ∆

=

√
2m/2
∑

µ=1
αµ. The strict equality holds

for m = 2, since in this case the sum over µ reduces exactly to only one term.

Denoting with p(l) and p(u) the optimal solutions (15) when the pair {β, δ} is

set in (14)-(15) to {β(l), δ(l)} and {β(u), δ(u)}, respectively, the drawback is that

the solution associated to the lower bound (LB) tends to underestimate the QoS

constraint and, thus, to allocate less power compared to the optimal solution. On

the other hand, the solution associated to the upper bound (UB) overestimates the

QoS constraint and, thus, the performance in term of EGP are always satisfied,

although at the price of spending more power than the strictly required one. Hence,

the idea is to find the optimal pair {β(o), δ(o)} that minimizes the mean square error

(MSE) between the exact expression of the QoS constraint in (10) and the proposed

expression of the QoS constraint in (14), for every modulation order.

The results depicted in Figs. 3-4 for the BIC-OFDM link with the setup of Tab. 3,

employing (r,m) = (1/3, 4) and (r,m) = (2/5, 6), respectively, show the minimum

transmitted power versus the symbol energy-to-noise power spectral density ratio

Es/N0, assuming a target EGP QoS ζ̄ = 0.31 bit/s/Hz. In line with (16), the PAs

obtained by employing {β(l), δ(l)} and {β(u), δ(u)} lead to values of the objective

function lower and higher, respectively, than the optimal ones (in accordance with

the fact that they are a lower and upper bound of the QoS constraint). Conversely,

the PA performance obtained with {β(o), δ(o)} closely matches that obtained via
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numerical methods, while exploiting an efficient closed-form expression. The optimal

values of {β(o), δ(o)} that, for every modulation order, minimize the MSE betweem

the optimal and the proposed expression of the QoS constraint have been computed

for Es/N0 ∈ [−6, 30] dB and can be found in Tab. 4. In the case of multiple users

access, such an approximation will be utilized for evaluating the QoS constraint in

OP (9).

5 PEGE OP over multi-access interference links

We assume now that there not exist any centralized unit, and so, users coordinate

among themselves in a distributed manner in order to reach a stable RA configu-

ration. The goal is to design a distributed algorithm so that each user minimizes

its power consumption, while satisfying its QoS constraint and accounting for the

interference caused by the other users exploiting the same frequencies.

5.1 Game formulation

In order to derive a distributed algorithm solving OP (9), let us consider for the time

being a given TM ϕk per user. Then, resorting to the QoS constraint approximation

adopted in (14), the PEGE OP (9) can be reformulated as

∀k ∈ K :

min
pk

uk(pk)

s.t. βk
∑

n∈Nk
e
− pk,n
ρk,n(p

−k,n) ≤ κk,

pk,n ≥ 0,

(17)

where κk is evaluated ∀k ∈ K via (11)-(12),

ρk,n(p−k,n)
∆
=

δk
γk,n(p−k,n)

, (18)

and βk and δk assume values reported in Tab. 4. OP (17) can be solved by modeling

it as a NCG [35]. Such a framework offers a powerful analytical tool that describes

how rational entities interact and make appropriate choices so that they can find

their own maximum utility.

Accordingly, we introduce the game G ∆
= {K,P ,U}, described as follows:

1) K ∆
= K1 × · · · × KQ is the overall set of users, i.e., players;

2) P ∆
= P1×· · ·×PK is the set strategies, where the strategy of user k is its feasible

PA set, defined as

Pk
∆
= {pk,n | gk(pk,p−k) ≤ 0, pk,n ≥ 0, ∀n ∈ Nk} , ∀k ∈ K, (19)

with gk(pk,p−k)
∆
=
∑

n∈Nk βke
− pk,n
ρk,n(p

−k,n) − κk;

3) U ∆
= {u1, · · · , uK} is the set collecting the utility functions defined in (9).

By looking at the elements identifying G, it worth pointing out that the QoS

constraints introduce an interdependency among the strategies of the players, i.e.,
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Pk = Pk(pk,p−k). In other words the set of strategies of the generic player k de-

pends on the other players’ strategies. The solution of game (17) is thus investigated

in terms of GNE, which corresponds to the case where no player can decrease his

objective function by changing unilaterally its strategy to any other feasible one

[32]. Equivalently, a GNE of the game is reached when every user, given the strat-

egy profile of the others, does not get any power decrease by unilaterally changing

its own strategy, still keeping the QoS constraint satisfied. Formally, the vector

p∗ ∆
= [p∗

1
T, · · · ,p∗

K
T]T ∈ P , which represents now the optimum power allocation

for all the users, is a GNE [35] for game G if

uk (p
∗
k) ≤ uk (p

′
k) , ∀p′

k ∈ Pk(p
′
k,p

∗
−k), ∀k ∈ K. (20)

In order to study the game equilibrium, let us point out the following remark.

Remark 1 . For a given strategy p−k of the other players, the solution of (17)

corresponds to the solution found for the P2P link (15). Thus, in this case the

solution is unique and given, capitalizing on the approximate yet accurate closed-

form one, by

p∗
k = BR (p−k) , ∀k ∈ K, (21)

where the nth component of the best response (BR) operator is defined as

[BR (p−k)]n
∆
= ρk,n(p−k,n)

[

logΘ∗
k − log

ρk,n(p−k,n)

βk

]+

, ∀n ∈ Nk, ∀k ∈ K, (22)

and Θ∗
k is such that the optimal PA p∗

k satisfies the QoS constraints with equality.

Thus, according to the definition of GNE and in view of Remark 1, the GNE of

the game must satisfy the following condition.

Proposition 2 If problem (17) is feasible, i.e., if there exist a PA vector p(f) ≥ 0

such that QoS constraints are met with equality, then there exists at least one PA

p∗ which is a GNE equilibrium of the game. Moreover, the GNE has to satisfy the

so-called best response solution for each user, by solving the fixed-point system of

equations

p∗
k = BR

(

p∗
−k

)

, ∀k ∈ K, (23)

with the operator BR defined as in (22).

We remark here that the fixed-point system of equations (23) may lead to more

than one solution, or the solution of game (17) may not exist, since there may not

exist a p∗ that satisfies all the QoS constraints of all the users at the same time.

Thus, before going into details of how to solve (17), in the next section we focus on

the feasibility conditions of OP (17), as well as on the existence and uniqueness of

the GNE of the game describing OP (17).
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5.2 GNE analysis

In order to derive sufficient conditions for the feasibility of OP (17) and the existence

of at least a solution for the associated game, given the vector of required EGP val-

ues, or equivalently, the corresponding vector of optimal ESNR γ∗ ∆
= [γ∗1 , · · · , γ∗K ]T,

with γ∗k defined in (12), let us introduce the following definitions:

tn(γ
∗)

∆
=
[

γ̃∗1σ
2
1,n, · · · , γ̃∗Kσ2

K,n

]T
, (24)

and

Zn(γ
∗)

∆
=













∣

∣h̄1,φ(1),n
∣

∣

2 −γ̃∗1
∣

∣h2,φ(1),n
∣

∣

2 · · · −γ̃∗1
∣

∣hK,φ(1),n

∣

∣

2

−γ̃∗2
∣

∣h1,φ(2),n
∣

∣

2 ∣

∣h̄2,φ(2),n
∣

∣

2 · · · −γ̃∗2
∣

∣hK,φ(2),n

∣

∣

2

...
...

. . .
...

−γ̃∗K
∣

∣h1,φ(K),n

∣

∣

2 −γ̃∗K
∣

∣h2,φ(K),n

∣

∣

2 · · ·
∣

∣h̄K,φ(K),n

∣

∣

2













(25)

where h̄k,φ(k),n
∆
= hk,φ(k),n/δk and γ̃∗k

∆
= γ∗k+log βk, being δk and βk constant values

defined in Tab. 4.

Proposition 3 . Given γ∗, a sufficient condition for the feasibility of (17) is that

Zn(γ
∗), defined in (25), is a P -matrix.

Proof . See Appendix B. �

Capitalizing on the feasibility condition derived above, the existence of at least

one GNE is guaranteed, as stated in the following proposition.

Proposition 4 . Given γ∗ and assuming that problem (17) is feasible, then there

exists at least a bounded GNE for game (17). Furthermore, any GNE p∗, which can

be equivalently expressed as p∗ ∆
= [q∗

1
T, · · · ,q∗

N
T]T, with q∗

n
∆
= [p∗1,n, · · · , p∗K,n]

T,

1 ≤ n ≤ N , is such that

q∗
n ≤ q̄n = [Zn(γ

∗)]−1 · tn(γ∗), ∀n, (26)

where q̄n
∆
= [p̄1,n, · · · , p̄K,n]

T.

Proof . See Appendix C. �

In order to better understand the physical meaning of the existence condition, let

us first express the channel coefficient as a function of the path loss (PL) between the

relevant transmitter and receiver pair, i.e., |h̃j,φ(k),n|2 ∆
= |hj,φ(k),n|2Lj,φ(k), where

Lj,φ(k) is the path loss between between user j and BS φ(k) and h̃j,φ(k),n ∈ CN (0, 1).

Since a sufficient condition for the matrices {Zn} to be P -matrices is that they sat-

isfy the diagonal dominance condition [38], then the following corollary holds.

Corollary 1 . Sufficient conditions for the matrices {Zn} to be P -matrices, and

hence for the solution set of game (17) to be non-empty, are

K
∑

j=1
j 6=k

|h̃j,φ(k),n|2
|h̃k,φ(k),n|2

Lk,φ(k)

Lj,φ(k)
<
δk
γ̃∗k

∀n ∈ Nk, ∀k ∈ K, (27)
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which can be derived by exploiting the definition of diagonal dominance of a matrix.

Thus, the above condition states that as long as the ratio between the interfering

channel and the direct one, i.e, the direct channel between the transmitter and the

receiver, is lower than a certain threshold, or, in other words, the interference is

small enough, then a solution for game (17) exists. The threshold depends on the

EGP constraints, expressed in terms of optimal ESNR, along with the modulation

order adopted, via the coefficients δk and βk (the latter contained in γ̃∗k). Thus,

the more distant the competing transmitters, the lower the interference and, thus,

the higher the probability of having a non-empty solution set [21], [23]. Further,

it is worth noting that the condition formulated in (27) is in agreement with that

derived in [23] with Gaussian signalling. In this latter case, indeed, δk = 1 and

βk = 1 as well, thus implying γ̃∗k = γ∗k , and γ
∗
k = eR

∗

k − 1, where R∗
k is the desired

rate.

Finally, we focus on the sufficient conditions for the uniqueness of the GNE. This

analysis, however, is made difficult by the presence of the QoS constraints, that

introduces an interdependency among the strategy sets of the users. Thus, partly

inspired by [23], the derivation of the uniqueness conditions is carried out as follows:

first, a change of variable is done in order to obtain an equivalent formulation of the

problem as a variational inequality (VI) problem; then, the conditions of uniqueness

of the solution for the original problem are derived.

Proposition 5. Given γ∗ and under the assumption that the problem is feasible, a

sufficient condition for the uniqueness of the GNE for game (17) is that the matrix

V(γ∗), defined in (66), is a P -matrix.

Proof . See Appendix D. �

As expected, also the uniqueness condition depends on the target ESNR γ∗ and

on the ratio among the direct and interference channels, which appears on the off-

diagonal elements of V(γ∗) through the parameter χ
(max)
j,k defined in (64). Thus,

although condition of Proposition 5 is less easy to check than the one corresponding

to the existence of the GNE, from (66) it can be inferred that whenever the ratio

between each direct and interference channel is small, matrix V(γ∗) is likely to

satisfy the diagonal dominance property and thus to be a P -matrix, ensuring the

uniqueness of the GNE.

5.3 Distributed algorithm

Since we are dealing with a decentralized implementation, where no signaling among

different BSs is allowed, our aim is to derive a totally distributed algorithm. In fact,

this allows every user to independently optimize its own PA, as well as TM, accord-

ing to the perceived SINR, which entails the interference caused by the other users.

Recalling Proposition 1, a natural scheme is a distributed and iterative algorithm

based on the BR. In particular, at each iteration j, considering the generic user

k ∈ K and the PA p
(j−1)
−k chosen by the other users at the previous iteration, the
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PA vector p
(j)
k is evaluated, as function of the selected TM ϕk, according to (22),

∀k ∈ K. This means that, to perform the update, the only information required by

every user k is the SINR vector γk(p
(j−1)
−k ) in (5). This is measured at the serv-

ing BS and sent with a modest feedback rate requirement on the return channel.

Then indeed, since every user is able to evaluate, at every iteration j, the best

PA p
(j)
k (ϕk) as a function of the TM ϕk and SINR, the selection of the best pair

{ϕ(j)
k ,p

(j)
k (ϕ

(j)
k )} can be carried out in the same manner of Sect. 4.1 according to

the algorithm in Tab. 2. This procedure is iterated for all the users until convergence

is reached, and it is summarized in Tab. 5, where ǫp denotes the required solution

accuracy, Nit is the maximum number of iterations, p
(0)
k and ϕ

(0)
k are an initial

feasible PA vector and TM, respectively, and D(k,j)
m denotes the set of best BL

vectors for user k at iteration j, evaluated according to the perceived interference

γk(p
(j)
−k), ∀k ∈ K.

Remark 2. The proposed best-response based algorithm converges under the same

conditions for which the GNE is unique (stated in Proposition 5), which in turn

requires the condition stated in Proposition 3 in order to have a non-empty solution

set. In fact the condition of convergence can be demonstrated with the same ap-

proach used to derive the uniqueness condition, simply replacing the two solutions

of the GNE with two PA vectors produced by the algorithm at two consecutive

iterations.

Remark 3. In the formulation of game (17), we did not consider the total power

constraint per user (1). Even if this constraint is intrinsically present in wireless

devices, since their power cannot grow infinitely, it makes the equilibrium analysis

more involved. Then, we did not take into account this constraint in the theoretical

analysis, leaving it for future research. Anyway, the following observations can be

done. First, algorithm in Tab. 5 (as well as that for the P2P case) can easily account

for constraint (1) as follows: for all k ∈ K, in the optimal PA expression (22),

based on the water-filling like operator, the “water-level” must now be computed

as Λk = min
{

logΘ∗
k, log Θ̃

∗
k

}

, where Θ̃∗
k is the “water-level” that, put into the

water-filling expression, returns the PA vector p̃k that maximizes the EGP ζk(pk)

meeting with equality the total PA constraint (1) [31]. Poorly speaking, for a given

strategy p−k, the best response for user k is the PA vector that meets with equality

the QoS constraint if the required total PA is not greater than the maximum one,

otherwise, all the power is allocated returning the highest possible value of EGP.

Finally, as shown in the simulation results, practical values of the PA never reach the

maximum power limit, validating the theoretical results on the equilibrium analysis

done.

5.4 Relationship between GNE and PO solution

In this section, we give some insights on the relation between the GNE and the PO

solution, which represents the achievable performance upper bound. Specifically, the

PO solution consists in solving a multi-objective OP, where the objective function is

the sum of the utility functions of every user, i.e., uPO(p) =
∑K

k=1 uk(pk), with p
∆
=

[

pT
1 , · · · ,pT

K

]T
, and where the set of constraints is the same than that in (17). Let
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us refer to this problem as PO-OP. Besides being a non-convex OP, whose solution

may be very hard to find, the PO-OP requires that every user, or a centralized

entity, knows, among the others, every channel coefficient hj,s,n between any user

and base station in the network. Obviously, this is unlikely to be feasible in the

considered HetNet. However, in order to shed light on the relationship between the

PO solution and the GNE, corresponding to the PA solution (23) based on the

best response, we consider here a two-users two-subcarriers case (K = 2, N = 2),

where user 1 is in cell 1 and user 2 is in cell 2, i.e., φ(1) = 1 and φ(2) = 2. The

simulation setup is: h1,1,1 = 1.821, h1,1,2 = 0.329, h1,2,1 = 0.104, h1,2,2 = 0.221,

h2,2,1 = 0.821, h2,2,2 = 2.629, h2,1,1 = 0.319, h2,1,2 = 0.097, σwk,1/Pk = 0.01,

∀n ∈ Nk, ∀k ∈ K, (mk, rk) = (2, 1/3), ∀k ∈ K. The PO solution is found solving

the PO-OP with the Matlab Global Optimization Toolbox. Finally, we consider the

target EGP of user 2 to be ζ̄2 = 0.2 (b/s/Hz), whereas we let ζ̄1 vary in the set

[0.2, 1] (b/s/Hz). When ζ̄1 = ζ̄2, only one GNE solution exists and is close to the

PO one. Indeed, the ratio ς(GNE−PO) between the total power obtained with the

GNE and PO solution, respectively, is about 0.77. When ζ̄1 = 1 (b/s/Hz), more

power needs to be allocated by user 1, yielding a higher co-channel interference.

In this case indeed 2 GNE solutions arise and ς(GNE−PO) drops down to about

0.56 in the worst case. From these observations, we can conclude that, as could be

expected, the GNE is more efficient, i.e., closer to the PO, when the interference

in the network is lower, whereas the more severe the interference, the less efficient

the GNE solution. Nevertheless, we remark that the latter allows for a distributed

solution suitable for the scenario under investigation.

6 Simulation results

In this section, the effectiveness of the proposed distributed RA algorithm is tested.

The HetNet scenario taken into consideration for the simulations is composed of

one MC and Q = 4 SCs, with K0 = 6 users connected to the MBS (coverage area of

radius RMBS = 200 m) and Kq = 3, q = 1, · · · , Q, users connected (coverage area

of radius RSBS = 20 m) to each SBS. Figure 5 shows a snapshot of the HetNet,

whereas the packet-based BIC-OFDM transmission system is summarized in Tab.

3. Finally, the path loss models for the SC and MC are those proposed in [39].

The target EGP QoS level ζ̄ is compared in Fig. 6 against the actual GP (AGP)

obtained by applying the proposed distributed RA algorithm, for 6 users randomly

chosen within MC, SC 1, SC 2 and SC 3. The AGP for the generic kth user is

defined as

AGP k
∆
=

1

Na

Na
∑

ℓ=1

U
(p)
k ϑ(ℓ)

Tk(ℓ)
(bit/s/Hz), (28)

where ϑ(ℓ) equals 1 if the ℓth packet is correctly decoded and 0 when it is discarded,

Tk(ℓ) is the transmission interval of the ℓth packet, Na is the number of trasmitted

packets, set to 1000, each experiencing independent channel realizations and with

the position of users randomly placed within their cells. In view of the effectiveness

of the GP prediction based on the κESM model recalled in Sect. 3.1, it is apparent

that the AGP performance meets for all the considered users, taken as example, the
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minimum target EGP. It can be noted that the same result holds for all the other

users as well.

Figure 7 shows the total transmitted power and the EGP per user as a function

of the number of the iterations of the distributed RA algorithm, obtained for a

given channel realization and network geometry. As can be seen, the distributed

RA algorithm guarantees fast convergence to the equilibrium point for all users of

the HetNet, thus exhibiting a considerable robustness against the ICI effects.

Furthermore, in order to shed light about the convenience of employing as more

SCs as possible in the coverage area of the MC, Fig. 8 compares the average total

transmitted power spent in the HetNet versus the distance from the selected users

and their BS, i.e., user 1 in the SC 1 and user 1 in the MC. Two scenarios are

addressed: together with the MC, we consider the presence of Q = 1 SC or Q = 4

SCs, being in both cases, for a fair comparison, the total number of active users in

the HetNet equal to 18. Particularly, for Q = 1, K1 = 3 users are served within the

SC 1, and the 15 remaining ones belong to the MC. Conversely, for Q = 4, according

to the scenario of Fig. 5, 3 users are connected to each SBS, and only 6 to the MBS.

For each distance, the total power is averaged over 100 independent transmitted

packets and network geometry different realizations, whereas the minimum target

EGP is set to ζ̄ = 2 bit/s/Hz. As for Fig. 8, empty and solid square marks are used

for the case of Q = 1 SC, whereas the curves with empty and solid circle marks

refer to the case of Q = 4 SCs. As expected from the working of the distributed RA

algorithm, the total power spent in the HetNet grows with increasing the distance,

due to the fact that the minimum target EGP has to be guaranteed while allocating

the minimum power to each user. Further, when the number of SCs is increased

moving from Q = 1 to Q = 4, the interference gets higher, though slightly enough,

since the SCs are not packed together. But, more users are located closer to their

BS, with the result that each one will require less power, and consequently, the total

power spent within the HetNet will be lower as well. Therefore, the larger number

of sparse SCs, the less power is required to meet the QoS constraints in spite of

higher ICI, thus corroborating the advantages of the SC concept.

Finally, let us assess the scalability of the proposed distributed RA solution when

many more BSs and users are present within the MC. To this end, Fig. 9 shows the

new considered scenario called dense HetNet, which is composed by a MC with 8

users and 8 SCs with 6 users for each of them, thus notably increasing the number

of users and SCs compared to the scenario considered so far. On the basis of the

new dense HetNet scenario, Fig. 10 depicts the convergence of power and EGP for

the same users in the same geometric position of Fig. 7. Comparing results in Fig.

7 with those in Fig. 10, we point out that the algorithm is scalable since the fast

convergence to the equilibrium point is still guaranteed.

7 Conclusions

This paper tackled the distributed RA problem, in the uplink of HetNets, aimed at

minimizing the power consumption of each user under the satisfaction of a minimum

GP constraint per user. The problem, tagged as PEGE OP, was faced by suitably

decoupling the BL and coding rate allocation problem from the PA problem. First,

the PEGE OP in P2P links was investigated and solved, obtaining in particular an
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approximate yet accurate closed-form expression of the PA, in a water-filling-like

form, which depends on the QoS constraint. Then, we moved to the interference

channel case, where the PA OP was described as a NCG. The relevant solution

concept was identified in the GNE, due to QoS constraint that couples the strategies

(i.e., the set of feasible PA vectors) of the players (i.e., the users in the HetNet

transmitting over the same frequencies). Capitalizing on the closed-form expression

for the PA, the analysis of the GNE was carried out through the BR concept,

providing sufficient conditions for the existence and uniqueness of the solution.

Finally, a distributed RA algorithm, which converges to the equilibrium of the game,

was derived and its performance tested through extensive numerical simulations,

certifying its good convergence properties, the reduction of power consumption in

the HetNet, and the close match between EGP and AGP. Further line of research

on this topic will be the analysis of the impact of the total power constraint on the

equilibrium.

Appendix

A. Proof of Proposition 1

Since both the objective function and the constraints are convex, (14) is a convex

OP. Introducing the multipliers Θ, ν
∆
= [ν1, · · · , νN ]T and λ

∆
= [λ1, · · · , λN ]T , the

associated Lagrangian is

L(p,Θ,ν) =

N
∑

n=1

pn +Θ

(

β

N
∑

n=1

e−
pn
ρn − κ

)

−
N
∑

n=1

νnpn (29)

and, applying the KKT conditions, we have necessary and sufficient condition for

optimality, i.e.,

1−Θ∗ β
ρn

e−
p∗n
ρn − ν∗n = 0, ∀n ∈ N ,

ν∗np
∗
n = 0, ∀n ∈ N , Θ∗

(

β
∑N

n=1 e
−p∗n
ρn − κ

)

= 0,

p∗n ≥ 0, ∀n ∈ N , ν∗n ≥ 0, ∀n ∈ N , Θ∗ ≥ 0,

(30)

where p∗ and {Θ∗,ν∗} denote the optimal primal and dual variables, respectively.

After some algebra, from (30) it easily follows that p∗n = ρn

[

logΘ∗ − log ρn
βn

]+

,

where Θ∗ is such that the QoS constraint in (14) holds with equality.

B. Proof of Proposition 3

Sufficient conditions for the feasibility of (17), i.e., there is a non-empty solution

set, are derived considering that the QoS constraint must hold true ∀k ∈ K. This

constraint can be equivalently rewritten as

∑

n∈Nk

(

βke
− pk,n
ρk,n(p

−k,n) − κk
Nk

)

≤ 0 (31)

so that a more stringent condition, recalling that κk = mkNke
−γ∗

k , is

βke
− pk,n
ρk,n(p

−k,n) ≤ e−γ∗

k , ∀k, n. (32)
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Exploiting the definition of ρk,n in (18) and defining γ̃∗k
∆
= γ∗k + log βk > 0 (being

βk > 1), after some algebra (32) becomes

pk,n|h̄k,φ(k),n|2 − γ̃∗k

K
∑

j=1
j 6=k

pj,n|hj,φ(k),n|2 ≥ γ̃∗kσ
2
k,n, ∀k, n. (33)

The above expression can be recast into a matrix form as

Zn(γ
∗) · qn ≥ tn(γ

∗) ≥ 0, ∀n (34)

that is,

qn ≥ [Zn(γ
∗)]−1 · tn(γ∗) ≥ 0, ∀n (35)

where Zn and tn are defined in (25) and (24), respectively, and qn
∆
= [p1,n, · · · , pK,n]

T.

Looking at the expression of Zn in (25), it is a Z-matrix, since all its off-diagonal

entries are negative. Then, if Zn is also a P -matrix, its inverse is nonnegative [40]

and thus, since tn ≥ 0, condition (35) is satisfied, i.e., the problem is feasible since

there exist at least one solution.

C. Proof of Proposition 4

According to the Nash existence theorem [41], given a game in strategic form with

K players, each characterized by an action space Pk and an utility function uk, if,

∀k ∈ K, i) Pk is non-empty, convex and compact, ii) uk : P → R is continuous

with P ∆
= P1 × · · · × PK and iii) ∀p−k ∈ P\Pk, uk is concave on Pk, then a Nash

equilibrium exists. Conditions ii) and iii) and the convexity and compactness of

each Pk easily follow by looking at their analytical expression. A sufficient condition

for the non-emptiness of the sets Pk, ∀k ∈ K, is given by the feasibility condition

stated in Proposition 3. This proves the first part of Proposition 4.

Under the feasibility condition, i.e., if Zn is a P -matrix, then there exist at least N

K-sized vectors q∗
n

∆
= [p∗1,n, · · · , p∗K,n]

T, 1 ≤ n ≤ N , which satisfy (26) in Appendix

B and are thus the solution to OP (17). This proves the second part of Proposition

4.

D. Proof of Proposition 5

The KKT conditions of OP (17) are

1−Θk
βk

ρk,n(p−k,n)
e
− pk,n
ρk,n(p

−k,n) − νk,n = 0, ∀k, n,

νk,npk,n = 0, ∀k, n, Θk

(

∑

n∈Nk
βke

− pk,n
ρk,n(p

−k,n) − κk

)

= 0, ∀k

pk,n ≥ 0, ∀k, n, νk,n ≥ 0, ∀k, n, Θk ≥ 0, ∀k.

(36)

Eliminating the Lagrange multiplier {νk,n} relevant to the nonnegativity constraint

of the power coefficients and making some substitutions (36) can be equivalently
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rewritten as the following mixed nonlinear complementary problem (MNCP):

0 ≤ pk,n ⊥ 1−Θk
βk

ρk,n(p−k,n)
e
− pk,n
ρk,n(p

−k,n) ≥ 0 ∀k, n
0 ≤ Θk ,

∑

n∈Nk
βke

− pk,n
ρk,n(p

−k,n) = κk ∀k.
(37)

Let us now introduce the variable

zk,n
∆
= f(pk,n) = 1− e

− pk,n
ρk,n , (38)

which is one-to-one related to pk,n, i.e., pk,n = f−1(zk,n), and note that zk,n > 0

iff pk,n > 0 and zk,n = 0 iff pk,n = 0. Thus, upon defining z−k,n
∆
= f(p−k,n), the

system of equations (37) can be rewritten as

0 ≤ zk,n ⊥ 1 + Θk
βk

ρk,n(f(p−k,n))
(zk,n − 1) ≥ 0 ∀k, n

0 ≤ Θk ,
∑

n∈Nk
βk(1− zk,n) = κk ∀k, (39)

and after some algebra and taking the logarithm of the second inequality on the

first line of (39), we get

0 ≤ zk,n ⊥ log
ρk,n(f(p−k,n))

βk
+ λk + log 1

1−zk,n
≥ 0 ∀k, n

λk free ,
∑

n∈Nk
zk,n = κ′k ∀k, (40)

with κ′k = Nk − κk/βk. We now define the functions Jk,n(zk,n, z−k,n)
∆
=

log
ρk,n(z−k,n)

βk
− log (1− zk,n), assumed continuously differentiable over the set

∏K
k=1[0, κ

′
k]. Then, it follows that equations (40) are the KKT conditions of

the variational inequality (VI) problem VI(U,J) [7], with U
∆
=
∏

k∈K Uk, Uk
∆
=

{zk ∈ R
N :

∑

n∈Nk zk,n = κ′k}, zk
∆
= [zk,1, · · · , zk,N ]T, J

∆
= [JT

1 , · · · ,JT
K ] and

Jk
∆
= [Jk,1, · · · , Jk,N ]T.

Thus, by definition, z⋆k, ∀k, is a solution of the VI(U,J), if and only if, ∀zk ∈ Uk,

the following condition holds:

∑

n∈Nk
(zk,n − z⋆k,n)

(

log
ρk,n
βk

+ log
1

1− z⋆k,n

)

≥ 0. (41)

Assume now there exist two solutions {p(1)
k } ({z(1)k }) and {p(2)

k } ({z(1)k }) of the

GNE problem and be ρ
(i)
k,n

∆
= ρk,n(p

(i)
−k,n), i = 1, 2. From (41), it follows that they

must satisfy

∑

n∈Nk
(z

(2)
k,n − z

(1)
k,n)

(

log
ρ
(1)
k,n

βk
+ log

1

1− z
(1)
k,n

)

≥ 0, (42)

and

∑

n∈Nk
(z

(1)
k,n − z

(2)
k,n)

(

log
ρ
(2)
k,n

βk
+ log

1

1− z
(2)
k,n

)

≥ 0. (43)
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Before proceeding further, let us introduce some definitions and inequalities that

will be instrumental for the subsequent analysis:

τk,n(p
(i)
−k,n) = τ

(i)
k,n

∆
=

ρ
(i)
k,n

|hk,φ(k),n|2
= δk









σ2
k,n +

K
∑

j=1
j 6=k

pj,n|hj,φ(k),n|2









i = 1, 2, (44)

δkσ
2
k,n ≤ τk,n(p

(i)
−k,n) ≤ τ̄k,n

∆
= τk,n(p̄−k,n) i = 1, 2, (45)

p
(i)
k,n

ρ
(i)
k,n

=
p
(i)
k,n

|hk,φ(k),n|2

τ
(i)
k,n

≤ p
(i)
k,n

|hk,φ(k),n|2
σ2
k,n

≤ p̄k,n|hk,φ(k),n|2
σ2
k,n

≤ max
n

p̄k,n|hk,φ(k),n|2
σ2
k,n

∆
= γ̄

(max)
k i = 1, 2,

(46)

where {p̄k,n} coefficients are given by (26).

Summing (42) and (43), and after some simple algebra, we get

∑

n∈Nk
(z

(2)
k,n − z

(1)
k,n)

(

log(1 − z
(1)
k,n)− log(1− z

(2)
k,n)

)

≤
∑

n∈Nk
(z

(2)
k,n − z

(1)
k,n)

(

log ρ
(1)
k,n − log ρ

(1)
k,n

)

.
(47)

Let us now recall the mean value theorem: if a function g is continuous on the closed

interval [a, b], where a < b, and differentiable on the open interval (a, b), then there

exists a point c in (a, b) such that g(b) − g(a) = g′(c)(b − a). Accordingly, taking

g(·) = log(·), we get

log(1− z
(1)
k,n)− log(1 − z

(2)
k,n) =

z
(2)
k,n

−z
(1)
k,n

sk,n
, e

−
p
(2)
k,n

ρ
(2)
k,n ≤ sk,n ≤ e

−
p
(1)
k,n

ρ
(1)
k,n .

(48)

Substituting the above into (47), we get

∑

n∈Nk
(z

(2)
k,n − z

(1)
k,n)

2 ≤ ∑

n∈Nk

(z
(2)
k,n

−z
(1)
k,n

)2

sk,n
≤ ∑

n∈Nk
(z

(2)
k,n − z

(1)
k,n)

(

log ρ
(1)
k,n − log ρ

(2)
k,n

)

,

≤
√

∑

n∈Nk
(z

(2)
k,n − z

(1)
k,n)

2

√

∑

n∈Nk

(

log ρ
(1)
k,n − log ρ

(2)
k,n

)2

,

(49)

where the first inequality comes from the upper bound on sk,n ≤ 1 (which in turn

can be inferred by recalling the bound in (48) and e−p
(i)
k,n

/ρ
(i)
k,n ≤ 1, ∀i, k, n), whereas

the latter inequality comes from the triangle inequality. Thus, (49) implies

√

∑

n∈Nk
(z

(2)
k,n − z

(1)
k,n)

2 ≤
√

∑

n∈Nk

(

log ρ
(1)
k,n − log ρ

(2)
k,n

)2

. (50)
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According to (38), z
(2)
k,n − z

(1)
k,n = e

−
p
(1)
k,n

ρ
(1)
k,n − e

−
p
(2)
k,n

ρ
(2)
k,n , and exploiting the mean value

theorem for the exponential function, we get

e
−
p
(1)
k,n

ρ
(1)
k,n − e

−
p
(2)
k,n

ρ
(2)
k,n = e−wk,n

(

p
(2)
k,n

ρ
(2)
k,n

− p
(1)
k,n

ρ
(1)
k,n

)

,
p
(1)
k,n

ρ
(1)
k,n

≤ wk,n ≤ p
(2)
k,n

ρ
(2)
k,n

. (51)

Moreover, by (46), e−wk,n ≥ e−γ̄
(max)
k , and exploiting relation (44), (50) becomes

e−γ̄
(max)
k

√

∑

n∈Nk

(

p
(2)
k,n

ρ
(2)
k,n

− p
(1)
k,n

ρ
(1)
k,n

)2

≤
√

∑

n∈Nk

(

log τ
(1)
k,n − log τ

(2)
k,n

)2

. (52)

We now introduce the following definition

ξk,n
∆
= (p

(2)
k,n − p

(1)
k,n)

∣

∣hk,φ(k),n
∣

∣

2
(53)

and note that

p
(2)
k,n

ρ
(2)
k,n

− p
(1)
k,n

ρ
(1)
k,n

=

(

p
(2)
k,n

τ
(2)
k,n

− p
(1)
k,n

τ
(1)
k,n

)

∣

∣hk,φ(k),n
∣

∣

2
=

p
(2)
k,n

−p
(1)
k,n

τ
(2)
k,n

∣

∣hk,φ(k),n
∣

∣

2
+

+p
(1)
k,n

∣

∣hk,φ(k),n
∣

∣

2
(

1

τ
(2)
k,n

− 1

τ
(1)
k,n

)

=
ξk,n

τ
(2)
k,n

− τ
(2)
k,n

−τ
(1)
k,n

τ
(2)
k,n

|hk,φ(k),n|2p(1)
k,n

τ
(1)
k,n

.
(54)

Accordingly, by noting that, due to the triangle inequality,

e−γ̄
(max)
k

√

∑

n∈Nk

(

p
(2)
k,n

ρ
(2)
k,n

− p
(1)
k,n

ρ
(1)
k,n

)2

= e−γ̄
(max)
k

√

∑

n∈Nk

(

ξk,n

τ
(2)
k,n

− τ
(2)
k,n

−τ
(1)
k,n

τ
(2)
k,n

|hk,φ(k),n|2p(1)
k,n

τ
(1)
k,n

)2

≥ e−γ̄
(max)
k

√

∑

n∈Nk

(

ξk,n

τ
(2)
k,n

)2

− e−γ̄
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k

√
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n∈Nk

(

τ
(2)
k,n

−τ
(1)
k,n

τ
(2)
k,n

|hk,φ(k),n|2p(1)
k,n

τ
(1)
k,n

)2

,

(55)

and that, by the mean value theorem of the logarithmic function,

log(τ
(1)
k,n)− log(τ

(2)
k,n) =

τ
(1)
k,n

−τ
(2)
k,n

tk,n
, τ

(1)
k,n ≤ tk,n ≤ τ

(2)
k,n

, (56)

we can bound (52) as follows

e−γ̄
(max)
k

√
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n∈Nk

(

ξk,n

τ
(2)
k,n

)2

≤ e−γ̄
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√

∑

n∈Nk

(

τ
(2)
k,n
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(1)
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τ
(2)
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τ
(1)
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)2

+

√
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(

τ
(1)
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(2)
k,n
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)2

(57)

≤
√

∑

n∈Nk

(

τ
(2)
k,n

−τ
(1)
k,n

τ
(2)
k,n

γ̄
(max)
k

)2

+

√
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(

τ
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)2

(58)
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≤
(

γ̄
(max)
k + 1

)

√

∑

n∈Nk

(

τ
(2)
k,n

−τ
(1)
k,n

δkσ2
k,n

)2

(59)

≤ eγ̄
(max)
k

√

√

√

√

√
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


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(2)
j,n−p
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σ2
k,n







2

(60)

where in (58) we exploited the fact that e−x ≤ 1, ∀x ≥ 0 and (46), in (59) the lower

bound in (45) and in (60) the bound x + 1 ≤ ex, ∀x ≥ 0. By exploiting the upper

bound in (45), and defining

χj,k,n
∆
=
τ̄j,n
σ2
k,n

|hj,φ(k),n|2
|hj,φ(j),n|2

, (61)

inequality (60) can be further rearranged as

e−γ̄
(max)
k

√

∑

n∈Nk

(

ξk,n
τ̄k,n

)2

≤ eγ̄
(max)
k

√

√

√

√

√
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


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2

(62)

≤ eγ̄
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k
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j=1
j 6=k

(
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n

χj,k,n

)

√

∑
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(

ξj,n
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. (63)

Hence, by defining

χ
(max)
j,k

∆
= max

n
(χj,k,n) , (64)

expression (63) can be rewritten in matrix form as

Vb ≤ 0, (65)

where

V =














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1 −eγ̄
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...
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...
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K















(66)

and

b
∆
=














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

√

∑
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(

ξ1,n
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...
√
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(
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
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. (67)
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It can be noted that V is a Z-matrix. Then, if V is a P -matrix, it must have a

non-negative inverse, implying b = 0. If b = 0, then the equilibrium is unique. This

proves Proposition 4.
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Figure 1 Example of the HetNet scenario.

Figure 2 BIC-OFDM communication link.

Figure 3 Performance comparison of the proposed PA algorithms for (r,m) = (1/3, 4).

Figure 4 Performance comparison of the proposed PA algorithms for (r,m) = (2/5, 6).

Figure 5 HetNet simulated scenario.

Figure 6 Comparison between the minimum EGP QoS level and the relevant AGP for a few
users selected in MC and SCs.

Figure 7 Power and EGP convergence.

Figure 8 Average total transmitted power of the HetNet vs. user distance from MBS or SBS.

Figure 9 Dense HetNet simulated scenario.

Figure 10 Power and EGP convergence in dense HetNet.
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Table 1 Values of κESM coefficients for 4-,16- and 64-QAM.

µ
1 2 3 4

2m−1αµ

4-QAM 4 0 0 0
16-QAM 24 8 0 0
64-QAM 112 48 16 16

ψµ

4-QAM 2 1/2 2/9 1/8
16-QAM 10 5/2 10/9 5/8
64-QAM 42 21/2 14/3 21/8

Table 2 TM Selection Algorithm.

1. Input: Dm, γ

2. Initialize uopt = P

3. For i = 1, · · · , |Dm|

4. For j = 1, · · · , |Dr|

5. For n = 1, · · · , N

6. Set ϕ = {r,m}, with r = Dr(j), m = Dm(i) and m = m(n,m)

7. Evaluate p∗(ϕ)

8. If ζ(ϕ,p∗(ϕ)) ≥ ζ̄ and u(p∗(ϕ)) < uopt

9. Set uopt = u(p∗(ϕ)) and ϕ∗ = ϕ

10. Go To Step 4.

11. End If

12. End For

13. End For

14. End For

15. Output: ϕ∗, p∗(ϕ∗)

Table 3 BIC-OFDM link setup.

Parameter Value/Description

Payload Length N(p)
p 1024 bits

RLC-PDU Length N(i) 1056 bits

N. of Active Subcarriers N 1320

FFT Size 2048

RF Bandwidth/Subcarrier Spacing 20 MHz/15.152 kHz

Coding Scheme Parallel Concatenated Convolutional Coding (PCCC) Turbo Codes Dr =
{

1
3 ,

2
5 ,

1
2 ,

4
7

}

Modulation 4-,16-,64-QAM

Available Power P 33 dBm

Channel Model 6-tap Power Profile of ITU-Pedestrian B

Table 4 Optimal values of {β(o), δ(o)} for every modulation order.

4-QAM 16-QAM 64-QAM

β(o) 2 3.716 8.244

δ(o) 2 5.407 25.9134
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Table 5 Distributed RA Algorithm.

1. Input: p
(0)
k

, ϕ
(0)
k
∀k ∈ K.

2. Initialize: j = 0, ǫp.

3. Do

4. For k = 1, · · · ,K

5. Evaluate D
(k,j)
m

6. Evaluate p
(j+1)
k

and ϕ
(j+1)
k

applying Algorithm in Tab. 2 with Input D
(k,j)
m

and γk(p
(j)
−k

)

and evaluating the PA vector according to (22)

7. End For

8. Set j ← j + 1;

9. Until ||p(j) − p(j−1)|| ≤ ǫp or j = Nit

10. Output: ϕ∗

k
= ϕ

(j)
k

, p∗

k
= p

(j)
k

, ∀k ∈ K.
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Figure 1 Example of the HetNet scenario.
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Figure 2 BIC-OFDM communication link.
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Figure 3 Performance comparison of the proposed PA algorithms for (r,m) = (1/3, 4).
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Figure 4 Performance comparison of the proposed PA algorithms for (r,m) = (2/5, 6).
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Figure 5 HetNet simulated scenario.
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Figure 6 Comparison between the minimum EGP QoS level and the relevant AGP for a few
users selected in MC and SCs.
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Figure 7 Power and EGP convergence.
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Figure 8 Average total transmitted power of the HetNet vs. user distance from MBS or SBS.
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Figure 9 Dense HetNet simulated scenario.
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Figure 10 Power and EGP convergence in dense HetNet.
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