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Abstract

While azobenzenes readily photoswitch in solution, their photoisomerization in densely

packed self-assembled monolayers (SAMs) can be suppressed. Reasons for this can be

steric hindrance and/or electronic quenching, e.g., by exciton coupling. We address these

possibilities by means of nonadiabatic molecular dynamics with trajectory surface hopping

calculations, investigating the trans → cis isomerization of azobenzene after excitation into

the ππ∗ absorption band. We consider a free monomer, an isolated dimer and a dimer

embedded in a SAM-like environment of additional azobenzene molecules, imitating in

this way the gradual transition from an unconstrained over an electronically coupled to an

electronically coupled and sterically hindered, molecular switch. Our simulations reveal that

in comparison to the single molecule the quantum yield of the trans → cis photoisomerization

is similar for the isolated dimer, but greatly reduced in the sterically constrained situation.

Other implications of dimerization and steric constraints are also discussed.
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The photoswitching of an azobenzene (AB) molecule between two different isomers, trans

and cis, is a widely studied example of molecular switching which is of importance to potential

applications in nanoscience. Readily accessible in gas phase or solution, the trans → cis

photoisomerization can be hindered in densely packed self-assembled monolayers (SAMs), as

has been observed for AB-containing thiols on a gold surface.1,2 As possible reasons for this

suppression of the isomerization, steric hindrance and/or large exciton coupling between AB

chromophores, leading to ultrafast excitation transfer in the SAM, have been mentioned.1

However, thorough insight into details of the problem is still elusive.

Since steric and electronic effects are hard to disentangle experimentally, theoretical

modeling is worthwhile. Here in particular nonadiabatic molecular dynamics appears as a

powerful tool to gain mechanistic insight into multi-mode, photoinduced molecular switching.

So far, nonadiabatic molecular dynamics with trajectory surface hopping was applied to

model single-molecule isomerization of AB in gas phase,3–12 in solution,5,6 and in the liquid

state.10,11 The isomerization of (single) AB derivatives on sterically confining surfaces was

also modeled showing a reduction of the quantum yield of reaction in comparison to the

isolated-molecule case due to van der Waals (vdW) interation with a surface and resulting

steric hindrance.13,14 Furthermore, covalently connected dimeric molecular systems with two

AB units, were considered either in quantum mechanics / molecular mechanics (QM/MM)15

or purely QM16 (regarding the electronic structure) setups.

In this work we make a step further, simulating by means of the surface hopping

approach17,18 with QM and QM/MM models the trans → cis isomerization dynamics of

a non-covalently bound AB dimer and the dimer in the environment of other AB molecules,

imitating with the latter a densely packed SAM. Specifically, we studied three models

of increasing sophistication: (i) an AB monomer as a reference, (ii) an isolated QM

dimer (Fig. 1 (a)) and (iii) the QM dimer surrounded by ten frozen MM AB monomers,
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interacting with the QM central dimer through classical pairwise atomic vdW interactions

only (Fig. 1 (b–d)). We will refer to the latter model as “SAM” or the vdW-constrained

dimer in what follows.

Figure 1: (a) The AB dimer along with angles relevant for isomerization, namely CNN angles
(α) and CNNC dihedrals (ω). The two molecules are placed exactly side by side as shown,
with molecular planes on top of each other and a distance between the molecular planes
of 3.5 Å. Black (carbon) and yellow (hydrogen) balls represent the atoms which were fixed
during dynamics. (b–d) Different views of the AB “SAM” model: (b) top view, separation
parameters a = 3.5 Å and b = 6.0 Å, the QM part (the central dimer) is marked by the red
frame; (c) first side view; (d) second side view.

Here, the initial geometry of a trans-AB molecule was determined at the B3LYP19,20/6-

31G*21,22 level of theory. Note that the “SAM” model is highly idealized, with upright (rather
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than tilted) molecules arranged in a rectangular unit cell, with lattice parameters a = 3.5 Å

and b = 6.0 Å providing a high area density of ∼5 molecules per nm2. For comparison, the

densely packed molecular arrangement of Ref. 1 was ∼4.2 molecules per nm2; in Ref. 23,

a critical grafting density beyond which switching in AB-containing SAMs is suppressed of

about 2.5 molecules per nm2 has been given. Further, the surface is only indirectly included

in our proof-of-principle model, through a specific choice of lattice parameters and the fact

that the two lowest carbon and hydrogen atoms of the lower phenyl ring of each molecule of

the QM dimer (for both models (ii) and (iii)) are kept fixed during the MD runs, cf. Fig. 1.

As such, model (i) represents a totally unconstrained switch, model (ii) an electronically

coupled dimer with slight steric hindrance, and model (iii) an electronically coupled dimer

with strong steric constraints imposed by an environment. We should stress that in our third

model (“SAM”) the MM perimeter molecules are frozen during dynamics allowing for regular

molecular arrangement, which provides, in turn, the needed steric hindrance. However, with

this we omit the vibrational energy transfer from the QM part to the MM one. These two

factors are expected to affect a quantum yield in different directions.

Singlet excited states, gradients and nonadiabatic couplings required in the QM treatment

and surface hopping dynamics were calculated “on the fly” by means of the semiempirical

reparameterized AM1/FOMO-CI method.15,24–27 For all models, the same active space and

CI procedure as previously employed for bisazobenzenes was used.16 Out of calculated excited

states, the energetically lowest 14 singlet excited states (plus the ground state) were used

for surface hopping dynamics. Note that these states include the singlet combinations of

the two monomer triplets. However, we did not consider overall triplets and intersystem

crossing transitions because the azobenzene T1 and S1 states are far enough in energy and

share the same nπ∗ configuration, so they are expected to interact weakly by spin–orbit

coupling, according to El-Sayed rules. For the “SAM” QM/MM model, vdW interactions

with the surrounding AB molecules were described by the MM3-2000 force field.28,29 Further
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details on models and methods are presented in the SI.

First, we calculated vertical absorption spectra of the transmonomer and dimer (at T = 0

K) using various first-principles (DFT and wavefunction-based) methods to judge on the

performance of AM1/FOMO-CI for the systems under study. A detailed discussion of spectra

and method dependencies is presented in the SI. Briefly, semiempirical (AM1/FOMO-CI)

spectra are energetically close (in terms of a location of the ππ∗ absorption band) to time-

dependent Hartree-Fock (TD-HF) (see, e.g., Refs. 30, 31) ones, showing a blue shift with

respect to other methods and to an available experimental gas-phase result32 (Fig. S2,

Tabs. S1 and S2). The blue shift relative to modern range-separated functionals (e.g.,

M1133 or ωB9734) or SCS-CC235 is rather moderate, ∼0.1–0.25 eV. Moreover, AM1/FOMO-

CI shows the presence of several doubly excited states, as verified also by the so-called

DFT/MRCI method36 which accounts for multiple-excitations as AM1/FOMO-CI. We also

find, when going from monomer to the dimer, an expected blue shift (except for DFT/MRCI,

which is not suitable for the dimers37) and enhancement of the ππ∗ signal. The blue shift

is around 0.1–0.2 eV for most methods (Figs. S2 and S3). It is due to the fact that the

ππ∗ transition is split by exciton coupling into a red-shifted dark and a blue-shifted bright

state, the so-called Davydov (or exciton) splitting.38,39 With the present short intermolecular

distances and ideal upright orientation the exciton splitting ∆Eexciton between the two states

is quite large and in the order of 0.6–0.7 eV, only moderately method-dependent (see Fig. S3).

From these findings we conclude that the AM1/FOMO-CI method is sufficiently accurate

to correctly account for excited-state properties of coupled AB dimers. The description of

photoisomerization pathways and conical intersections obtained at the AM1/FOMO-CI level

for the azobenzene is presented in Ref. 27.

In a second step, initial coordinates and velocities for subsequent photodynamics were

sampled from Brownian trajectories40 on the ground state potential energy surface (PES),
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using the AM1/FOMO-CI method. Brownian dynamics were run once for each model (i)–

(iii) for 10 ps at a temperature of 300 K. Initial structures for photoexcitation were selected

after 1 ps. When computing vertical excitation energies (wavelengths) and transition dipole

moments (and corresponding oscillator strengths) for each geometry along the Brownian

trajectory and subsequently broadening the stick spectra by Gaussian functions (see SI for

details), we can estimate thermally broadened absorption spectra for the trans-AB species.

The resulting spectra, averaged along the Brownian trajectories are presented in Fig. 2.

Specifically, ππ∗ and nπ∗ bands are shown in plots (a) and (b), respectively, for all three

models (i.e., monomer, isolated dimer, and “SAM”).

Figure 2: Averaged (along ground-state Brownian trajectories) broadened vertical absorption
spectra for monomer (red solid lines), isolated dimer (blue), and “SAM” (black): (a) ππ∗

band, (b) nπ∗ band . Dashed lines in (a) show the boundaries of the energy windows to
select initial PESs for the photodynamics: red for the monomer and blue for the isolated
dimer and “SAM”. For details on the broadening procedure see SI.

From Fig. 2 (a) we note also here the mentioned blue shift (by ∼0.2 eV) and intensity

enhancement (by a factor of about two) of the lowest bright ππ∗ transition upon dimerization,

compared to the monomer, in agreement with the Davydov model. The effect of constraining

the dimer by a SAM-like environment on the ππ∗ band is small. Due to thermal distortions

the nπ∗ transitions of the trans isomers become partially allowed (Fig. 2 (b)). Note that the
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spectral features of the nπ∗ band behave differently than the ππ∗ band as far as effects of

dimerization and steric constraints are concerned (see SI for the discussion of the nπ∗ band

behaviour). In what follows, however, we focus on excitations into the ππ∗ band which is

much more intense than the nπ∗ one.

In a third step, we modeled the post-excitation dynamics (which may lead to

isomerization) of our three systems, after optical excitations of the thermalized trans species

into the ππ∗ band. The corresponding energy windows selected for these excitations are

shown with dashed lines in Fig. 2 (a). For all the models the size of the windows is 2 eV —

we assigned a window of [3.8,5.8] eV for the monomer and [4.0,6.0] eV for the isolated dimer

and “SAM”. Selecting the initial electronic states was done as described elsewhere40 based

on the magnitudes of transition dipole moments from ground to the excited states which fall

into the energy window. Moreover, we ensured that each single geometry selected from the

Brownian trajectory was used only once as an initial geometry for photodynamics.

Next, multiple surface hopping trajectories, starting at the selected ππ∗ states were

launched. Examples of different kinds of trajectories, represented with CNN angles (α)

and CNNC dihedrals (ω), are depicted in Fig. 3 (see also Fig. 1 (a) for definition of angles).

Fig. 3 gives also information on which singlet potential energy surface the trajectory resides

at a given moment. We find “reactive”, “unreactive”, and “undetermined” trajectories.

The reactive trajectories shown in the left column of Fig. 3, i.e., those trajectories for

which trans → cis isomerization took place, demonstrate after some time (. 1 ps for the

trajectories of Fig. 3) the change of the ω-value from ∼180◦ (trans isomer) to ∼0◦ (cis

isomer). Switching often occurs around the time when a nπ∗ → ground state transition

happens. The mechanism of the isomerization is complex and involves the increase of α

angles with subsequent rearrangement of the CNNC moiety to the cis form.
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Figure 3: Selected nonadiabatic trajectories for the three models under study: Shown are
dihedral CNNC (ω1, ω2) and CNN (α11, α12, α21, α22) angles (cf. Fig. 1) (left scale) as well
as PES numbers (right scale, the number n denoting state Sn) as a function of time. The
left column represents reactive trajectories, middle — unreactive, and right — undetermined
ones.

Note that in the dimeric models only one molecule is switched while the other stays in

the trans form (with ω about 180◦). This is true for all reactive trajectories on a timescale

of 5 ps. The unreactive trajectories, i.e., the trajectories for which excited trans models

relaxed without reaching the cis isomer are shown in the middle column of Fig. 3. For

the dimeric models, in contrast to the monomer, some trajectories (Fig. 3, right column)

demonstrate large-amplitude changes of dihedral angles during dynamics, and can be referred
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to as undetermined. On longer timescales, when including vibrational relaxation, these

trajectories would eventually become reactive or unreactive, respectively.

Counting reactive trajectories one can define the trans → cis quantum yield Φ as the

ratio of the number of reactive trajectories, Nreact, to the total number of reactive and

unreactive trajectories, Ntot, Φ = Nreact/Ntot (undetermined trajectories were not included

in the analysis). The quantum yields along with bootstrap estimate of the standard error of

the mean41 ∆Φ =
√

Φ(1− Φ)/Ntot are presented in Tab. 1.

Table 1: Quantum yield (Φ) of the trans → cis isomerization after ππ∗ excitation
and lifetimes (τ) of excited ππ∗ and nπ∗ states for the three models under study

Model Na
tot N b

undetermined Φc τππ∗ (fs) τnπ∗ (fs)
Monomer 73 0 0.21± 0.05 308 225
Dimer 70 16 0.19± 0.05 1471 260
“SAM” 103 149 0.11± 0.03 500 552

a
Ntot is the total number of reacive and unreactive trajectories.

b
Nundetermined is the number of undetermined trajectories (cf. Fig. 3, right column).

cThe standard error for yields ∆Φ is determined as described in the text.

We first of all note that the quantum yield for the monomer is 0.21.42 This value agrees

fairly well with the quantum yield of 0.25 found recently6 using corrected PESs27 and an

energy based decoherence correction (EDC)18 (this latter correction was also applied in

our calculations in the present work) for surface hopping. The quantum yield for the

isolated dimer is very similar, 0.19. Thus, the switching probability for the free dimer is

approximately as high as for the monomer. When restricting the dimer sterically within the

“SAM” model, the quantum yield is greatly reduced, to 0.11. Since in the isolated dimer

electronic coupling is present but steric hindrance is small while in the “SAM” dimer steric

hindrance is large, we conclude that for the present model system at least steric hindrance

appears as the dominating effect which suppresses the switching probability of densely packed

monolayers of AB molecules.
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Further, we compute state populations — fractions of trajectories being at a given time in

a certain electronic state. For this analysis we considered all trajectories, reactive, unreactive,

and undetermined, for each of the studied models. We combined nπ∗ excited states in one

group and ππ∗ excited states in another one. Specifically, for the monomer nπ∗ corresponds

to S1, and the ππ∗ group to S2 and higher. For the isolated dimer and “SAM”, the nπ∗ group

includes three states S1 to S3, whereas ππ
∗ includes S4 and higher states. The populations

were fitted by using a two-step irreversible kinetics model (Fig. 4 (a)), giving lifetimes τππ∗

and τnπ∗ of the respective excited state manifolds:16

Pππ∗ = e−t/τ
ππ

∗ (1)

Pnπ∗ =
τnπ∗

τnπ∗ − τππ∗

(e−t/τ
nπ

∗ − e−t/τ
ππ

∗ ) (2)

Figure 4: (a) Time evolution of populations (fractions of trajectories) for the ground state
(S0), nπ

∗ and ππ∗ states. (b) Time evolution of the end-to-end distance (between hydrogen
atoms in para-positions of the phenyl rings) for the reactive trajectories.
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Inspection of the lifetimes as tabulated in Tab. 1 indicates that the lifetime of the ππ∗ states

is almost five times larger for the isolated dimer than for the monomer, increasing from

about 300 to close to 1500 fs. As a result of the excitonic coupling between ππ∗ states, in the

dimer the higher state of the Davydov split pair is populated. The energy gap between this

state and the nπ∗ ones is larger than in the monomer and this may explain its slower decay.

Interestingly, the long lifetime for the isolated dimer is considerably reduced, by a factor

of three, for the “SAM” dimer, showing that the vdW constraint leads to a faster decay of

the ππ∗ states, to nπ∗. We have verified that the torsion of the CN bonds (NNCC dihedral

angles), while the trajectories evolve in the ππ∗ states, is more free in the dimer than in the

“SAM” (Fig. S6). The same is true, to a lesser extent, for the NN bond torsion (CNNC

dihedral). This kind of geometrical relaxation increases the energy gap with the nπ∗ states

(see Fig. 1 and Tab. 5 of Ref. 6). In fact we find in the average larger energy gaps in the

dimer than in the “SAM” (Fig. S7), which explains the difference in the ππ∗ lifetime. The

lifetime of the nπ∗ states, in comparison to the monomer, is somewhat larger for the isolated

dimer and greatly increased for the “SAM”, due to population of the nπ∗ states from the

ground state during all 5 ps in the case of undetermined trajectories. Note that the excited

state lifetimes are not directly related to switching yields.

Finally, we compared the change in the end-to-end distance of the AB molecule (molecular

length) upon the trans → cis isomerization. To do so we tracked the distance between

hydrogen atoms in para-positions of the phenyl rings of AB, for reactive trajectories only

(Fig. 4 (b)). We find that the cis isomer length spans a broader range of distances in

the case of the monomer and the free dimer than for the “SAM” dimer. In other words,

the vdW-constraint keeps the molecules in a more open form (larger end-to-end distance)

after the trans → cis isomerization. As another consequence of the steric confinement in

addition to altered excited state lifetimes and switching probabilities, therefore, also the

geometry of the switched molecules differs: In the confined dimer, they stay in a trans-
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typical elongated form after switching, however, with a dihedral angle characteristic for the

cis form. In the unconstrained dimer, both characteristics (molecular length and dihedral)

change substantially.

In conclusion, we performed nonadiabatic molecular dynamics simulations for free

and vdW-constrained (“SAM”) AB dimers. We treated both dimer molecules using the

AM1/FOMO-CI method, thus accounting for the change in electronic structure upon

dimerization. Importantly, we found (i) a very similar trans → cis quantum yield (after

ππ∗ excitation) for the free dimer (Φ = 0.19 ± 0.05) in comparison to the monomeric

reference (Φ = 0.21 ± 0.05), and (ii) pronounced decrease of the quantum yield for the

“SAM” (Φ = 0.11 ± 0.03). We conclude that in the present model at least (which has

both strong electronic coupling and large steric hindrance), steric effects are the main

reason why switching is suppressed in densely packed monolayers of AB molecules on

surfaces. We further found that the lifetimes of the excited states for the dimer models

are increased in comparison to the monomer. The end-to-end distance of the cis isomer,

formed after photoisomerization, is on average larger for the “SAM” model, suggesting that

steric confinement can also lead to different product geometries.

Of course, the present models should be refined in the future. In particular, enlargement

of the QM part, inclusion of motion for the MM environment, inclusion of the substrate and,

finally, a systematic study of effects of the packing density are worthwhile directions to go.
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Details on models and dynamical calculations

The geometry of the trans-azobenzene (AB) monomer in the electronic ground state was

optimized at the B3LYPS1,S2/6-31G*S3,S4 level of theory using Gaussian 09 (Revision

D.01).S5 The minimum nature of the obtained structure was proven by vibrational frequency

analysis, which yielded only real frequencies. The geometry of the monomer was found to

be planar. This structure was used as a starting geometry for model (i) of the main text

(monomer), but also for the dimer models (ii) (isolated dimer) and (iii) (“SAM” model).

The dimer model (ii) was constructed by applying a translation of 3.5 Å to all atoms of

the optimized monomer in the direction perpendicular to the molecular plane. The “SAM”

model (iii) was constructed by further translating AB monomers as shown in Fig. 1 (b–d)

of the main text. Note that the simple translation was chosen for the dimer and “SAM”

construction (instead of, e.g., optimization of the geometry with DFT plus a dispersion

correction) to have the same intermolecular separation and molecular arrangement for the

free dimer and the “SAM”, which can also be easily varied to study, e.g., packing density

effects. For both the free and the vdW-constrained models, the four bottom atoms of the

QM dimer, two carbons and two hydrogens, were frozen during the dynamics to keep two

AB molecules together.

The potential energy surfaces (PESs), gradients and nonadiabatic couplings were

calculated “on the fly” by means of semiempirical (reparameterized for the single AB

molecule AM1S6,S7) configuration interaction (CI), employing SCF molecular orbitals (MO)

with floating occupation (FO) numbersS8–S10 (abbreviated as AM1/FOMO-CI) by using the

development version of the MOPAC 2002 program.S11 The active space (for all models)

contained 22 electrons in 21 orbitals. In the CI, all single excitations within active space

plus multiple excitations within complete active (sub)space (CAS) of 8 electrons in 6 orbitals

were included. This method, denoted as AM1/FOMO-CI/(22,21)/(8,6), was used previously
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for the bisazobenzenes.S12 Note that we did not use the added potential and state-specific

corrections for the PESs, developed previously for the single AB molecule.S7 The molecular

orbitals comprising the CAS are presented in Fig. S1. It is seen that the six frontier orbitals

of the dimer correspond to the HOMO−1 (π), HOMO (n), and LUMO (π∗) of the monomer.

Figure S1: Molecular orbitals comprising the complete active (sub)space (CAS).

The vdW interactions for the “SAM” model were treated by means of the MM3-2000

force fieldS13,S14 with the help of the TINKER package.S15 The MM molecules were kept

fixed during the simulation.

The first 15 singlet states (ground and 14 excited) were used for the surface hopping

dynamics, for all models.

Absorption spectra, spectral shift, and exciton splitting

We calculated vertical absorption spectra of the trans monomer and the trans–trans

dimer using various methods to judge on the performance of AM1/FOMO-CI approach

used for the dynamics afterwards. Altogether 18 methods were used: AM1/FOMO-

CI/(22,21)/(8,6); DFT/MRCIS16/def2-SVP;S17,S18 TD-HF (see, e.g., Refs. S19, S20)/6-
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31G*; TD-DFT (see, e.g., Ref S21)/6-31G* with the following functionals: BHandHLYP

(Gaussian 09 implementation, for “half-and-half” theory see ref. S22), M06-2X,S23 M06-

HF,S24 CAM-B3LYP,S25 LC-ωPBE,S26 M11,S27 ωB97,S28 ωB97X,S28 ωB97X-D;S29 CC2S30

and ADC(2)S31,S32 with aug-cc-pVDZ basis set,S33–S35 as well as their spin-component scaled

variants SCS and SOS.S36 The TD-HF and TD-DFT calculations were done with Gaussian

09 (Revision D.01), the CC2 and ADC(2) calculations were performed with TURBOMOLE

(Version 6.5).S37 For the latter the resolution of the identity (RI)S38,S39 and the frozen core

approximations were used. The auxiliary basis set for RIS40 was also employed. DFT/MRCI

calculations were done using TURBOMOLE (Version 6.3).S41

The vertical stick spectra were broadened with Gaussian functions:S42

I(λ) =
∑

i

fi exp

(

−
1

2σ2

(

1

λ
−

1

λi

)2
)

.

Here, I is the absorbance (in arbitrary units), λ is the wavelength, λi and fi are computed

excitation wavelengths and oscillator strengths, respectively, σ is a broadening parameter

(we chose (arbitrarily) σ = 1500 cm−1).

Excitation energies and oscillator strengths for the first 14 transitions for all the methods

are tabulated in Tab. S1 (monomer) and Tab. S2 (dimer). The broadened spectra obtained

with AM1/FOMO-CI, DFT/MRCI, TD-HF, TD-M11, CC2, and SCS-CC2 are presented in

Fig. S2. In Fig. S2 the experimental wavelength, 301 nm (4.12 eV), is also shown. This

wavelength corresponds to the maximal absorption of the trans-AB monomer, recorded in

gas phase.S43

From Fig. S2 it is seen that the semiempirical spectra are energetically close (in terms

of a location of the ππ∗ absorption band) to the TD-HF ones, showing a blue shift with
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respect to other methods and to the available experimental gas-phase result.S43 At the same

time, the difference with modern range-separated density functionals (such as M11 or ωB97)

or the wavefunction SCS-CC2 method is not very pronounced (∼0.1–0.25 eV). Moreover,

AM1/FOMO-CI shows the presence of doubly excited states, which are also found with

DFT/MRCI. For example, on the AM1/FOMO-CI and DFT/MRCI levels the S0 → S3

transition of the dimer has the double nπ∗ character.

More specifically and returning to Tabs. S1 and S2 we note that for the monomer

(Tab. S1) all the methods show that the S0 → S2 (π → π∗) transition is the first bright

transition, with oscillator strength ranging from 0.73 (SOS-CC2) to 0.91 (AM1/FOCI). The

excitation energies for this transition are in the interval 3.79 (DFT/MRCI) – 4.59 (M06-HF)

eV, i.e., differing maximally by 0.8 eV.

For the dimer (Tab. S2), TD-HF and TD-DFT produce the 4th transition as the first

bright transition, while with CC2 and ADC2 methods this first bright transition is the 6th

one. AM1/FOMO-CI also shows the first bright transition to be the 6th one, whereas with

DFT/MRCI this is the 9th transition. Excitation energies for the first bright state range

from 3.72 (DFT/MRCI) to 4.71 (M06-HF) eV, i.e., differ maximally by 1 eV. The oscillator

strength for this first bright transition of the dimer ranges from 0.97 (SOS-CC2) to 1.56

(DFT/MRCI). Here we should note that the original DFT/MRCI methodS16 is not suitable

for the description of the absorption of the dimeric systems.S44
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Table S1: Excitation energies ∆E and oscillator strengths f of the trans-
azobenzene monomer

AM1/FOMO-CI DFT/MRCI HF BHandHLYP M06-2X M06-HF

Transition ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f

S0 → S1 3.34 0.00 2.24 0.00 3.17 0.00 2.89 0.00 2.45 0.00 2.01 0.00

S0 → S2 4.39 0.91 3.79 0.88 4.43 0.77 4.12 0.83 4.16 0.84 4.59 0.87

S0 → S3 4.58 0.00 3.92 0.05 5.59 0.03 4.84 0.04 4.80 0.03 5.34 0.02

S0 → S4 4.62 0.24 3.92 0.00 5.60 0.00 4.84 0.00 4.81 0.00 5.35 0.00

S0 → S5 5.33 0.00 3.96 0.00 5.87 0.00 5.51 0.00 5.54 0.00 6.17 0.00

S0 → S6 6.15 0.01 4.53 0.00 6.82 0.65 6.21 0.27 6.16 0.28 6.72 0.00

S0 → S7 6.32 0.00 4.59 0.00 7.10 0.00 6.22 0.00 6.16 0.00 6.77 0.64

S0 → S8 6.33 0.02 4.61 0.00 7.11 0.82 6.49 0.00 6.33 0.00 6.82 0.00

S0 → S9 6.49 0.00 4.66 0.00 7.35 0.00 6.75 0.44 6.39 0.00 6.98 0.00

S0 → S10 6.51 0.56 4.96 0.00 8.10 0.00 6.85 0.00 6.46 0.00 7.16 0.51

S0 → S11 6.96 0.00 5.05 0.00 8.29 0.00 6.89 0.00 6.63 0.00 7.25 0.00

S0 → S12 7.06 0.00 5.27 0.00 8.44 0.60 6.98 0.00 6.65 0.00 7.28 0.00

S0 → S13 7.18 0.04 5.32 0.00 8.54 0.00 7.17 0.00 6.65 0.00 7.59 0.00

S0 → S14 7.57 0.00 5.40 0.32 8.79 0.00 7.24 0.00 6.89 0.40 7.68 0.00

CAM-B3LYP LC-ωPBE M11 ωB97 ωB97X ωB97X-D

Transition ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f

S0 → S1 2.72 0.00 2.74 0.00 2.47 0.00 2.80 0.00 2.76 0.00 2.69 0.00

S0 → S2 4.08 0.82 4.37 0.82 4.30 0.84 4.36 0.81 4.26 0.82 4.10 0.82

S0 → S3 4.72 0.03 5.09 0.02 5.02 0.03 5.09 0.02 4.98 0.03 4.74 0.03

S0 → S4 4.73 0.00 5.09 0.00 5.03 0.00 5.10 0.00 4.99 0.00 4.75 0.00

S0 → S5 5.46 0.00 5.84 0.00 5.79 0.00 5.82 0.00 5.73 0.00 5.52 0.00

S0 → S6 6.12 0.26 6.59 0.46 6.45 0.40 6.58 0.47 6.42 0.39 6.16 0.28

S0 → S7 6.12 0.00 6.61 0.00 6.47 0.00 6.60 0.00 6.45 0.00 6.17 0.00

S0 → S8 6.29 0.00 6.69 0.00 6.52 0.00 6.75 0.00 6.62 0.00 6.25 0.00

S0 → S9 6.30 0.00 6.89 0.46 6.80 0.00 6.86 0.46 6.77 0.00 6.25 0.00

S0 → S10 6.37 0.00 6.90 0.00 6.88 0.00 6.88 0.00 6.82 0.43 6.33 0.00

S0 → S11 6.51 0.00 7.06 0.00 6.88 0.00 7.10 0.00 6.83 0.00 6.57 0.00

S0 → S12 6.74 0.37 7.11 0.00 6.91 0.00 7.14 0.00 6.89 0.00 6.74 0.37

S0 → S13 6.76 0.00 7.13 0.00 6.93 0.44 7.18 0.00 7.01 0.00 6.74 0.00

S0 → S14 6.80 0.00 7.26 0.00 7.00 0.00 7.31 0.00 7.10 0.00 6.75 0.00

CC2 ADC(2) SCS-CC2 SCS-ADC(2) SOS-CC2 SOS-ADC(2)

Transition ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f

S0 → S1 2.83 0.00 2.84 0.00 3.01 0.00 3.02 0.00 3.09 0.00 3.10 0.00

S0 → S2 4.10 0.88 4.10 0.89 4.25 0.82 4.25 0.88 4.32 0.73 4.31 0.82

S0 → S3 4.48 0.02 4.51 0.03 4.53 0.00 4.55 0.00 4.52 0.00 4.54 0.00

S0 → S4 4.49 0.00 4.52 0.00 4.54 0.06 4.56 0.07 4.56 0.14 4.57 0.14

S0 → S5 5.20 0.00 5.24 0.00 5.39 0.00 5.42 0.00 5.48 0.00 5.50 0.00

S0 → S6 5.56 0.00 5.64 0.00 5.99 0.42 6.01 0.48 6.09 0.46 6.10 0.54

S0 → S7 5.66 0.00 5.73 0.00 6.03 0.00 6.05 0.00 6.13 0.00 6.15 0.00

S0 → S8 5.71 0.00 5.78 0.00 6.09 0.00 6.10 0.00 6.16 0.00 6.17 0.00

S0 → S9 5.81 0.32 5.84 0.38 6.12 0.00 6.18 0.00 6.35 0.00 6.36 0.00

S0 → S10 5.88 0.00 5.90 0.00 6.20 0.00 6.25 0.00 6.40 0.00 6.45 0.00

S0 → S11 5.90 0.00 5.95 0.00 6.28 0.00 6.29 0.00 6.44 0.00 6.48 0.00

S0 → S12 5.94 0.00 5.97 0.00 6.28 0.00 6.33 0.00 6.53 0.00 6.54 0.00

S0 → S13 5.96 0.08 6.02 0.04 6.40 0.00 6.45 0.00 6.55 0.00 6.60 0.00

S0 → S14 6.06 0.03 6.15 0.01 6.48 0.03 6.49 0.00 6.60 0.00 6.60 0.00
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Table S2: Excitation energies ∆E and oscillator strengths f of the trans-
azobenzene–trans-azobenzene dimer at the monomer separation of 3.5 Å

AM1/FOMO-CI DFT/MRCI HF BHandHLYP M06-2X M06-HF

Transition ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f

S0 → S1 3.02 0.00 1.90 0.00 3.14 0.00 2.83 0.00 2.39 0.00 1.98 0.00

S0 → S2 3.04 0.00 1.94 0.00 3.17 0.00 2.87 0.00 2.43 0.00 2.00 0.00

S0 → S3 3.75 0.00 2.40 0.00 3.95 0.00 3.44 0.00 3.46 0.00 4.05 0.00

S0 → S4 4.01 0.00 3.06 0.00 4.57 1.31 4.26 1.40 4.29 1.41 4.71 1.47

S0 → S5 4.56 0.00 3.41 0.00 5.21 0.00 4.32 0.00 4.30 0.00 4.96 0.00

S0 → S6 4.57 1.53 3.42 0.00 5.22 0.00 4.33 0.00 4.30 0.00 4.97 0.00

S0 → S7 4.57 0.00 3.53 0.00 5.47 0.00 4.49 0.01 4.49 0.02 5.34 0.03

S0 → S8 4.74 0.00 3.53 0.00 5.60 0.03 4.84 0.06 4.80 0.04 5.35 0.00

S0 → S9 4.74 0.00 3.72 1.56 5.61 0.00 4.85 0.00 4.81 0.00 5.64 0.00

S0 → S10 4.89 0.00 3.86 0.05 5.93 0.00 4.92 0.00 4.87 0.00 5.97 0.00

S0 → S11 4.94 0.33 3.86 0.00 6.31 0.00 4.97 0.00 4.89 0.00 6.05 0.00

S0 → S12 5.39 0.01 3.90 0.00 6.38 0.00 5.28 0.00 4.93 0.00 6.12 0.00

S0 → S13 5.49 0.01 3.91 0.00 6.42 0.00 5.30 0.00 4.97 0.00 6.22 0.00

S0 → S14 5.57 0.00 4.01 0.01 6.45 0.00 5.46 0.00 5.39 0.00 6.28 0.00

CAM-B3LYP LC-ωPBE M11 ωB97 ωB97X ωB97X-D

Transition ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f

S0 → S1 2.65 0.00 2.69 0.00 2.42 0.00 2.75 0.00 2.70 0.00 2.62 0.00

S0 → S2 2.69 0.00 2.73 0.00 2.46 0.00 2.78 0.00 2.74 0.00 2.66 0.00

S0 → S3 3.43 0.00 3.88 0.00 3.78 0.00 3.83 0.00 3.71 0.00 3.48 0.00

S0 → S4 4.22 1.37 4.50 1.40 4.43 1.44 4.48 1.38 4.38 1.39 4.23 1.38

S0 → S5 4.27 0.00 4.77 0.00 4.67 0.00 4.73 0.00 4.60 0.00 4.32 0.00

S0 → S6 4.27 0.00 4.77 0.00 4.68 0.00 4.74 0.00 4.61 0.00 4.33 0.00

S0 → S7 4.48 0.02 5.09 0.03 5.03 0.04 5.10 0.03 4.98 0.03 4.58 0.01

S0 → S8 4.72 0.03 5.10 0.00 5.04 0.00 5.11 0.00 4.99 0.00 4.71 0.00

S0 → S9 4.73 0.00 5.42 0.00 5.20 0.00 5.36 0.00 5.19 0.00 4.72 0.00

S0 → S10 4.73 0.02 5.54 0.00 5.34 0.00 5.53 0.00 5.25 0.00 4.74 0.04

S0 → S11 4.75 0.00 5.81 0.00 5.51 0.00 5.84 0.00 5.48 0.00 4.75 0.00

S0 → S12 4.91 0.00 5.85 0.00 5.57 0.00 5.87 0.00 5.48 0.00 4.99 0.00

S0 → S13 4.93 0.00 5.88 0.00 5.59 0.00 5.90 0.00 5.56 0.00 5.01 0.00

S0 → S14 5.42 0.00 5.89 0.00 5.84 0.00 5.92 0.00 5.77 0.00 5.50 0.00

CC2 ADC(2) SCS-CC2 SCS-ADC(2) SOS-CC2 SOS-ADC(2)

Transition ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f ∆E (eV) f

S0 → S1 2.69 0.00 2.71 0.00 2.91 0.00 2.92 0.00 3.00 0.00 3.02 0.00

S0 → S2 2.77 0.00 2.78 0.00 2.97 0.00 2.98 0.00 3.07 0.00 3.08 0.00

S0 → S3 3.36 0.00 3.39 0.00 3.61 0.00 3.62 0.00 3.73 0.00 3.73 0.00

S0 → S4 3.96 0.00 3.99 0.00 4.11 0.00 4.13 0.00 4.15 0.00 4.16 0.00

S0 → S5 3.97 0.00 4.00 0.00 4.11 0.00 4.13 0.00 4.16 0.00 4.17 0.00

S0 → S6 4.15 1.48 4.15 1.50 4.32 1.27 4.32 1.40 4.38 0.97 4.38 1.14

S0 → S7 4.42 0.03 4.45 0.04 4.49 0.00 4.51 0.00 4.50 0.00 4.51 0.00

S0 → S8 4.42 0.00 4.46 0.00 4.52 0.22 4.53 0.22 4.56 0.51 4.57 0.51

S0 → S9 4.45 0.00 4.54 0.00 4.83 0.00 4.85 0.00 4.94 0.00 4.96 0.00

S0 → S10 4.51 0.01 4.57 0.01 4.95 0.00 4.98 0.00 5.18 0.00 5.20 0.00

S0 → S11 4.51 0.00 4.60 0.00 5.19 0.00 5.26 0.00 5.36 0.00 5.36 0.00

S0 → S12 4.59 0.00 4.62 0.00 5.22 0.00 5.27 0.00 5.46 0.00 5.46 0.00

S0 → S13 5.00 0.00 5.04 0.00 5.25 0.00 5.30 0.00 5.57 0.00 5.48 0.00

S0 → S14 5.06 0.00 5.08 0.00 5.33 0.00 5.35 0.00 5.59 0.00 5.60 0.00
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Figure S2: Broadened and stick vertical absorption spectra of the monomer and the dimer
calculated with various methods. Grey thick line represents experimentally detected gas-
phase wavelength of maximal absorption, for the monomer.S43
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Next, we see that the dimerization causes small spectral shift (. 0.2 eV), mainly

to the blue with exception of DFT/MRCI (see also Figs. S2 and S3), and the increase

of the oscillator strength of the bright transition. This shift can be explained in terms

of the molecular exciton theory, which predicts the splitting of the bright state in two

states, the upper of which is allowed and the lower forbidden for a dimer composed of

two identical monomers located side by side, as it is for our model — so-called exciton or

Davydov splitting. The excitation energies of the split states in the dimer are ∆E±,dimer =

∆Emonomer ±
∆Eexciton

2
+ ∆D.S45,S46 Here ∆Emonomer is the excitation energy of the bright

transition for the monomer, ∆Eexciton exciton splitting in the dimer, ∆D van der Waals

correction. Usually ∆D < 0, that leads to the red shift of the splitting origin relative to the

monomer excitation energy.

Figure S3: ∆Eexciton = ∆E+,dimer − ∆E−,dimer and ∆Eshift = ∆E
bright
dimer − ∆Ebright

monomer

(∆E
bright
dimer = ∆E+).

We determined the exciton splitting from our first-principles calculations based on

analysis of canonical and/or natural transition orbitals of the lowest transitions, up to the

bright one.S42 The splitting turned out to be & 0.6 eV (Fig. S3). The excitation energy

differences corresponding to the exciton splitting of the bright transition are shown in
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Tab. S3. It is also interesting to note that the found method dependence of the exciton

splitting (Fig. S3) is quite moderate, however, it is more pronounced than for the tilted

4-nitroazobenzene dimer studied by us recently.S42

Table S3: Excitation energy differences used to calculate the exciton splitting

Method Excitation energy difference
AM1/FOMO-CI ∆E6 −∆E4

DFT/MRCI ∆E9 −∆E4

TD-HF ∆E4 −∆E3

TD-DFT ∆E4 −∆E3

(SCS/SOS-)CC2, ADC(2) ∆E6 −∆E3

Finally, the absorption spectrum of the “SAM” model differs from the spectrum of the

dimer, as it should be expected from the molecular exciton theory. We demonstrate this

by using the TD-HF/6-31G* method calculating the spectrum of all twelve molecules of the

“SAM” together (this approach can be refered to as the supermolecule approach). The result

is shown in Fig. S4. In the monomer the bright transition at this level of theory is S0 → S2.

In the dimer, in agreement with the exciton theory, the bright transition is S0 → S4, i.e., the

first monomer excited state splits into two states in the dimer as well as the second (bright)

monomer excited state does. In the “SAM” model the bright (the most intense) transition

is S0 → S24, that corresponds to the splitting of the second excited state of the monomer

into 12 excited states of the “SAM” (and the splitting of the monomer first excited state

into 12 states in the “SAM”). The bright transition in the “SAM” is blue-shifted by ∼0.25

eV in comparison to the dimer, the oscillator strength is ∼3.8 times larger.
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Figure S4: Broadened and stick vertical absorption spectra of the monomer, the dimer, and
the “SAM” model calculated with the TD-HF/6-31G* method. The bright transitions are
labeled.

CN and NN bond torsions during Brownian and photodynamics

Brownian dynamics

The oscillator strength of the nπ∗ transition (S0 → S1) of trans-AB was shown to markedly

depend on CN bond torsions of the phenyl rings and, to smaller extent, on the torsion of the

NN bond.S47 To explain the difference in the intensity of the nπ∗ bands between the studied

systems (see Fig. 2 (b) of the main text), we tracked the NNCC as well as CNNC dihedrals

(see Fig. S5 for the definition of the angles) during the Brownian dynamics. The time-

averaged values are presented in Tab. S4. From Tab. S4 it is seen that the molecules become

on average more planar (bigger mean values of the dihedrals), meaning the smaller oscillator

strength, when going from the monomer over the dimer to the “SAM”. This explains why

we do not observe the enhancement of the absorption for the dimer in comparison to the

monomer, as it would be expected from the exciton theory. Moreover, this explains the

very weak absorption of the “SAM”. Also note that the standard deviations of the dihedrals

decrease with model complexity.
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Figure S5: Definition of the dihedral NNCC and CNNC angles. Fixed carbon atoms are
shown in black, fixed hydrogen atoms in yellow. The geometry corresponds to the end of
the Brownian trajectory for the isolated dimer.

Table S4: Time-averaged dihedral NNCC and CNNC angles (in degrees) for the
Brownian trajectories

Angle Monomer Dimer “SAM”
1-CCNN 164± 14 167± 10 171± 7
1-NNCC 166± 11 168± 9 172± 6
1-CNNC 175± 4 175± 4 176± 3
2-CCNN 165± 11 169± 9
2-NNCC 167± 10 168± 9
2-CNNC 175± 4 176± 3

Photodynamics

Below we present the time evolution of the ensemble-averaged NNCC and CNNC dihedrals

(Fig. S6) as well as the nπ∗–ππ∗ (E4−E3) energy gap (Fig. S7) for the dimer and the “SAM”,

while trajectories travel in any of the states of the ππ∗ manifold. All trajectories (reacitve,

unreactive, and undetermined) were considered for this analysis. Note that, in general, the

number of trajectories in the ensemble (used for averaging) depends on the time.
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Figure S6: Time evolution of the ensemble-averaged NNCC and CNNC dihedrals, while
trajectories are on any of the surfaces of the ππ∗ manifold.

Figure S7: Time evolution of the ensemble-averaged E4 − E3 energy gap, while trajectories
are on any of the surfaces of the ππ∗ manifold.
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(S7) Cusati, T.; Granucci, G.; Mart́ınez-Núñez, E.; Martini, F.; Persico, M.; Vázquez, S.

Semiempirical Hamiltonian for Simulation of Azobenzene Photochemistry. J. Phys.

Chem. A 2012, 116, 98–110.

(S8) Granucci, G.; Toniolo, A. Molecular Gradients for Semiempirical {CI} Wavefunctions

with Floating Occupation Molecular Orbitals. Chem. Phys. Lett. 2000, 325, 79–85.

(S9) Granucci, G.; Persico, M.; Toniolo, A. Direct Semiclassical Simulation of

S14



Photochemical Processes with Semiempirical Wave Functions. J. Chem. Phys. 2001,

114, 10608–10615.

(S10) Ciminelli, C.; Granucci, G.; Persico, M. Are Azobenzenophanes Rotation-Restricted?

J. Chem. Phys. 2005, 123, 174317.

(S11) Stewart, J. J. P. MOPAC 2002, Fujitsu Ltd., Tokyo, Japan.

(S12) Floß G.; Saalfrank, P. The Photoinduced E → Z Isomerization of Bisazobenzenes: A

Surface Hopping Molecular Dynamics Study. J. Phys. Chem. A 2015, 119, 5026–5037.

(S13) Lii, J. H.; Allinger, N. L. Molecular Mechanics. The MM3 Force Field for

Hydrocarbons. 3. The van der Waals’ Potentials and Crystal Data for Aliphatic and

Aromatic Hydrocarbons. J. Am. Chem. Soc. 1989, 111, 8576–8582.

(S14) Tai, J. C.; Yang, L.; Allinger, N. L. Molecular Mechanics (MM3). Calculations on

Nitrogen-Containing Aromatic Heterocycles. J. Am. Chem. Soc. 1993, 115, 11906–

11917.

(S15) Ponder, J. W. TINKER 6.1; Washington University School of Medicine: St. Louis,

MO, 2012, (http://dasher.wustl.edu/tinker).

(S16) Grimme, S.; Waletzke, M. A Combination of Kohn–Sham Density Functional Theory

and Multi-Reference Configuration Interaction Methods. J. Chem. Phys. 1999, 111,

5645–5655.
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