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#### Abstract

We study, through a $\Gamma$-convergence procedure, the discrete to continuum limit of Ising-type energies of the form $F_{\varepsilon}(u)=-\sum_{i, j} c_{i, j}^{\varepsilon} u_{i} u_{j}$, where $u$ is a spin variable defined on a portion of a cubic lattice $\varepsilon \mathbb{Z}^{d} \cap \Omega, \Omega$ being a regular bounded open set, and valued in $\{-1,1\}$. If the constants $c_{i, j}^{\varepsilon}$ are nonnegative and satisfy suitable coercivity and decay assumptions, we show that all possible $\Gamma$-limits of surface scalings of the functionals $F_{\varepsilon}$ are finite on $B V(\Omega ;\{ \pm 1\})$ and of the form $\int_{S_{u}} \varphi\left(x, \nu_{u}\right) d \mathcal{H}^{d-1}$. If such decay assumptions are violated, we show that we may approximate nonlocal functionals of the form $\int_{S_{u}} \varphi\left(\nu_{u}\right) d \mathcal{H}^{d-1}+\int_{\Omega} \int_{\Omega} K(x, y) g(u(x), u(y)) d x d y$. We focus on the approximation of two relevant examples: fractional perimeters and Ohta-Kawasaki-type energies. Eventually, we provide a general criterion for a ferromagnetic behavior of the energies $F_{\varepsilon}$ even when the constants $c_{i, j}^{\varepsilon}$ change sign. If such a criterion is satisfied, the ground states of $F_{\varepsilon}$ are still the uniform states 1 and -1 and the continuum limit of the scaled energies is an integral surface energy of the form above.
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1. Introduction. The description and prediction of mesoscopic pattern formation have been and continue to be an object of extensive research both in the physical and in the mathematical literature. A possible approach in pursuing this task, usually adopted in statistical mechanics, is the analysis of discrete models, which aims at predicting such patterns starting from discrete systems of particles in interaction. A different but somehow complementary approach is the analysis of continuum models, which very often correspond to a coarse-graining description of the previous ones, which averages or smooths away fine details but is capable of capturing some of the main features of the original problems.

Among the discrete models an efficient and celebrated example is given by the Ising model, introduced originally to model ferromagnetism in statistical mechanics but then applied successfully in many other contexts. In its original form it amounts to considering a Hamiltonian of the form (where n.n. stands for nearest neighbor)

$$
\begin{equation*}
F(u)=-\sum_{n . n .} u_{i} u_{j} \tag{1.1}
\end{equation*}
$$

which is the energy of a system of interacting spins through their nearest-neighbor bonds. Here the spin variable $u$ is defined on a portion $\mathcal{L}$ of a periodic lattice, say $\mathbb{Z}^{d}$, and takes values in $\{-1,1\}$. By scaling $\mathbb{Z}^{d}$ by a small parameter $\varepsilon>0$ and identifying $\mathcal{L}$ with $\varepsilon \mathbb{Z}^{d} \cap \Omega$, where $\Omega$ is an open bounded open set of $\mathbb{R}^{d}$, it can be proved that

[^0]the discrete-to-continuum limit of suitable power scaling of $E$, as $\varepsilon \rightarrow 0$, resembles that of a Cahn-Hilliard-type functional. Namely, it leads in the limit as $\varepsilon \rightarrow 0$ to the surface energy $\int_{S_{u}}\left|\nu_{u}\right|_{1} d \mathcal{H}^{d-1}$ for $u \in B V(\Omega ;\{ \pm 1\})$, where $S_{u}$ is the jump set of $u$, that is the interface between the $\{u=1\}$ phase and the $\{u=-1\}$ phase, $\nu_{u}$ is the unit normal to $S_{u}$, and $|\cdot|_{1}$ is the $\ell^{1}$-norm in $\mathbb{R}^{d}$.

Ising-type energies are more generally written in the form

$$
\begin{equation*}
F(u)=-\sum_{i \neq j \in \mathcal{L}} c_{i, j} u_{i} u_{j} \tag{1.2}
\end{equation*}
$$

Here, according to the sign of the constants $c_{i, j}$, we speak of ferromagnetic interactions, corresponding to $c_{i, j}>0$ and favoring uniform pairs $u_{i}=u_{j}$, or of antiferromagnetic interactions, corresponding to $c_{i, j}<0$ and preferring instead alternating pairs $u_{i}=-u_{j}$. Many studies have shown that models involving energies of the form (1.2), for a suitable choice of the range of interactions and of the sign of the constants $c_{i, j}$, can be approximated in the continuum by models involving surface energies of the form above, where the limiting interfaces may represent phase or antiphase boundaries (see [3] for some relevant examples in a variational framework).

A general question is, then, whether an approximation by surface energies can be used. The purpose of this paper is to answer this question and, more precisely, to determine a large class of energies of the form (1.2) whose discrete-to-continuum limits can be described by surface functionals.

We start our analysis by considering a bulk scaling of the functionals in (1.2) and letting the constants $c_{i, j}$ depend also on the small parameter $\varepsilon$. Therefore we consider energies of the form

$$
\begin{equation*}
F_{\varepsilon}(u)=-\sum_{i \neq j \in \Omega_{\varepsilon}} \varepsilon^{d} c_{i, j}^{\varepsilon} u_{i} u_{j} \tag{1.3}
\end{equation*}
$$

defined for $u: \varepsilon \mathbb{Z}^{d} \cap \Omega \rightarrow\{-1,1\}$, where we have used the notation $\Omega_{\varepsilon}:=\mathbb{Z}^{d} \cap\left(\varepsilon^{-1} \Omega\right)$, $u_{i}:=u(\varepsilon i)$. The asymptotic behavior as $\varepsilon \rightarrow 0$ of energies of the form (1.3) has been studied in [5] and leads in the continuum limit to a class of integral functionals of the type

$$
\int_{\Omega} f(x, u(x)) d x
$$

where the limit variable $u$ represents the magnetization of the spin variable $u_{\varepsilon}$, that is, loosely speaking, $u(x)$ is the average value of $u_{\varepsilon}$ around $x$. We underline that, with this scaling, the asymptotic analysis gives some insight into the structure of the ground states only when the constants $c_{i, j}^{\varepsilon}$ change sign, leading to a competition between ferromagnetic and antiferromagnetic interactions.

Let us focus instead on the purely ferromagnetic case, i.e., assume $c_{i, j}^{\varepsilon} \geq 0$ for all $i, j \in \Omega_{\varepsilon}$. Note that with this assumption the ground states of $F_{\varepsilon}$ are trivially the constant functions $u \equiv 1$ and $u \equiv-1$. Nevertheless, if boundary conditions or additional constraints are added, minimizers are not trivial and it is interesting to describe their behavior as $\varepsilon \rightarrow 0$, i.e., when the number of indices diverge. To this end, a higher order description of $F_{\varepsilon}$ is needed.

Let $m_{\varepsilon}:=\min F_{\varepsilon}=F_{\varepsilon}( \pm 1)$ and consider a surface scaling of $F_{\varepsilon}$ given by

$$
\begin{equation*}
E_{\varepsilon}(u)=\frac{F_{\varepsilon}(u)-m_{\varepsilon}}{\varepsilon}=\sum_{i \neq j \in \Omega_{\varepsilon}} \varepsilon^{d-1} c_{i, j}^{\varepsilon}\left(1-u_{i} u_{j}\right) \tag{1.4}
\end{equation*}
$$

We identify the functions $u$ with their piecewise constant interpolations on the cells of the lattice $\varepsilon \mathbb{Z}^{d}$. Note that, with this identification, if we split $E_{\varepsilon}$ into the contribution accounting for the interactions between nearest neighbors and between all the other pairs, we may rewrite it as

$$
\begin{equation*}
E_{\varepsilon}(u)=\int_{S_{u}} a_{\varepsilon}(x) d \mathcal{H}^{d-1}+\int_{\Omega} \int_{\Omega} K_{\varepsilon}(x, y)|u(x)-u(y)| d x d y+O(1) \tag{1.5}
\end{equation*}
$$

for suitable functions $a_{\varepsilon}(\cdot)$ and $K_{\varepsilon}(\cdot, \cdot)$, where the additional $O(1)$ term is due to the energetic contribution of the interactions near $\partial \Omega$.

The asymptotic behavior as $\varepsilon \rightarrow 0$ of the energies $E_{\varepsilon}$ can be described by using the methods of $\Gamma$-convergence (see $[13,18]$ ). We make assumptions of two types on the constants $c_{i, j}^{\varepsilon}$ : a coerciveness hypothesis on nearest neighbors, namely, that $c_{i, j}^{\varepsilon} \geq$ $c>0$ when $|j-1|=1$, which ensures that the limit is finite only on $B V(\Omega ;\{ \pm 1\})$, and a decay assumption as $|j-i| \rightarrow+\infty$, that allows us to neglect very-long-range interactions. We point out that in this case the nonlocal term on the right-hand side of (1.5) gives only a contribution, as $\varepsilon \rightarrow 0$, to the surface energy. Indeed, under these conditions we show that, up to passing to a subsequence, the functionals $E_{\varepsilon}$ $\Gamma$-converge to an integral surface functional defined on $B V(\Omega ;\{ \pm 1\})$ and of the form

$$
\begin{equation*}
\int_{S_{u}} \varphi\left(x, \nu_{u}\right) d \mathcal{H}^{d-1} \tag{1.6}
\end{equation*}
$$

(see Theorem 4.2).
To perform our analysis, we apply an abstract method, originally exploited in the homogenization theory for multiple integrals and then adapted to a discrete setting in the continuum approximation, by $\Gamma$-convergence, of discrete models in nonlinear elasticity (see $[4,6]$ ). It amounts to applying a localization argument which allows us to regard our functionals and their $\Gamma$-limits as defined on functions and set and then to prove that all the hypotheses of an integral representation result of [12] (see Theorem 2.2) are fulfilled. We point out that, in applying this method, the surface scaling of the energies considered here requires in some steps a finer analysis than that developed in the bulk case considered in [4] and [6] (see in particular the proof of Proposition 4.5).

In the case of periodic interactions, corresponding to having $c_{i, j}^{\varepsilon}=c(i, j-i)$ with $c(\cdot, \xi)[0, k)^{d}$-periodic for some $k \in \mathbb{N}$ and for any $\xi \in \mathbb{Z}^{d}$, we may derive by our integral representation result an alternative proof of the homogenization result proved in [15]. Indeed, in this case the whole family of functionals $E_{\varepsilon} \Gamma$-converges to a homogenized surface energy of the form

$$
\begin{equation*}
\int_{S_{u}} \varphi_{h o m}\left(\nu_{u}\right) d \mathcal{H}^{d-1} \tag{1.7}
\end{equation*}
$$

with $\varphi_{\text {hom }}$ defined by a suitable asymptotic formula (see Theorem 4.7).
As a consequence of our $\Gamma$-convergence results, in section 4.2 we derive the convergence of minimum problems involving discrete energies as in (1.4) to the corresponding minimum problems involving the limiting energy. We focus on boundary value problems and minimum problems with a prescribed volume fraction.

We underline that we limit our analysis to square lattices, but our results can be easily extended to any Bravais lattice or multilattice (see also [7] for an extension of these results to stochastic lattices). Moreover, we provide an extension of our analysis
to the case of energies accounting for multibody interactions of the form, for a given $M \in \mathbb{N}$,

$$
\begin{equation*}
E_{\varepsilon}^{M}(u)=\sum_{i_{1}, \ldots, i_{M} \in \Omega_{\varepsilon}} \varepsilon^{d-1} \psi_{\varepsilon}\left(i_{1}, \ldots, i_{M}, u_{i_{1}}, \ldots, u_{i_{M}}\right) \tag{1.8}
\end{equation*}
$$

Here the ferromagnetic behavior of $E_{\varepsilon}^{M}$ is ensured by the assumption that the potentials $\psi_{\varepsilon}$ are nonnegative and equal 0 only on the uniform configurations $u_{1}=u_{2}=$ $\cdots=u_{M}$. Under coercivity and decay assumptions analogous to those given in the case of pairwise interactions and applying the same argument exploited in that case, it is possible to show that the same integral representation and homogenization results hold for the $\Gamma$-limits of energies of the form (1.8) (see Theorems 4.13 and 4.14). Moreover, we provide an example of energies accounting for nearest-neighbor 3-body interactions, obtained by adding a term in the potentials of the energies in (1.1) which penalizes changes of direction in the interfaces. The interesting effect here is that such an additional term does not give any contribution to the limiting energy, but acts as a selector of the ground states of $E_{\varepsilon}$ (see Example 4.15).

Our decay assumptions on the constants $c_{i, j}^{\varepsilon}$ are somehow the most general to guarantee the locality of the continuum limit. Indeed, in section 5 we show that, if they are violated, we can approximate nonlocal functionals of the form

$$
\begin{equation*}
\int_{S_{u}} \varphi\left(x, \nu_{u}\right) d \mathcal{H}^{d-1}+\int_{\Omega} \int_{\Omega} K(x, y) g(u(x), u(y)) d x d y \tag{1.9}
\end{equation*}
$$

which resembles the representation of $E_{\varepsilon}$ in (1.5). We focus on the approximation of two relevant examples: fractional perimeters and Ohta-Kawasaki-type energies. The first ones correspond to a nonlocal term on the right-hand side of (1.9) of the form

$$
\int_{\Omega} \int_{\Omega} \frac{|u(y)-u(x)|}{|y-x|^{d+s}} d x d y
$$

for $s \in(0,1)$, which is one quarter of the fractional Sobolev space seminorm $\frac{1}{4}|u|_{W^{s, 1}(\Omega)}$. The second ones correspond to a nonlocal term of the form

$$
\gamma_{0} \int_{\Omega} \int_{\Omega} G(x, y) u(x) u(y) d x d y
$$

where $\gamma_{0}>0$ and $G$ is the Green's function of the Laplacian with Neumann boundary conditions on $\partial \Omega$. The original model proposed by Ohta-Kawasaki in [23] in the studies of energy-driven pattern forming systems is based on energies of the form

$$
\begin{equation*}
\mathcal{O} \mathcal{K}_{\varepsilon}(u)=\varepsilon \int_{\Omega}|\nabla u|^{2} d x+\frac{1}{\varepsilon} \int_{\Omega}\left(1-u^{2}\right)^{2} d x+\gamma_{0} \int_{\Omega} \int_{\Omega} G(x, y) u(x) u(y) d x d y \tag{1.10}
\end{equation*}
$$

and in the analysis of their minima subject to a prescribed volume fraction. The first two integrals in (1.10) form the so called "Modica-Mortola" energy which $\Gamma$ converges as $\varepsilon \rightarrow 0$ to the perimeter functional (see [19]). It can be easily shown that the nonlocal term in (5.9) is an $L^{1}$ continuous perturbation of the Modica-Mortola energy. As a consequence, the functionals $\mathcal{O K}_{\varepsilon} \Gamma$-converge as $\varepsilon \rightarrow 0$ with respect to the $L^{1}(\Omega)$ norm to the functional finite on $B V(\Omega ;\{ \pm 1\})$ and defined by

$$
\begin{equation*}
\mathcal{O K}(u):=\frac{8}{3} \mathcal{H}^{d-1}\left(S_{u}\right)+\gamma_{0} \int_{\Omega} \int_{\Omega} G(x, y) u(x) u(y) d x d y \tag{1.11}
\end{equation*}
$$

We provide a variational approximation of an anisotropic version of the functional in (1.11), given by

$$
\begin{equation*}
\int_{S_{u}}\left|\nu_{u}\right|_{1} d \mathcal{H}^{d-1}\left(S_{u}\right)+\gamma_{0} \int_{\Omega} \int_{\Omega} G(x, y) u(x) u(y) d x d y \tag{1.12}
\end{equation*}
$$

The idea is that the first term can be approximated by the discrete functionals in (1.1), while the nonlocal term is approximated just by "discretizing" the double integral. Hence we show that the functional in (1.12) is the $\Gamma$-limit of the sequence of functionals defined by

$$
\hat{E}_{\varepsilon}(u)=-\sum_{|j-i|=1} \varepsilon^{d} u_{i} u_{j}+\gamma_{0} \sum_{i, j \in \Omega_{\varepsilon}} \varepsilon^{2 d+1} G(\varepsilon i, \varepsilon j) u_{j} u_{i} .
$$

The result can be also extended to the periodic case, when $\Omega=\mathbb{T}^{d}$, and to functions satisfying a mean constraint. By virtue of a result proved in [1] and thanks to our approximation, we deduce that lamellar configurations are nearby local minimizers of $\hat{E}_{\varepsilon}$ (see Theorem 5.9). We point out that the periodicity of minimizers of energies for spin systems with competing interactions and different scalings, which resembles the behavior of Ohta-Kawasaki-type energies, has been investigated in many papers (see, for instance, [21, 22]). It would be interesting, in our opinion, to recast the analysis of those models in our framework.

The last question we address is, in the case there is a competition between ferromagnetic and antiferromagnetic interactions, that is, no constraint on the sign of the constants $c_{i, j}^{\varepsilon}$ is assumed, whether energies of type (1.3) still have a ferromagnetic behavior or, equivalently, whether the ground states are still the uniform states $u \equiv 1$ and $u \equiv-1$ and the continuum limit of the scaled energies is an interfacial energy of the form (1.6). We restrict our analysis to the homogeneous and "short-range" case, that is, $c_{i, j}^{\varepsilon}=c_{j-i}$ for all $i$ and $j$ and $c_{\xi}=0$ if $|\xi|>R$, for some $R>0$. We show that, given $M \in \mathbb{N}$, with $M \geq R$, and setting $C_{M}=[0, M]^{d} \cap \mathbb{Z}^{d}$, the energies in (1.3) can be rewritten as

$$
F_{\varepsilon}(u)=\sum_{i \in \Omega_{\varepsilon}} \varepsilon^{d} F_{c e l l}\left(u, i+C_{M}\right)+O(\varepsilon)
$$

for a suitable function $F_{\text {cell }}$ accounting for the interactions within the cells $i+C_{M}$. Then the condition which ensures ferromagnetic behavior is that $F_{\text {cell }}$ is minimized only by the uniform states 1 and -1 (see Definition 6.3). Under this condition we study the $\Gamma$-limit of the scaled energies $E_{\varepsilon}$ defined as in (1.4). Since it is not our purpose in this paper to investigate boundary layer effects, we limit our analysis to the case in which $\Omega$ is a torus. Thus, by applying blow-up techniques, we show that the $\Gamma$-limit of $E_{\varepsilon}$ still has an integral representation of the form (1.7) with $\varphi$ defined by a suitable asymptotic formula (see Theorem 6.5). Eventually, we provide some one dimensional examples to better explain our analysis and to show its applicability.
2. Notation and preliminary results. In what follows, given $x, y \in \mathbb{R}^{d}$ we denote by $(x, y)$ the usual scalar product in $\mathbb{R}^{d}$ and we set $|x|=\sqrt{(x, x)}$. Moreover we denote by $|\cdot|_{1}$ the $\ell^{1}$-norm in $\mathbb{R}^{d}$ defined as $|x|_{1}=\left|x_{1}\right|+\cdots+\left|x_{d}\right|$. Given $t>0$, we will denote by $[t]$ the integer part of $t$. For any measurable $E \subset \mathbb{R}^{d}$ we denote by $|E|$ the $d$-dimensional Lebesgue measure of $E$ and by $\mathcal{H}^{d-1}(E)$ its $(d-1)$-dimensional Hausdorff measure. Given $x_{0} \in \mathbb{R}^{d}, \nu \in S^{d-1}$, and $\rho>0$, we denote by $Q_{\nu}\left(x_{0}, \rho\right)$ any cube centered in $x_{0}$, with side length $\rho$ and one face orthogonal to $\nu$. We underline
that, even if the choice of $Q_{\nu}\left(x_{0}, \rho\right)$ is not unique, the results we will present in the following are independent of such a choice. We drop the dependence on $\nu, x_{0}$, or $\rho$ whenever $\nu=e_{i}$ for $i \in\{1,2, \ldots, d\}, x_{0}=0$ or $\rho=1$, respectively, and we set $Q:=\left(-\frac{1}{2}, \frac{1}{2}\right)^{d}$.

Next we recall some basic properties of functions of bounded variation with values in $\{-1,1\}$ (see $[8,11]$ for a general exposition of the subject). Let $A$ be an open subset of $\mathbb{R}^{d}$. We denote by $B V(A ;\{ \pm 1\})$ the set of measurable functions $u: A \rightarrow\{-1,1\}$ whose distributional derivative $D u$ is a measure with bounded total variation. We denote by $S(u)$ the jump set of $u$ and by $\nu_{u}(x)$ the measure theoretic inner normal to $S(u)$ at $x$, which is defined for $\mathcal{H}^{d-1}$ a.e. $x \in S(u)$. Note that if $u \in B V(A ;\{ \pm 1\})$, then $E:=\{x \in A: u(x)=1\}$ is a set of finite perimeter in $A$ and $\mathcal{H}^{d-1}\left(S_{u}\right)=$ $\operatorname{Per}(E, A)$, where $\operatorname{Per}(E, A)$ denotes the euclidean perimeter of $E$ in $A$.

Eventually, for any measurable set $E$ and for any positive real or vector measure $\mu$, we write $\mu \mathrm{L} E$ to denote the restriction of the measure $\mu$ to $E$ defined as $\mu \mathrm{L} E(A):=$ $\mu(E \cap A)$ for any measurable set $A$.

For the reader's convenience we recall the following compactness result (see [8, 11]).

Theorem 2.1. Let $u_{k} \in B V(A ;\{ \pm 1\})$ such that

$$
\sup _{k} \mathcal{H}^{d-1}\left(S\left(u_{k}\right)\right)<+\infty .
$$

Then there exists a subsequence (not relabeled) and $u \in B V(A ;\{ \pm 1\})$ such that $u_{k} \rightarrow$ $u$ in the $L^{1}$ convergence.

A main tool in what follows will be the following representation result obtained in [12]. We state here the result only in the particular case of functionals defined on $B V(\Omega ;\{ \pm 1\}) \times \mathcal{A}(\Omega)$ and satisfying an additional symmetry property, although a more general theorem holds. Let $\Omega$ be a bounded open subset of $\mathbb{R}^{d}$ and denote by $\mathcal{A}(\Omega)$ the family of open subsets of $\Omega$.

Theorem 2.2. Let $\mathcal{F}: B V(\Omega ;\{ \pm 1\}) \times \mathcal{A}(\Omega) \rightarrow[0,+\infty)$ satisfy for every $(u, A) \in$ $B V(\Omega ;\{ \pm 1\}) \times \mathcal{A}(\Omega)$ the following hypotheses:
(i) $\mathcal{F}(u, \cdot)$ is the restriction to $\mathcal{A}(\Omega)$ of a Radon measure;
(ii) $\mathcal{F}(u, A)=\mathcal{F}(v, A)$ whenever $u=v$ a.e. on $A \in \mathcal{A}(\Omega)$;
(iii) $\mathcal{F}(\cdot, A)$ is $L^{1}(\Omega)$ lower semicontinuous;
(iv) there exists $C>0$ such that

$$
\frac{1}{C} \mathcal{H}^{d-1}\left(S_{u} \cap A\right) \leq \mathcal{F}(u, A) \leq C \mathcal{H}^{d-1}\left(S_{u} \cap A\right) ;
$$

(v) $\mathcal{F}(u, A)=\mathcal{F}(-u, A)$.

Then for every $u \in B V(\Omega ;\{ \pm 1\})$ and $A \in \mathcal{A}(\Omega)$

$$
\mathcal{F}(u, A)=\int_{S_{u} \cap A} \varphi\left(x, \nu_{u}\right) d \mathcal{H}^{d-1}
$$

with

$$
\begin{equation*}
\varphi\left(x_{0}, \nu\right)=\limsup _{\rho \rightarrow 0} \frac{m\left(u_{x_{0}, \nu}, Q_{\nu}\left(x_{0}, \rho\right)\right)}{\rho^{d-1}} \tag{2.1}
\end{equation*}
$$

where

$$
u_{x_{0}, \nu}(x):= \begin{cases}1 & \text { if }\left\langle x-x_{0}, \nu\right\rangle \geq 0  \tag{2.2}\\ -1 & \text { otherwise }\end{cases}
$$

and for any $(v, A) \in B V(\Omega ;\{ \pm 1\}) \times \mathcal{A}(\Omega)$ we set

$$
m(v, A)=\inf \{\mathcal{F}(w, A): w \in B V(A ;\{ \pm 1\}), w=v \text { in a neighborhood of } \partial A\}
$$

The sets of functions of bounded variation are also defined in a periodic setting: we denote by $\mathbb{T}^{d}$ the d-dimensional flat torus of unit volume, which can be identified with the semi-open unit cube $[0,1)^{d}$, and by $B V\left(\mathbb{T}^{d} ;\{ \pm 1\}\right)$ the set of functions $u \in$ $B V_{l o c}\left(\mathbb{R}^{d} ;\{ \pm 1\}\right)$ which are $[0,1)^{d}$-periodic. Moreover, with a slight abuse of notation, for such functions $u$ we identify $S(u)$ with $S(u) \cap[0,1)^{d}$.

Eventually we recall a result proved by Kohn and Sternberg in [20] on the approximation of local minimizers by $\Gamma$-convergence.

Theorem 2.3. Let $(X, d)$ be a metric space and let $\left(F_{n}\right)_{n}$ be a sequence of lower semicontinuous and equicoercive functionals from $X$ to $\mathbb{R} \cup\{+\infty\}$. Assume that $\left(F_{n}\right)_{n} \Gamma$-converges to $F$ and let $x$ be an isolated local minimizer of $F$. Then there exist $x_{n} \rightarrow x$ such that $x_{n}$ is a local minimizer of $F_{n}$ for $n$ large enough.
3. Setting. In what follows $\Omega$ will denote a bounded open set of $\mathbb{R}^{d}$ with Lipschitz boundary. For fixed $\varepsilon>0$ we denote by $\mathcal{P} C_{\varepsilon}(\Omega)$ the set of functions

$$
\mathcal{P} C_{\varepsilon}(\Omega):=\left\{u: \varepsilon \mathbb{Z}^{d} \cap \Omega \rightarrow\{-1,1\}\right\} .
$$

In order to carry on our analysis, it is convenient to regard $\mathcal{P} C_{\varepsilon}(\Omega)$ as a subset in $L^{1}(\Omega)$. To this aim we will identify a function $u \in \mathcal{P} C_{\varepsilon}(\Omega)$ with its piecewise-constant interpolation on the $\varepsilon$-cubes centered in the lattice, still denoted by $u$. More precisely, we set $u(z)=0$ if $z \in \varepsilon \mathbb{Z}^{d} \backslash \Omega$ and $u(x)=u\left(z_{x}^{\varepsilon}\right)$, where $z_{x}^{\varepsilon} \in \mathbb{Z}^{d}$ is the closest point to $x$ (which is uniquely defined up to a set of zero measure). Other similar interpolations could be taken into account, actually not affecting our asymptotic analysis.

Thus, with fixed $\varepsilon>0$, we consider energies $F_{\varepsilon}: \mathcal{P} C_{\varepsilon}(\Omega) \rightarrow \mathbb{R}$ of the form

$$
F_{\varepsilon}(u)=-\sum_{i \neq j \in \Omega_{\varepsilon}} c_{i, j}^{\varepsilon} \varepsilon^{d} u_{i} u_{j}
$$

where we use the notation $\Omega_{\varepsilon}:=\mathbb{Z}^{d} \cap\left(\varepsilon^{-1} \Omega\right), u_{i}=u(\varepsilon i)$. Up to the change of variable $\xi=j-i$, setting $c_{i, \xi}^{\varepsilon}=c_{i, i+\xi}^{\varepsilon}$, we may equivalently write $F_{\varepsilon}$ as

$$
\begin{equation*}
F_{\varepsilon}(u)=-\sum_{\xi \in \mathbb{Z}^{d} \backslash\{0\}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} c_{i, \xi}^{\varepsilon} \varepsilon^{d} u_{i} u_{i+\xi} \tag{3.1}
\end{equation*}
$$

In what follows we will perform an asymptotic analysis of energies suitably scaled, focusing first on the case of "ferromagnetic-type" pairwise interactions.
4. Ferromagnetic case: integral representation of the continuum limits.

In this section we treat the case $c_{i, \xi}^{\varepsilon} \geq 0$ for all $i, \xi$, and $\varepsilon$. Under this hypothesis uniform states are ground states. Setting $m_{\varepsilon}:=\min F_{\varepsilon}(u)=F_{\varepsilon}( \pm 1)$, we then consider the scaled energies

$$
\begin{equation*}
E_{\varepsilon}(u)=\frac{F_{\varepsilon}(u)-m_{\varepsilon}}{\varepsilon}=\sum_{\xi \in \mathbb{Z}^{d}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} c_{i, \xi}^{\varepsilon} \varepsilon^{d-1}\left(1-u_{i} u_{i+\xi}\right) . \tag{4.1}
\end{equation*}
$$

Note that $E_{\varepsilon}$ can be rewritten as

$$
\begin{aligned}
E_{\varepsilon}(u) & =\frac{1}{2} \sum_{\xi \in \mathbb{Z}^{d}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} c_{i, \xi}^{\varepsilon} \varepsilon^{d-1}\left(u_{i+\xi}-u_{i}\right)^{2} \\
& =\sum_{\xi \in \mathbb{Z}^{d}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} c_{i, \xi}^{\varepsilon} \varepsilon^{d-1}\left|u_{i+\xi}-u_{i}\right| \\
& =\sum_{\xi \in \mathbb{Z}^{d}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} c_{i, \xi}^{\varepsilon}|\xi| \varepsilon^{d} \frac{\left|u_{i+\xi}-u_{i}\right|}{\varepsilon|\xi|}
\end{aligned}
$$

i.e., our energies depend linearly on difference quotients.

We fix the following set of hypotheses on $\left(c_{i, \xi}^{\varepsilon}\right)$ :
(H1) (coerciveness) $c_{i, e_{k}}^{\varepsilon} \geq c>0$ for all $\varepsilon>0, i \in \mathbb{Z}^{d}$, and $k \in\{1, \ldots, d\}$;
(H2) (growth) set $c_{\xi}^{\varepsilon}=\sup _{i} c_{i, \xi}^{\varepsilon}, \lim \sup _{\varepsilon \rightarrow 0} \sum_{\xi \in \mathbb{Z}^{d}}|\xi| c_{\xi}^{\varepsilon}<+\infty$;
(H3) (decay) for all $\delta>0$ there exists $R_{\delta}>0$ such that $\limsup _{\varepsilon \rightarrow 0} \sum_{|\xi|>R_{\delta}}|\xi| c_{\xi}^{\varepsilon}$ $<\delta$.
With a little abuse of notation, we identify the functionals $E_{\varepsilon}$ by their extension on $L^{1}(\Omega)$ by setting

$$
E_{\varepsilon}(u)= \begin{cases}\sum_{\xi \in \mathbb{Z}^{d}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} c_{i, \xi}^{\varepsilon} \varepsilon^{d-1}\left|u_{i+\xi}-u_{i}\right| & \text { if } u \in \mathcal{P} C_{\varepsilon}(\Omega)  \tag{4.2}\\ +\infty & \text { otherwise in } L^{1}(\Omega)\end{cases}
$$

We also define a localized version of our energies on regular open sets. Let $\mathcal{A}^{\text {reg }}(\Omega)$ be the subfamily of open subsets of $\Omega$ with Lipschitz boundary. For any $A \in \mathcal{A}^{\text {reg }}(\Omega)$, we isolate the contributions due to interactions within the set $A$ by defining

$$
E_{\varepsilon}(u, A)= \begin{cases}\sum_{\xi \in \mathbb{Z}^{d}} \sum_{i, i+\xi \in A_{\varepsilon}} c_{i, \xi}^{\varepsilon} \varepsilon^{d-1}\left|u_{i+\xi}-u_{i}\right| & \text { if } u \in \mathcal{P} C_{\varepsilon}(\Omega)  \tag{4.3}\\ +\infty & \text { otherwise in } L^{1}(\Omega)\end{cases}
$$

where $A_{\varepsilon}=\mathbb{Z}^{d} \cap\left(\varepsilon^{-1} A\right)$. Moreover we will denote by $E^{\prime}(\cdot, A)$ and $E^{\prime \prime}(\cdot, A)$ the $\Gamma$-liminf $\operatorname{inc}_{\varepsilon \rightarrow 0}$ and the $\Gamma$-limsup $\sup _{\varepsilon \rightarrow 0}$ of $E_{\varepsilon}(\cdot, A)$, respectively.

Remark 4.1. We could have also considered a localized version of $E_{\varepsilon}$ on any open set $A \in \mathcal{A}(\Omega)$. In such a case, in order to have an upper bound with a surface energy of type $\mathcal{H}^{d-1}\left(S_{u} \cap A\right)$ (see Proposition (4.4)), we should have slightly modified the definition of $E_{\varepsilon}(\cdot, A)$ accounting only for pairwise contributions indexed by couples $(i, i+\xi)$ such that the whole segment joining $\varepsilon i$ and $\varepsilon(i+\xi)$ lies in $A$. Note that this alternative definition of $E_{\varepsilon}(\cdot, A)$ is asymptotically equivalent to that in (4.3), as $\varepsilon$ tends to 0 , in the case of an open set $A$ with Lipschitz boundary. For the sake of simplicity we prefer to deal with the class $\mathcal{A}^{\text {reg }}(\Omega)$, extending suitably $E^{\prime}(\cdot, A), E^{\prime \prime}(\cdot, A)$ to $\mathcal{A}(\Omega)$ as a last step.

We now state the main result of this section.
Theorem 4.2. Let $\left(c_{i, \xi}^{\varepsilon}\right)$ satisfy (H1)-(H3) and let $E_{\varepsilon}$ be defined by (4.2). Then for any sequence $\varepsilon_{n} \rightarrow 0$ there exist a subsequence $\left(\varepsilon_{n_{k}}\right)$ and a function $\varphi: \Omega \times S^{d-1} \rightarrow$
$[0,+\infty)$ such that the functionals $E_{\varepsilon_{n_{k}}} \Gamma$-converge with respect to the $L^{1}(\Omega)$ strong topology to the functional $E: L^{1}(\Omega) \rightarrow[0,+\infty]$ defined by

$$
E(u)= \begin{cases}\int_{S_{u}} \varphi\left(x, \nu_{u}\right) d \mathcal{H}^{d-1} & \text { if } u \in B V(\Omega ;\{ \pm 1\}) \\ +\infty & \text { otherwise }\end{cases}
$$

Moreover for any $u \in B V(\Omega ;\{ \pm 1\})$ and $A \in \mathcal{A}^{\text {reg }}(\Omega)$ there holds

$$
\begin{equation*}
\Gamma-\lim _{k} E_{\varepsilon_{n_{k}}}(u, A)=E(u, A):=\int_{S_{u} \cap A} \varphi\left(x, \nu_{u}\right) d \mathcal{H}^{d-1} . \tag{4.5}
\end{equation*}
$$

We postpone the proof of Theorem 4.2, as it will be a consequence of some propositions which show that our limit functionals satisfy all the hypotheses of Theorem 2.2.

In the next two propositions we show that, thanks to hypotheses (H1) and (H2), for any $A \in \mathcal{A}^{\text {reg }}(\Omega) E^{\prime}(u, A)$ and $E^{\prime \prime}(u, A)$ are finite only on $B V(A ;\{ \pm 1\})$ and satisfy hypothesis (4) of Theorem 2.2.

Proposition 4.3. Let $\left(c_{i, \xi}^{\varepsilon}\right)$ satisfy $(\mathrm{H} 1)$ and let $A \in \mathcal{A}^{\text {reg }}(\Omega)$. If $u \in L^{1}(\Omega)$ is such that $E^{\prime}(u, A)$ is finite, then $u \in B V(A ;\{ \pm 1\})$ and

$$
E^{\prime}(u, A) \geq C \mathcal{H}^{d-1}\left(S_{u} \cap A\right)
$$

for some positive constant $C$ independent of $u$ and $A$.
Proof. Let $G_{\varepsilon}$ be the functional accounting only for nearest-neighbor interactions defined by

$$
G_{\varepsilon}(u, A)= \begin{cases}\sum_{k=1}^{d} \sum_{i, i+e_{k} \in A_{\varepsilon}} \varepsilon^{d-1}\left|u_{i+e_{k}}-u_{i}\right| & \text { if } u \in \mathcal{P} C_{\varepsilon}(\Omega)  \tag{4.6}\\ +\infty & \text { otherwise in } L^{1}(\Omega)\end{cases}
$$

In $\left[3\right.$, Theorem 4] it was proved that $G(\cdot, A):=\Gamma-\lim _{\varepsilon \rightarrow 0} G_{\varepsilon}(\cdot, A)$ is finite only on $B V(A ;\{ \pm 1\})$ and

$$
G(u, A)=\int_{S_{u} \cap A}\left|\nu_{u}\right|_{1} d \mathcal{H}^{d-1}, \quad u \in B V(A ;\{ \pm 1\})
$$

where $|\cdot|_{1}$ is the $\ell^{1}$-norm in $\mathbb{R}^{d}$. Since by (H1) we have that $E_{\varepsilon}(\cdot, A) \geq C G_{\varepsilon}(\cdot, A)$, the conclusion easily follows.

Proposition 4.4. Let $\left(c_{i, \xi}^{\varepsilon}\right)$ satisfy $(\mathrm{H} 2)$. Then for every $u \in B V(\Omega ;\{ \pm 1\})$ and for every $A \in \mathcal{A}^{\text {reg }}(\Omega)$ there holds

$$
\begin{equation*}
E^{\prime \prime}(u, A) \leq C \mathcal{H}^{d-1}\left(S_{u} \cap A\right) \tag{4.7}
\end{equation*}
$$

for some positive constant $C$ independent of $u$ and $A$.
Proof. Let us fix $A \in \mathcal{A}^{\text {reg }}(\Omega)$. By a density argument, it suffices to prove (4.7) for $u$ such that $S_{u}$ is a polyhedral set. Indeed, by classical theorems (see [11, 17]), for
every set $E$ of finite perimeter in $\mathbb{R}^{d}$ there exists a sequence of polyhedral sets $\left(E_{k}\right)_{k}$ such that $\lim _{k \rightarrow+\infty}\left|\left(E \Delta E_{k}\right) \cap A\right|=0$ and $\lim _{k \rightarrow+\infty} \operatorname{Per}\left(E_{k}, A\right)=\operatorname{Per}(E, A)$. With fixed $u \in$ $B V(\Omega ;\{ \pm 1\})$, set $E:=\{x \in A: u(x)=1\}$ and let $E_{k}$ be the corresponding sequence of polyhedral sets as above. Then the sequence of functions $u_{k} \in B V(\Omega ;\{ \pm 1\})$ defined as

$$
u_{k}(x)= \begin{cases}\chi_{E_{k}}-\chi_{A \backslash E_{k}} & \text { if } x \in A \\ u(x) & \text { if } x \in \Omega \backslash A\end{cases}
$$

converges to $u$ in $L^{1}(\Omega)$ and the lower semicontinuity of $E^{\prime \prime}(\cdot, A)$ yields that inequality (4.7), satisfied by $u_{k}$, passes to the limit as $k \rightarrow+\infty$.

Up to a localization argument we can further reduce to the case when $S_{u}$ is a hyperplane, that is $u=u_{0, \nu}$ defined in (2.2). Thus, having defined $u_{\varepsilon}$ as the pointwise interpolation of $u$, i.e., $\left(u_{\varepsilon}\right)_{i}:=u(\varepsilon i)$, we have that $u_{\varepsilon} \rightarrow u$ strongly in $L^{1}(\Omega)$. Moreover, for any pair $i, i+\xi \in \mathbb{Z}^{d} \cap \varepsilon^{-1} A$ such that $u(\varepsilon i) \neq u(\varepsilon(i+\xi))$, the segment joining $\varepsilon i$ and $\varepsilon(i+\xi)$ crosses the jump set $S_{u}$. Hence, the energetic contribution of $u_{\varepsilon}$ in $A$ can be estimated by

$$
E_{\varepsilon}\left(u_{\varepsilon}, A\right) \leq C \sum_{\xi \in \mathbb{Z}^{d}} \varepsilon^{d-1} c_{\xi}^{\varepsilon} \#\left(A_{\varepsilon}^{\xi} \cap \varepsilon \mathbb{Z}^{d}\right)
$$

where $A_{\varepsilon}^{\xi}:=\left\{x=y+t \xi: y \in S_{u},-\varepsilon \leq t \leq 0\right\} \cap A$. Since, by the regularity of $S_{u}$ and $\partial A$,

$$
\#\left(A_{\varepsilon}^{\xi} \cap \varepsilon \mathbb{Z}^{d}\right) \leq C \varepsilon^{-d}\left|A_{\varepsilon}^{\xi}\right| \leq C \varepsilon^{1-d}|\xi| \mathcal{H}^{d-1}\left(S_{u} \cap A\right)
$$

we eventually get

$$
E_{\varepsilon}\left(u_{\varepsilon}, A\right) \leq C \mathcal{H}^{d-1}\left(S_{u} \cap A\right) \sum_{\xi \in \mathbb{Z}^{d}}|\xi| c_{\xi}^{\varepsilon}
$$

Passing to the limit as $\varepsilon \rightarrow 0$, by (H2) we get the conclusion.
Proposition 4.5. Let $\left(c_{i, \xi}^{\varepsilon}\right)$ satisfy $(\mathrm{H} 1)-(\mathrm{H} 3)$ and let $A, B, A^{\prime} \in \mathcal{A}^{\text {reg }}(\Omega)$ be given with $A^{\prime} \subset \subset A$. Then for any $u \in B V(\Omega ;\{ \pm 1\})$

$$
E^{\prime \prime}\left(u, A^{\prime} \cup B\right) \leq E^{\prime \prime}(u, A)+E^{\prime \prime}(u, B)
$$

Proof. It is not restrictive to assume as a further hypothesis that $A^{\prime}$ is an open set with smooth boundary. Indeed, being $E^{\prime \prime}(u, \cdot)$ an increasing set function on $\mathcal{A}^{\text {reg }}(\Omega)$, it is enough to notice that there exists an open set $A^{\prime \prime}$ with smooth boundary such that $A^{\prime} \subset \subset A^{\prime \prime} \subset \subset A$. Such a set can actually be selected by using a convolution and selection of level sets procedure.

Without loss of generality we may also suppose $E^{\prime \prime}(u, A)$ and $E^{\prime \prime}(u, B)$ finite. Let $u_{\varepsilon}, v_{\varepsilon}$ both converge to $u$ in $L^{1}(\Omega)$ and be such that

$$
\limsup _{\varepsilon \rightarrow 0} E_{\varepsilon}\left(u_{\varepsilon}, A\right)=E^{\prime \prime}(u, A), \quad \underset{\varepsilon \rightarrow 0}{\limsup } E_{\varepsilon}\left(v_{\varepsilon}, B\right)=E^{\prime \prime}(u, B)
$$

Fix $\delta>0$ and let $R_{\delta}$ be provided by hypothesis (H3). Since $A^{\prime}$ has a smooth boundary, the distance function $d(x):=\operatorname{dist}\left(x, A^{\prime}\right)$ inherits the same regularity in a suitable neighborhood $U$ of $A^{\prime}$. Set

$$
\bar{d}:=\operatorname{dist}\left(A^{\prime}, U^{c}\right), \quad N_{\varepsilon}:=\left[\frac{\bar{d}}{\varepsilon R_{\delta}}\right] .
$$

For $t \in[0, \bar{d}]$ denote also

$$
A^{t}:=\left\{x \in A: \operatorname{dist}\left(x, A^{\prime}\right) \leq t\right\} .
$$

Plugging the classical Sard theorem in the Fleming-Rishel coarea formula, for $\mathcal{L}^{1}$-a.e. $t \in[0, \bar{d}] A^{t}$ is a set of finite perimeter with smooth boundary. Moreover, for any fixed integer $k \in\left\{1, \ldots, N_{\varepsilon}\right\}$, we can select values $t_{k} \in\left(k \varepsilon R_{\delta},(k+1) \varepsilon R_{\delta}\right)$ such that $A^{t_{k}}$ is a smooth set and satisfies

$$
\begin{align*}
\varepsilon R_{\delta} \mathcal{H}^{d-1}\left(\partial A^{t_{k}}\right) & \leq \int_{k \varepsilon R_{\delta}}^{(k+1) \varepsilon R_{\delta}} \mathcal{H}^{d-1}\left(\partial^{*} A^{t}\right) d t \\
& \leq \int_{\left\{k \varepsilon R_{\delta} \leq d(x) \leq(k+1) \varepsilon R_{\delta}\right\}}|\nabla d(x)| d x=\left|A^{(k+1) \varepsilon R_{\delta}} \backslash A^{k \varepsilon R_{\delta}}\right| . \tag{4.8}
\end{align*}
$$

For any $k \in\left\{1, \ldots, N_{\varepsilon}\right\}$ consider then the family of functions $w_{\varepsilon}^{k}$ still converging to $u$ in $L^{1}(\Omega)$ defined by

$$
w_{\varepsilon}^{k}:=\chi_{A^{t_{k}}} u_{\varepsilon}+\left(1-\chi_{A^{t_{k}}}\right) v_{\varepsilon} .
$$

By taking into account the regularity of $A^{t_{k}}$, we easily compute

$$
\begin{align*}
& E_{\varepsilon}\left(w_{\varepsilon}^{k}, A^{\prime} \cup B\right) \leq E_{\varepsilon}\left(u_{\varepsilon}, A^{t_{k}} \cap\left(A^{\prime} \cup B\right)\right)+E_{\varepsilon}\left(v_{\varepsilon},\left(A^{t_{k}}\right)^{c} \cap\left(A^{\prime} \cup B\right)\right) \\
&+\sum_{\xi \in \mathbb{Z}^{d}} \sum_{i \in S_{\varepsilon}^{k, \xi}} c_{i, \xi}^{\varepsilon} \varepsilon^{d-1}\left|\left(w_{\varepsilon}^{k}\right)_{i+\xi}-\left(w_{\varepsilon}^{k}\right)_{i}\right| \\
& \leq E_{\varepsilon}\left(u_{\varepsilon}, A\right)+E_{\varepsilon}\left(v_{\varepsilon}, B\right) \\
&+\sum_{\xi \in \mathbb{Z}^{d}} \sum_{i \in S_{\varepsilon}^{k, \xi}} c_{i, \xi}^{\varepsilon} \varepsilon^{d-1}\left|\left(w_{\varepsilon}^{k}\right)_{i+\xi}-\left(w_{\varepsilon}^{k}\right)_{i}\right|, \tag{4.9}
\end{align*}
$$

where $S_{\varepsilon}^{k, \xi}:=\left(\varepsilon^{-1}\left\{x=y+t \xi, y \in \partial A^{t_{k}},-\varepsilon \leq t \leq 0\right\} \cap\left(A^{\prime} \cup B\right)\right) \cap \mathbb{Z}^{d}$. In order to get the desired estimate we will argue by splitting the last term in (4.9) in interactions in $S_{\varepsilon}^{k, \xi}$ with $|\xi|>R_{\delta}$ and with $|\xi| \leq R_{\delta}$, respectively. We will provide different estimates for the two terms.

By arguing as in the proof of Proposition 4.4, thanks to the regularity of $A^{t_{k}}$, we get that

$$
\sum_{|\xi|>R_{\delta}} \sum_{i \in S_{\varepsilon}^{k}, \xi} c_{i, \xi}^{\varepsilon} \varepsilon^{d-1}\left|\left(w_{\varepsilon}^{k}\right)_{i+\xi}-\left(w_{\varepsilon}^{k}\right)_{i}\right| \leq C \mathcal{H}^{d-1}\left(\partial A^{t_{k}}\right) \sum_{|\xi|>R_{\delta}}|\xi| c_{\xi}^{\varepsilon} .
$$

By using the mean property (4.8) of $A^{t_{k}}$ we may refine the inequality above,

$$
\begin{equation*}
\sum_{|\xi|>R_{\delta}} \sum_{i \in S_{\varepsilon}^{k, \xi}} c_{i, \xi}^{\varepsilon} \varepsilon^{d-1}\left|\left(w_{\varepsilon}^{k}\right)_{i+\xi}-\left(w_{\varepsilon}^{k}\right)_{i}\right| \leq C \delta \frac{\left|A^{(k+1) \varepsilon R_{\delta}} \backslash A^{k \varepsilon R_{\delta}}\right|}{\varepsilon R_{\delta}} . \tag{4.10}
\end{equation*}
$$

We are left with the estimate of the energy accounting for the interactions in $S_{\varepsilon}^{k, \xi}$ when $|\xi| \leq R_{\delta}$. Note that in this case, by the definition of $A^{k \varepsilon R_{\delta}}$, we have that $S_{\varepsilon}^{k, \xi} \subseteq\left(A^{\bar{k}+1) \varepsilon R_{\delta}} \backslash A^{(k-1) \varepsilon R_{\delta}}\right) \cap B \cap \varepsilon \mathbb{Z}^{d}=: S_{\varepsilon}^{k}$. Moreover, we easily get that

$$
\left|\left(w_{\varepsilon}^{k}\right)_{i+\xi}-\left(w_{\varepsilon}^{k}\right)_{i}\right| \leq 2\left(\left|\left(u_{\varepsilon}\right)_{i+\xi}-\left(u_{\varepsilon}\right)_{i}\right|+\left|\left(v_{\varepsilon}\right)_{i+\xi}-\left(v_{\varepsilon}\right)_{i}\right|+\left|\left(v_{\varepsilon}\right)_{i}-\left(u_{\varepsilon}\right)_{i}\right|\right) ;
$$

hence,

$$
\begin{align*}
& \sum_{|\xi| \leq R_{\delta}} \sum_{i \in S_{\varepsilon}^{k}, \xi} c_{i, \xi}^{\varepsilon} \varepsilon^{d-1}\left|\left(w_{\varepsilon}^{k}\right)_{i+\xi}-\left(w_{\varepsilon}^{k}\right)_{i}\right|  \tag{4.11}\\
& \leq C\left(E_{\varepsilon}\left(u_{\varepsilon}, S_{\varepsilon}^{k}\right)+E_{\varepsilon}\left(v_{\varepsilon}, S_{\varepsilon}^{k}\right)\right)+C_{\delta} \sum_{i \in S_{\varepsilon}^{k}} \varepsilon^{d-1}\left|\left(v_{\varepsilon}\right)_{i}-\left(u_{\varepsilon}\right)_{i}\right|
\end{align*}
$$

for some constant $C_{\delta}$ depending only on $R_{\delta}$.
Therefore, summing over $k \in\left\{1, \ldots, N_{\varepsilon}-1\right\}$ and averaging, by (4.9), (4.10), and (4.11), we get

$$
\begin{aligned}
I_{\varepsilon} & :=\frac{1}{N_{\varepsilon}-1} \sum_{k=1}^{N_{\varepsilon}-1}\left(E_{\varepsilon}\left(w_{\varepsilon}^{k}, A^{\prime} \cup B\right)\right) \leq E_{\varepsilon}\left(u_{\varepsilon}, A\right)+E_{\varepsilon}\left(v_{\varepsilon}, B\right) \\
& +\frac{2}{N_{\varepsilon}-1}\left(E_{\varepsilon}\left(u_{\varepsilon}, A \cap B\right)+E_{\varepsilon}\left(v_{\varepsilon}, A \cap B\right)\right)+C_{\delta}^{\prime} \sum_{i \in \Omega_{\varepsilon}} \varepsilon^{d}\left|\left(v_{\varepsilon}\right)_{i}-\left(u_{\varepsilon}\right)_{i}\right|+C \delta\left|A \backslash A^{\prime}\right|
\end{aligned}
$$

$$
\begin{equation*}
\leq E_{\varepsilon}\left(u_{\varepsilon}, A\right)+E_{\varepsilon}\left(v_{\varepsilon}, B\right)+\frac{C}{N_{\varepsilon}}+C \delta+C_{\delta}\left\|v_{\varepsilon}-u_{\varepsilon}\right\|_{L^{1}(\Omega)} \tag{4.12}
\end{equation*}
$$

where we have also used that $\cup_{k=0}^{N_{\varepsilon}} A^{(k+1) \varepsilon R_{\delta}} \backslash A^{k \varepsilon R_{\delta}}=\bar{U} \backslash A^{\prime} \subseteq A \backslash A^{\prime}$.
Eventually, for any $\varepsilon>0$ let $k_{\varepsilon} \in\left\{1, \ldots, N_{\varepsilon}-1\right\}$ be such that

$$
\begin{equation*}
E_{\varepsilon}\left(w_{\varepsilon}^{k_{\varepsilon}}, A^{\prime} \cup B\right) \leq I_{\varepsilon} . \tag{4.13}
\end{equation*}
$$

Setting $w_{\varepsilon}:=w_{\varepsilon}^{k_{\varepsilon}}$, we have that $w_{\varepsilon} \rightarrow u$ strongly in $L^{1}(\Omega)$ and, by (4.12), (4.13), passing to the limit as $\varepsilon \rightarrow 0$ we infer also that

$$
E^{\prime \prime}\left(u, A^{\prime} \cup B\right) \leq \limsup _{\varepsilon \rightarrow 0} E_{\varepsilon}\left(w_{\varepsilon}, A^{\prime} \cup B\right) \leq E^{\prime \prime}(u, A)+E^{\prime \prime}(v, B)+C \delta .
$$

The conclusion follows by the arbitrariness of $\delta>0$.
In the following proposition we show that $E^{\prime \prime}(\cdot, \cdot)$ satisfies hypothesis (ii) of Theorem 2.2.

Proposition 4.6. Let ( $c_{i, \xi}^{\varepsilon}$ ) satisfy $(\mathrm{H} 1)-(\mathrm{H} 3)$. Then, for any $A \in \mathcal{A}^{\text {reg }}(\Omega)$ and for any $u, v \in B V(\Omega ;\{ \pm 1\})$ such that $u=v$ a.e. in $A$, there holds

$$
E^{\prime \prime}(u, A)=E^{\prime \prime}(v, A)
$$

Proof. Let $A \in \mathcal{A}^{\text {reg }}(\Omega)$ and $u, v \in B V(\Omega ;\{ \pm 1\})$ be fixed with $u=v$ a.e. in $A$. Up to reversing the role of $u$ and $v$, it is enough to prove that

$$
\begin{equation*}
E^{\prime \prime}(v, A) \leq E^{\prime \prime}(u, A) \tag{4.14}
\end{equation*}
$$

With $\delta>0$ fixed, let $A_{\delta} \in \mathcal{A}^{\text {reg }}(\Omega)$ such that $A_{\delta} \subset \subset A$ and

$$
\mathcal{H}^{d-1}\left\llcorner S_{u}\left(A \backslash \overline{A_{\delta}}\right)<\delta .\right.
$$

Note that $A \backslash \overline{A_{\delta}} \in \mathcal{A}^{\text {reg }}(\Omega)$ and by Proposition 4.4, there holds

$$
\begin{equation*}
E^{\prime \prime}\left(v, A \backslash \overline{A_{\delta}}\right) \leq C \mathcal{H}^{d-1}\left\llcorner S_{u}\left(A \backslash \overline{A_{\delta}}\right) \leq C \delta .\right. \tag{4.15}
\end{equation*}
$$

Let $u_{\varepsilon}$ and $v_{\varepsilon}$ be converging to $u$ and $v$ in $L^{1}(\Omega)$, respectively, and such that

$$
\begin{aligned}
\limsup _{\varepsilon \rightarrow 0} E_{\varepsilon}\left(u_{\varepsilon}, A\right) & =E^{\prime \prime}(u, A) \\
\limsup _{\varepsilon \rightarrow 0} E_{\varepsilon}\left(v_{\varepsilon}, A \backslash \overline{A_{\delta}}\right) & =E^{\prime \prime}\left(v, A \backslash \overline{A_{\delta}}\right) .
\end{aligned}
$$

Arguing as in the proof of Proposition 4.5 , with $A^{\prime}=A_{\delta}, B=A \backslash \overline{A_{\delta}}$, we may choose for any $\varepsilon>0$ a set $A^{t_{k_{\varepsilon}}}$ and the relative interpolated function

$$
w_{\varepsilon}^{k_{\varepsilon}}:=\chi_{A^{t_{k_{\varepsilon}}}} u_{\varepsilon}+\left(1-\chi_{A^{t_{k_{\varepsilon}}}}\right) v_{\varepsilon}
$$

such that $w_{\varepsilon}^{k_{\varepsilon}}$ converges to $v$ in $L^{1}(\Omega)$ and, by passing to the limsup as $\varepsilon \rightarrow 0$, it holds

$$
E^{\prime \prime}(v, A) \leq \limsup _{\varepsilon \rightarrow 0} E_{\varepsilon}\left(w_{\varepsilon}^{k_{\varepsilon}}, A\right) \leq E^{\prime \prime}(u, A)+E^{\prime \prime}\left(v, A \backslash \overline{A_{\delta}}\right)+C \delta
$$

Hence (4.14) follows by (4.15) and the arbitrariness of $\delta>0$.
Proof of Theorem 4.2. Taking into account Propositions 4.4 and 4.5, one can infer that for any $u \in B V(\Omega ;\{ \pm 1\}), E^{\prime \prime}(u, \cdot)$ is inner regular and subadditive on $\mathcal{A}^{\text {reg }}(\Omega)$ (see as a reference for this procedure [14, Proposition 11.6]). By the compactness property of the $\Gamma$-convergence and arguing as in [14, Theorem 10.3], we may construct a subsequence $\left(\varepsilon_{n_{k}}\right)$ such that, for any $(u, A) \in B V(\Omega ;\{ \pm 1\}) \times \mathcal{A}^{\text {reg }}(\Omega)$ there exists

$$
\Gamma-\lim _{k} E_{\varepsilon_{n_{k}}}(u, A)=: E(u, A) .
$$

Moreover by setting $E(u, A):=\sup \left\{E\left(u, A^{\prime}\right): A^{\prime} \in \mathcal{A}^{\text {reg }}(\Omega), A^{\prime} \subset A\right\}$ we can extend $E(u, \cdot)$ to $\mathcal{A}(\Omega)$ and easily verify that all the properties enjoyed by $E^{\prime \prime}(\cdot, \cdot)$ stated in Propositions 4.3, 4.4, 4.5, and 4.6 still hold true for $E(\cdot, \cdot)$. Moreover, by Proposition 4.3,

$$
\Gamma-\lim _{k} E_{\varepsilon_{n_{k}}}(u)=+\infty
$$

for $u \in L^{1}(\Omega) \backslash B V(\Omega ;\{ \pm 1\})$. So far, it suffices to check that, for every $(u, A) \in$ $B V(\Omega ;\{ \pm 1\}) \times \mathcal{A}(\Omega), E(u, A)$ satisfies all the hypotheses of Theorem 2.2. In fact, the superadditivity property of $E_{\varepsilon}(u, \cdot)$ is preserved in the limit. Thus, thanks to the De Giorgi-Letta criterion (see [14, Theorem 5.2]), hypotheses (i), (ii), and (iv) hold true. By the lower semicontinuity property of the $\Gamma$-limit, hypothesis (iii) is also fulfilled and finally hypothesis (v) holds since it is satisfied by $E_{\varepsilon}(\cdot, A)$ for any $\varepsilon>0$.

The previous argument actually also provides a proof of (4.5).
4.1. Homogenization. Theorem 4.2 allows us to give an alternative proof of the homogenization result proved in [15] when the interaction potentials are periodic in the independent variable. More precisely, assume that $c_{i, \xi}^{\varepsilon}=c_{\xi}(i)$, where, for any $\xi \in \mathbb{Z}^{d}, c_{\xi}: \mathbb{Z}^{d} \rightarrow[0,+\infty)$ is $[0, l]^{d}$-periodic for some $l \in \mathbb{N}$. In this case hypotheses (H1)-(H3) reduce to
$\left(\mathrm{H}^{\prime}\right) c_{e_{k}}(i) \geq c>0$ for all $i \in\{0, \ldots, l-1\}^{d}$ and $k \in\{1, \ldots, d\}$;
$\left(\mathrm{H}^{\prime}\right) \sum_{\xi \in \mathbb{Z}^{d}}|\xi| c_{\xi}(i)<+\infty$ for all $i \in\{0, \ldots, l-1\}^{d}$.
Then the following theorem holds (see [15, Theorem 2.4 and Remark 2.5]).
Theorem 4.7 (homogenization). Let $E_{\varepsilon}$ be defined by (4.2) and let $c_{i, \xi}^{\varepsilon}=c_{\xi}(i)$, where, for any $\xi \in \mathbb{Z}^{d}, c_{\xi}: \mathbb{Z}^{d} \rightarrow[0,+\infty)$ is $[0, l]^{d}$-periodic for some $l \in \mathbb{N}$. If (H1') and $\left(\mathrm{H} 2^{\prime}\right)$ hold, then the functionals $E_{\varepsilon} \Gamma$-converge with respect to the $L^{1}(\Omega)$ strong
topology, as $\varepsilon \rightarrow 0$, to the homogenized functional $E_{\text {hom }}: L^{1}(\Omega) \rightarrow[0,+\infty]$ defined by

$$
E_{\text {hom }}(u)= \begin{cases}\int_{S_{u}} \varphi_{h o m}\left(\nu_{u}\right) d \mathcal{H}^{d-1} & \text { if } u \in B V(\Omega ;\{ \pm 1\}) \\ +\infty & \text { otherwise }\end{cases}
$$

where

$$
\begin{array}{r}
\varphi_{h o m}(\nu)=\lim _{T \rightarrow+\infty} T^{1-d} \inf \left\{\sum_{\xi \in \mathbb{Z}^{d}} \sum_{i \in \mathbb{Z}^{d} \cap T Q_{\nu}} c_{\xi}(i) u_{i} u_{i+\xi}: u \in \mathcal{P} C_{1}\left(\mathbb{R}^{d}\right),\right.  \tag{4.16}\\
\left.u(i)=u_{0, \nu}(i) \text { for } i \notin T Q_{\nu}\right\} .
\end{array}
$$

Sketch of the proof. The proof strongly relies upon some arguments and techniques well established in homogenization theory, suitably combined with the results of Theorem 4.2 of the previous section. Here we highlight only its main steps for the reader's convenience.

First of all, by Theorem 4.2, given a sequence $\varepsilon_{n} \rightarrow 0$, we can extract a subsequence $\varepsilon_{n_{k}}$ such that the functionals $E_{\varepsilon_{n_{k}}} \Gamma$-converge to a functional $E$ defined as in (4.4) and for any $u \in B V(\Omega ;\{ \pm 1\})$ and $A \in \mathcal{A}^{\text {reg }}(\Omega)$ there holds

$$
\Gamma-\lim _{k} E_{\varepsilon_{n_{k}}}(u, A)=\int_{S_{u} \cap A} \varphi\left(x, \nu_{u}\right) \mathcal{H}^{d-1}
$$

Hence, the theorem is proved if we show that $\varphi$ does not depend on $x$ and $\varphi \equiv \varphi_{h o m}$. In order to establish the first claim, by using the periodicity assumption, one easily shows that if we set $E(u, A)=\int_{S_{u} \cap A} \varphi\left(x, \nu_{u}\right) \mathcal{H}^{d-1}$, then

$$
\begin{equation*}
E\left(u_{x, \nu}, B(x, \rho)\right)=E\left(u_{z, \nu}, B(z, \rho)\right) \tag{4.17}
\end{equation*}
$$

for any $\nu \in S^{d-1}, x, z \in \Omega$ and $\rho>0$, such that $B(x, \rho) \cup B(z, \rho) \subseteq \Omega$. Thus, the independence of $\varphi$ on $x$ follows from (4.17).

So far, assuming for the sake of simplicity that $0 \in \Omega$, by using the characterization of $\varphi$ in (2.1), we have

$$
\varphi(\nu)=\underset{\rho \rightarrow 0}{\limsup } \frac{m\left(u_{0, \nu}, \rho Q_{\nu}\right)}{\rho^{d-1}}
$$

where for any $(v, A) \in B V(\Omega ;\{ \pm 1\}) \times \mathcal{A}(\Omega)$

$$
m(v, A)=\inf \{E(w, A): w \in B V(A ;\{ \pm 1\}), w=v \text { in a neighborhood of } \partial A\}
$$

Taking into account the convergence of boundary value problems stated in Theorem 4.9 of the subsequent section, applied to $m(v, A)$, together with Remark 4.10, we infer the validity of the cell formula

$$
\begin{array}{r}
\varphi(\nu)=\lim _{k \rightarrow+\infty} T_{k}^{1-d} \inf \left\{\sum_{\xi \in \mathbb{Z}^{d(M-1)}} \sum_{i \in \mathbb{Z}^{d} \cap T_{k} Q_{\nu}} c_{\xi}(i) u_{i} u_{i+\xi}: u \in \mathcal{P} C_{1}\left(\mathbb{R}^{d}\right)\right.  \tag{4.18}\\
\left.u(i)=u_{0, \nu}(i) \text { for } i \notin T_{k} Q_{\nu}\right\}
\end{array}
$$

for a suitable sequence $T_{k} \rightarrow+\infty$. Using the periodicity assumption and hypotheses ( $\mathrm{H} 1^{\prime}$ ), ( $\mathrm{H} 2^{\prime}$ ) and following a standard procedure in homogenization theory (we refer for instance to the proof of [4, Proposition 4.2] in the context of discrete models in nonlinear elasticity), it can be shown that the limit in (4.16) exists and is finite for any $\nu \in S^{d-1}$. Hence, by (4.18), we conclude that $\varphi \equiv \varphi_{h o m}$.

As a straightforward application of Theorem 4.2, in the following example we show that if the constants $c_{i, \xi}^{\varepsilon}$ do not satisfy the periodicity assumptions stated above, we may obtain in the continuum limit more general inhomogeneous surface functionals.

Example 4.8. Let $\Omega=(-1,1)^{2}$ and let $c:[-1,1]^{2} \rightarrow \mathbb{R}$ be defined as

$$
c(x)= \begin{cases}1 & \text { if } x \in[0,1] \times[-1,1] \\ 2 & \text { otherwise in }[-1,1]^{2}\end{cases}
$$

Let $E_{\varepsilon}: L^{1}(\Omega) \rightarrow[0,+\infty]$ be defined as in (4.2) with $d=2, c_{i, \xi}^{\varepsilon}=0$ if $\xi \notin\left\{e_{1}, e_{2}\right\}$, and $c_{i, e_{1}}^{\varepsilon}=c_{i, e_{2}}^{\varepsilon}=c(\varepsilon i)$. Then the functionals $E_{\varepsilon} \Gamma$-converge with respect to the $L^{1}(\Omega)$ strong topology to the functional $E(u)$ defined as in (4.4) with $\varphi(x, \nu)=|\nu|_{1}$ if $x \in$ $[0,1) \times(-1,1)$ and $\varphi(x, \nu)=2|\nu|_{1}$ if $x \in(-1,0) \times(-1,1)$. Indeed, by Theorem 4.2, it suffices to show that $\Gamma-\lim _{\varepsilon \rightarrow 0} E_{\varepsilon}\left(u_{x_{0}, \nu}\right)=E\left(u_{x_{0}, \nu}\right)$ for every $\left(x_{0}, \nu\right) \in \Omega \times S^{d-1}$. The $\Gamma$-lim inf inequality follows by a slicing argument, while, for the $\Gamma$-lim sup inequality, a recovery sequence for $u_{x_{0}, \nu}$ is provided by an infinitesimal right translation of the pointwise interpolation of $u_{x_{0}, \nu}$, defined by $\left(u_{\varepsilon}\right)_{i}=u_{x_{0}, \nu}\left(\varepsilon i-\varepsilon e_{1}\right)$.

More generally, an analogous convergence result could be inferred in any dimension, considering a finite collection of disjoint sets $\left\{A_{k}\right\}_{k=1}^{N}$ in $\Omega$ with $A_{k} \in \mathcal{A}^{\text {reg }}(\Omega)$ and positive constants $c_{1}, \ldots, c_{N}$. Indeed, set $c(x)=\sum_{k=1}^{N} c_{k} \chi_{A_{k}}(x)$ and let $E_{\varepsilon}$ be defined as in (4.2) with $c_{i, \xi}^{\varepsilon}=0$ if $\xi \notin\left\{e_{1}, \ldots, e_{d}\right\}$ and $c_{i, e_{1}}^{\varepsilon}=\cdots=c_{i, e_{d}}^{\varepsilon}=c(\varepsilon i)$. Then as a consequence of Theorem 4.2 and applying the argument above, we could deduce that the functionals $E_{\varepsilon} \Gamma$-converge with respect to the $L^{1}(\Omega)$ strong topology to the functional $E(u)$ defined as in (4.4) with $\varphi(x, \nu)=a(x)|\nu|_{1}$ and $a: \Omega \rightarrow(0,+\infty)$ defined by $a(x)=\sum_{k=1}^{N} c_{k} \chi_{A_{k}}(x)+\sum_{k, h=1}^{N} c_{k} \wedge c_{h} \chi_{\partial A_{k} \cap \partial A_{h}}(x)$. Moreover the same result holds if we replace the piecewise-constant function $c(\cdot)$ with the sequence of continuous functions $c_{\varepsilon}(\cdot):=c * \rho_{\varepsilon}(\cdot)$, where $\rho_{\varepsilon}$ is a convolution kernel supported in the ball $\left\{x \in \mathbb{R}^{d}:|x| \leq \varepsilon\right\}$. Hence, the continuity of $\varphi(\cdot, \nu)$ cannot be inferred by the regularity of $c_{\varepsilon}$.
4.2. Convergence of minimum problems. In this section we established the convergence of minimum problems involving discrete energies as in (4.2) to the corresponding minimum problem involving the limiting energy. We focus first on boundary value problems and afterwards we also treat the case of minimum problems with prescribed volume fraction.

In order to state boundary value problems, let $A \in \mathcal{A}^{\text {reg }}(\Omega)$ and assume $u_{0} \in$ $B V_{l o c}\left(\mathbb{R}^{d} ;\{ \pm 1\}\right)$ to be fixed with $S_{u_{0}}$ polyhedral and transverse to $A$, that is $\mathcal{H}^{d-1}\left(S_{u_{0}} \cap \partial A\right)=0$. Actually, more general boundary data could also be taken into account. Here we restrict our analysis for a boundary datum $u_{0}$ as above just for the sake of simplicity.

For any $\varepsilon, \eta>0$ set

$$
\begin{gathered}
A^{\eta}:=\{x \in A: \operatorname{dist}(x, \partial A)<\eta\} \\
\mathcal{P} C_{\varepsilon}^{u_{0}, \eta}(A):=\left\{u \in \mathcal{P} C_{\varepsilon}(\Omega): u(\varepsilon i)=u_{0}(\varepsilon i) \text { for any } i \in \mathbb{Z}^{d} \cap\left(\varepsilon^{-1} A^{\eta}\right)\right\},
\end{gathered}
$$

and

$$
\begin{equation*}
m_{\varepsilon}^{\eta}\left(u_{0}, A\right):=\inf \left\{E_{\varepsilon}(u, A): u \in \mathcal{P} C_{\varepsilon}^{u_{0}, \eta}(A)\right\} \tag{4.19}
\end{equation*}
$$

It is easy to show that $m_{\varepsilon}^{\eta}\left(u_{0}\right)$ is increasing in $\eta$ and bounded uniformly in $\eta$ and $\varepsilon$.
THEOREM 4.9. Let $\left(c_{i, \xi}^{\varepsilon}\right)$ satisfy (H1)-(H3) and let $E_{\varepsilon}$ and $m_{\varepsilon}^{\eta}\left(u_{0}\right)$ be defined by (4.1) and (4.19), respectively. Given a sequence $\varepsilon_{n} \rightarrow 0$ let $\left(\varepsilon_{n_{k}}\right)$ and $E(u, A)$ be as in Theorem 4.2. Then

$$
\lim _{\eta \rightarrow 0} \limsup _{k \rightarrow+\infty} m_{\varepsilon_{n_{k}}}^{\eta}\left(u_{0}, A\right)=m\left(u_{0}, A\right)
$$

where

$$
m\left(u_{0}, A\right):=\inf \left\{E(u, A): u \in B V(A ;\{ \pm 1\}), u(x)=u_{0}(x)\right.
$$

in a neighborhood of $\partial A\}$.
Proof. Let $\eta>0$ be fixed and let $u_{k} \in \mathcal{P} C_{\varepsilon_{n_{k}}}^{u_{0}, \eta}(A)$ such that $E_{\varepsilon_{n_{k}}}\left(u_{k}, A\right) \leq$ $m_{\varepsilon_{n_{k}}}^{\eta}\left(u_{0}, A\right)+k^{-1}$. Since, by the coerciveness assumption (H1), $\mathcal{H}^{d-1}\left(S_{u_{k}} \cap A\right) \leq C$, then, by Theorem 2.1, up to extracting a subsequence, $u_{k}$ converge strongly in $L^{1}(A)$ to some $u \in B V(A ;\{ \pm 1\})$. Moreover it is easy to show that $u=u_{0}$ on $A^{\eta}$. Hence, by Theorem 4.2, we get

$$
m\left(u_{0}, A\right) \leq E(u, A) \leq \underset{k}{\liminf } E_{\varepsilon_{n_{k}}}\left(u_{k}, A\right) \leq \underset{k}{\liminf } m_{\varepsilon_{n_{k}}}^{\eta}\left(u_{0}, A\right)
$$

By the arbitrariness of $\eta$ it follows that

$$
m\left(u_{0}, A\right) \leq \lim _{\eta \rightarrow 0} \limsup _{k \rightarrow+\infty} m_{\varepsilon_{n_{k}}}^{\eta}\left(u_{0}, A\right)
$$

It remains to prove the opposite inequality. To this end, we fix $\delta>0$ and $u \in$ $B V(A ;\{ \pm 1\})$ such that $u=u_{0}$ in a neighborhood of $\partial A$ and $E(u, A) \leq m\left(u_{0}, A\right)+\delta$. Let $u_{k} \rightarrow u$ strongly in $L^{1}(A)$ such that $\lim _{k} E_{\varepsilon_{n_{k}}}\left(u_{k}, A\right)=E(u, A)$ and let $\eta>0$ be such that $u=u_{0}$ in $A^{2 \eta}$. We may then argue as in the proof of Proposition 4.5 in order to modify the values of $u_{k}$ in $A^{\eta}$ without increasing the energy too much. More precisely, for any $\delta^{\prime}>0$ we can select open sets $A_{k, \delta^{\prime}} \in \mathcal{A}^{\text {reg }}(\Omega)$ such that $A \backslash A^{2 \eta} \subset \subset A_{k, \delta^{\prime}} \subset \subset A \backslash A^{\eta}$ and the functions $v_{k, \delta^{\prime}}:=\chi_{A_{k, \delta^{\prime}}} u_{k}+\left(1-\chi_{A_{k, \delta^{\prime}}}\right) u_{0}$ satisfy
(i) $v_{k, \delta^{\prime}} \in \mathcal{P} C_{\varepsilon}^{u_{0}, \eta}(A)$;
(ii) $v_{k, \delta^{\prime}} \rightarrow u$ strongly in $L^{1}(A)$;
(iii) $E_{\varepsilon_{n_{k}}}\left(v_{k, \delta^{\prime}}, A\right) \leq E_{\varepsilon_{n_{k}}}\left(u_{k}, A\right)+E_{\varepsilon_{n_{k}}}\left(u_{0}, A^{2 \eta}\right)+C \delta^{\prime}+O(1)+C_{\delta^{\prime}}\left\|u_{k}-u_{0}\right\|_{L^{1}\left(A^{2 \eta}\right)}$. Hence, since $\limsup _{k \rightarrow+\infty} E_{\varepsilon_{n_{k}}}\left(u_{0}, A^{2 \eta}\right) \leq C \mathcal{H}^{d-1}\left(S_{u_{0}} \cap A^{2 \eta}\right)$, we get

$$
\limsup _{k \rightarrow+\infty} E_{\varepsilon_{n_{k}}}\left(v_{k, \delta^{\prime}}, A\right) \leq E(u, A)+C \mathcal{H}^{d-1}\left(S_{u_{0}} \cap A^{2 \eta}\right)+C \delta^{\prime}
$$

By the arbitrariness of $\delta^{\prime}$ and since $\limsup _{\eta \rightarrow 0} \mathcal{H}^{d-1}\left(S_{u_{0}} \cap A^{2 \eta}\right)=0$, we infer that

$$
\lim _{\eta \rightarrow 0} \limsup _{k \rightarrow+\infty} m_{\varepsilon_{n_{k}}}^{\eta}\left(u_{0}, A\right) \leq E(u, A) \leq m\left(u_{0}, A\right)+\delta
$$

The conclusion follows by the arbitrariness of $\delta$.

Remark 4.10. It can be shown that if the density function $\varphi(x, \nu)$ in Theorem 4.2 is continuous in $\bar{A} \times S^{d-1}$, then

$$
m\left(u_{0}, A\right)=\inf \left\{\int_{S_{u_{A}, u_{0}} \cap \bar{A}} \varphi\left(x, \nu_{u_{A, u_{0}}}\right) d \mathcal{H}^{d-1}: u \in B V(A ;\{ \pm 1\})\right\}
$$

where

$$
u_{A, u_{0}}(x):= \begin{cases}u(x) & \text { if } x \in A \\ u_{0}(x) & \text { if } x \notin A\end{cases}
$$

Moreover in this case it can be proved that

$$
m\left(u_{0}, A\right)=\lim _{k \rightarrow+\infty} \min \left\{E_{\varepsilon_{n_{k}}}^{u_{0}}(u, A): u \in \mathcal{P} C_{\varepsilon_{n_{k}}}(A)\right\}
$$

where

$$
E_{\varepsilon}^{u_{0}}(u, A):=\sum_{\xi \in \mathbb{Z}^{d}} \sum_{\varepsilon i \in A_{\varepsilon}} c_{i, \xi}^{\varepsilon} \varepsilon^{d-1}\left|u_{A, u_{0}}(\varepsilon(i+\xi))-u_{A, u_{0}}(\varepsilon i)\right|
$$

(see Theorems 4.2 and 4.4 in [7]).
In fact Example 4.8 shows that $\varphi(\cdot, \nu)$ is not necessarily continuous.
We conclude the section presenting the convergence result of minimum problems with prescribed volume fraction. More precisely, we consider minimum problems of the type

$$
m_{\varepsilon}:=\min \left\{E_{\varepsilon}(u): \#\left\{i \in \Omega_{\varepsilon}: u_{i}=1\right\}=l_{\varepsilon}\right\}
$$

where $l_{\varepsilon} \in\left\{0, \ldots, \# \Omega_{\varepsilon}\right\}$. We suppose that there exists $p \in[0,1]$ such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} l_{\varepsilon}\left(\# \Omega_{\varepsilon}\right)^{-1}=p \tag{4.20}
\end{equation*}
$$

(this is not restrictive, up to passing to a subsequence). Set

$$
\mathcal{P} C_{\varepsilon}^{l_{\varepsilon}}(\Omega):=\left\{u \in \mathcal{P} C_{\varepsilon}(\Omega): \#\left\{i \in \Omega_{\varepsilon}: u_{i}=1\right\}=l_{\varepsilon}\right\}
$$

and let $E_{\varepsilon}^{l_{\varepsilon}}: L^{1}(\Omega) \rightarrow[0,+\infty]$ be defined by

$$
E_{\varepsilon}^{l_{\varepsilon}}(u)= \begin{cases}E_{\varepsilon}(u) & \text { if } u \in \mathcal{P} C_{\varepsilon}^{l_{\varepsilon}}(\Omega) \\ +\infty & \text { otherwise in } L^{1}(\Omega)\end{cases}
$$

with $E_{\varepsilon}$ as in (4.1). The following $\Gamma$-convergence theorem holds.
Theorem 4.11. Let $\left(c_{i, \xi}^{\varepsilon}\right)$ satisfy (H1)-(H3) and let $l_{\varepsilon}$ satisfy (4.20). Given any sequence $\varepsilon_{n} \rightarrow 0$, let $\left(\varepsilon_{n_{k}}\right)$ and $E(u)$ be as in Theorem 4.2. Then the functionals $E_{\varepsilon_{n_{k}}}^{l_{\varepsilon_{n_{k}}}}$ $\Gamma$-converge with respect to the $L^{1}(\Omega)$ strong topology to the functional $E^{p}: L^{1}(\Omega) \rightarrow$ $[0,+\infty]$ defined as

$$
E^{p}(u)= \begin{cases}E(u) & \text { if }|\{u=1\}|=p|\Omega| \\ +\infty & \text { otherwise in } L^{1}(\Omega)\end{cases}
$$

Proof. For the sake of notation, in what follows we drop the dependence on the sequence $n_{k}$. Let $u_{\varepsilon} \in \mathcal{P} C_{\varepsilon}^{l_{\varepsilon}}(\Omega)$ converge to $u$ strongly in $L^{1}(\Omega)$ such that $\liminf _{\varepsilon} E_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty$. By (4.20) and taking into account that $\varepsilon^{d} \# \Omega_{\varepsilon} \rightarrow|\Omega|$, we immediately infer that $|\{u=1\}|=p|\Omega|$. In addition, Theorem 4.2 yelds that

$$
\liminf E_{\varepsilon}^{l_{\varepsilon}}\left(u_{\varepsilon}\right) \geq E^{p}(u)
$$

It remains to prove the $\Gamma$-limsup inequality. Thanks to the density result stated in Theorem A. 1 and Remark A.2, it is enough to consider $u \in B V(\Omega ;\{ \pm 1\})$ with $|\{u=1\}|=p|\Omega|$ and $S_{u}$ a polyhedral set. Let $u_{\varepsilon}$ be a recovery sequence for $E(u)$. Note that, arguing as in the proof of Proposition 4.5 and taking into account that $E_{\varepsilon}(u, A)$ is negligible as $\varepsilon \rightarrow 0$ for any open set $A \subset \Omega \backslash S_{u}$, we could replace $u_{\varepsilon}$ by $\chi_{A_{\varepsilon}} u_{\varepsilon}+\left(1-\chi_{A_{\varepsilon}}\right) u$, where $A_{\varepsilon}$ is a suitable neighborhood of $S_{u}$, still obtaining a recovery sequence for $E(u)$. Hence, it is not restrictive to assume $u_{\varepsilon}=u$ in $\Omega \backslash \bar{S}_{\delta}$, where $S_{\delta}$ is a $\delta$-neighborhood of $S_{u}$ for some suitable $\delta>0$ such that $\left|\Omega \backslash \bar{S}_{\delta}\right|>0$.

Having set $\tilde{l}_{\varepsilon}=\#\left\{i \in \Omega_{\varepsilon}: u_{\varepsilon}(\varepsilon i)=1\right\}$, we have that $\lim _{\varepsilon \rightarrow 0}\left|\tilde{l}_{\varepsilon}-l_{\varepsilon}\right| \varepsilon^{d}=0$. If $\tilde{l}_{\varepsilon}=l_{\varepsilon}$ for infinite infinitesimal values of $\varepsilon$, there is nothing left to prove. Assume on the contrary that $\tilde{l}_{\varepsilon}>l_{\varepsilon}$ (the other case being totally symmetric). Let $h_{\varepsilon}:=\left(\tilde{l}_{\varepsilon}-l_{\varepsilon}\right)^{\frac{1}{d}}$, $\bar{h}_{\varepsilon}:=\left[h_{\varepsilon}\right]$, where we denote by $[t]$ the integer part of $t \in \mathbb{R}$. Note that $\varepsilon h_{\varepsilon} \rightarrow 0$ and $0<h_{\varepsilon}^{d}-\bar{h}_{\varepsilon}^{d} \leq d h_{\varepsilon}^{d-1}$. Setting $G_{\varepsilon}^{\delta}:=\{u=1\} \cap\left(\Omega \backslash \bar{S}_{\delta}\right)$, we choose $i_{\varepsilon} \in \Omega_{\varepsilon}$ such that $Q_{\varepsilon}:=\varepsilon i_{\varepsilon}+\left[0, \bar{h}_{\varepsilon} \varepsilon\right)^{d} \subset G_{\varepsilon}^{\delta}$ and let $J_{\varepsilon} \subset\left(G_{\varepsilon}^{\delta} \backslash Q_{\varepsilon}\right) \cap \varepsilon \mathbb{Z}^{d}$ be such that $\# J_{\varepsilon}=h_{\varepsilon}^{d}-\bar{h}_{\varepsilon}^{d}$. We thus set

$$
v_{\varepsilon}(\varepsilon i)= \begin{cases}-1 & \text { if } \varepsilon i \in Q_{\varepsilon} \cup J_{\varepsilon} \\ u_{\varepsilon}(\varepsilon i) & \text { otherwise }\end{cases}
$$

Then, by construction, $v_{\varepsilon} \in \mathcal{P} C_{\varepsilon}^{l_{\varepsilon}}(\Omega), v_{\varepsilon} \rightarrow u$ strongly in $L^{1}(\Omega)$, and moreover

$$
E_{\varepsilon}\left(v_{\varepsilon}\right) \leq E_{\varepsilon}\left(u_{\varepsilon}\right)+C \varepsilon^{d-1}\left(\#\left(\partial Q_{\varepsilon} \cap \varepsilon \mathbb{Z}^{d}\right)+\# J_{\varepsilon}\right) \leq E_{\varepsilon}\left(\tilde{v}_{\varepsilon}\right)+C\left(\varepsilon h_{\varepsilon}\right)^{d-1}
$$

from which we get the conclusion for $d \geq 2$. For $d=1$ we may assume that there exist $i_{\varepsilon} \in \Omega_{\varepsilon}$ and $\eta>0$ independent of $\varepsilon$ such that $\varepsilon i_{\varepsilon} \in S_{u_{\varepsilon}}$ and $\left(\varepsilon i_{\varepsilon}-\eta, \varepsilon i_{\varepsilon}\right] \subset\left\{u_{\varepsilon}=1\right\}$ or $\left[\varepsilon i_{\varepsilon}, \varepsilon i_{\varepsilon}+\eta\right) \subset\left\{u_{\varepsilon}=1\right\}$. Hence a recovery sequence $v_{\varepsilon} \in \mathcal{P} C_{\varepsilon}^{l_{\varepsilon}}(\Omega)$ is given by $v_{\varepsilon}:=u_{\varepsilon}-2 \chi_{\left(\left(i_{\varepsilon}-\tilde{l}_{\varepsilon}+l_{\varepsilon}\right) \varepsilon, \varepsilon i_{\varepsilon}\right]}$ in the first case or $v_{\varepsilon}:=u_{\varepsilon}-2 \chi_{\left[\varepsilon i_{\varepsilon},\left(i_{\varepsilon}+\tilde{l}_{\varepsilon}-l_{\varepsilon}\right) \varepsilon\right)}$ in the second case.

As a consequence of Theorem 4.11, the compactness result stated in Theorem 2.1, and the core properties of $\Gamma$-convergence, we eventually get the following result.

Theorem 4.12. Under the hypotheses of Theorem 4.11, we get

$$
\lim _{k} \min \left\{E_{\varepsilon_{n_{k}}}: \#\left\{i \in \Omega_{\varepsilon_{n_{k}}}: u_{i}=1\right\}=l_{\varepsilon_{n_{k}}}\right\}=\min \{E(u):|\{u=1\}|=p|\Omega|\} .
$$

Moreover if ( $u_{k}$ ) is a converging sequence such that $\#\left\{i \in \Omega_{\varepsilon_{n_{k}}}: u_{i}=1\right\}=l_{\varepsilon_{n_{k}}}$ and

$$
\lim _{k} E_{\varepsilon_{n_{k}}}\left(u_{k}\right)=\lim _{k} \min \left\{E_{\varepsilon_{n_{k}}}: \#\left\{i \in \Omega_{\varepsilon_{n_{k}}}: u_{i}=1\right\}=l_{\varepsilon_{n_{k}}}\right\},
$$

then its limit is a minimizer to $\min \{E(u):|\{u=1\}|=p|\Omega|\}$.
4.3. Generalization: Multibody interactions. In this section we extend the previous results to the case of energies accounting for multibody interactions. More precisely, given $M \in \mathbb{N}$, we consider energies of the form

$$
\mathcal{E}_{\varepsilon}(u)= \begin{cases}\sum_{i_{1}, \ldots, i_{M} \in \Omega_{\varepsilon}} \varepsilon^{d-1} \psi_{\varepsilon}\left(i_{1}, \ldots, i_{M}, u_{i_{1}}, \ldots, u_{i_{M}}\right) & \text { if } u \in \mathcal{P} C_{\varepsilon}(\Omega)  \tag{4.21}\\ +\infty & \text { otherwise in } L^{1}(\Omega) .\end{cases}
$$

Here $\psi_{\varepsilon}: \mathbb{Z}^{d M} \times\{-1,1\}^{M} \rightarrow[0,+\infty)$ satisfies the following hypothesis:
$(\mathrm{HM} 0) \min _{\underline{u}} \psi_{\varepsilon}(\underline{i}, \underline{u})=\psi_{\varepsilon}(\underline{i}, \pm \underline{1})=0$ for any $\underline{i} \in \mathbb{Z}^{d M}$ and either $\psi_{\varepsilon}(\underline{i}, \cdot) \equiv 0$ or $\psi_{\varepsilon}(\underline{i}, \underline{u})>0$ for all $\underline{u} \neq \pm \underline{1}$, where we have used the notation

$$
\underline{i}:=\left(i_{1}, \ldots, i_{M}\right), \quad \underline{u}:=\left(u_{1}, \ldots, u_{M}\right), \quad \underline{1}=(1, \ldots, 1) .
$$

Hypothesis (HM0) implies that $\mathcal{E}_{\varepsilon}$ has a ferromagnetic behavior, in the sense that

$$
\min \mathcal{E}_{\varepsilon}=\mathcal{E}_{\varepsilon}(\underline{u})=0 \quad \text { if and only if } \quad \underline{u} \equiv \pm 1
$$

As for pairwise interactions, through the change of variables $i=i_{1}, \xi_{l}=i_{l+1}-i$, $l \in\{1, \ldots, M-1\}$, we find it convenient to rewrite $E_{\varepsilon}(u)$ for $u \in \mathcal{P} C_{\varepsilon}(\Omega)$ as

$$
\mathcal{E}_{\varepsilon}(u)=\sum_{\underline{\xi} \in \mathbb{Z}^{d(M-1)}} \sum_{i, i+\xi_{1}, \ldots, i+\xi_{M-1} \in \Omega_{\varepsilon}} \varepsilon^{d-1} \psi_{\varepsilon}\left(i, i+\underline{\xi}, u_{i}, u_{i+\underline{\xi}}\right),
$$

where we have used the notation

$$
\underline{\xi}:=\left(\xi_{1}, \ldots, \xi_{M-1}\right), \quad i+\underline{\xi}:=\left(i+\xi_{1}, \ldots, i+\xi_{M-1}\right), \quad u_{i+\underline{\xi}}=\left(u_{i+\xi_{1}}, \ldots, u_{i+\xi_{M-1}}\right) .
$$

The analogue of assumptions (H1)-(H3) is given by the following set of hypotheses:
(HM1) (coerciveness) $\min \left\{\psi_{\varepsilon}(i, i+\underline{\xi}, \underline{u}): \exists l \in\{1, \ldots, M-1\}\right.$ with $\xi_{l}=e_{k}, u_{l+1}=$ $\left.-u_{1}\right\} \geq c>0$ for all $\varepsilon>0$ and $k \in\{1, \ldots, d\} ;$
(HM2) (growth) setting $c_{\varepsilon, \underline{\xi}}=\sup _{i, \underline{\underline{u}}} \psi_{\varepsilon}(i, \underline{\xi}, \underline{u})$, it holds $\lim \sup _{\varepsilon \rightarrow 0} \sum_{\underline{\xi} \in \mathbb{Z}^{d(M-1)}}|\underline{\xi}| c_{\varepsilon, \underline{\xi}}$ $<+\infty$;
(HM3) (decay) for all $\delta>0$ there exists $R_{\delta}>0$ such that $\limsup _{\varepsilon \rightarrow 0} \sum_{|\underline{\xi}|>R_{\delta}}|\underline{\xi}| c_{\varepsilon, \underline{\xi}}<$ $\delta$,
where we denote by $|\underline{\xi}|$ the usual euclidean norm of $\underline{\xi}$ as a vector in $\mathbb{R}^{d(M-1)}$.
We define also a local version of the functionals in (4.21), by setting for any $A \in \mathcal{A}(\Omega)$

$$
\mathcal{E}_{\varepsilon}(u, A)= \begin{cases}\sum_{i_{1}, \ldots, i_{M} \in A_{\varepsilon}} \varepsilon^{d-1} \psi_{\varepsilon}\left(i_{1}, \ldots, i_{M}, u_{i_{1}}, \ldots, u_{i_{M}}\right) & \text { if } u \in \mathcal{P} C_{\varepsilon}(\Omega) \\ +\infty & \text { otherwise in } L^{1}(\Omega)\end{cases}
$$

By applying the abstract method exploited in the previous section, we can show that all the possible $\Gamma$-limits of $\mathcal{E}_{\varepsilon}(u, A)$ satisfy the hypotheses of Theorem 2.2 and prove the following theorem, which is the analogue of Theorem 4.2. We omit its proof since it follows, step by step, the proof of Theorem 4.2 without any significant changes.

THEOREM 4.13. Let $\psi_{\varepsilon}$ satisfy (HM0)-(HM3) and let $\mathcal{E}_{\varepsilon}$ be defined by (4.21). Then for any sequence $\varepsilon_{n} \rightarrow 0$ there exist a subsequence $\left(\varepsilon_{n_{k}}\right)$ and a function $\varphi$ : $\Omega \times S^{d-1} \rightarrow[0,+\infty)$ such that the functionals $\mathcal{E}_{\varepsilon_{n_{k}}} \Gamma$-converge with respect to the $L^{1}(\Omega)$ strong topology to the functional $\mathcal{E}: L^{1}(\Omega) \rightarrow[0,+\infty]$ defined by

$$
\mathcal{E}(u)= \begin{cases}\int_{S_{u}} \varphi\left(x, \nu_{u}\right) d \mathcal{H}^{d-1} & \text { if } u \in B V(\Omega ;\{ \pm 1\}) \\ +\infty & \text { otherwise }\end{cases}
$$

Moreover for any $u \in B V(\Omega ;\{ \pm 1\})$ and $A \in \mathcal{A}^{\text {reg }}(\Omega)$ there holds

$$
\Gamma-\lim _{k} \mathcal{E}_{\varepsilon_{n_{k}}}(u, A)=\mathcal{E}(u, A):=\int_{S_{u} \cap A} \varphi\left(x, \nu_{u}\right) d \mathcal{H}^{d-1}
$$

Under periodicity assumptions on the interaction potentials, the analogue of the homogenization result stated in Theorem 4.7 holds true. More precisely, assume that (HMP) $\psi_{\varepsilon}(i, i+\underline{\xi}, \underline{u})=\psi(i, \underline{\xi}, \underline{u})$, where, for any $\underline{\xi} \in \mathbb{Z}^{d(M-1)}$ and $\underline{u} \in\{-1,1\}^{M}$, $\psi(\cdot, \underline{\xi}, \underline{u})$ is $[0, l]^{d}$-periodic for some $l \in \mathbb{N}$.
In this case assumptions (HM2) and (HM3) reduce to
$\left(\right.$ HM $\left.^{\prime}\right) \sum_{\underline{\xi} \in \mathbb{Z}^{d}(M-1)}|\xi| \sup _{\underline{u}} \psi(i, \underline{\xi}, \underline{u})<+\infty$ for any $\underline{i} \in\{0, \ldots, l-1\}^{d}$.
Theorem 4.14. Let $\psi_{\varepsilon}$ satisfy (HM0), (HM1), (HMP), and (HM2') and let $\mathcal{E}_{\varepsilon}$ be defined by (4.21). Then the functionals $\mathcal{E}_{\varepsilon} \Gamma$-converge with respect to the $L^{1}(\Omega)$ strong topology, as $\varepsilon \rightarrow 0$, to the homogenized functional $\mathcal{E}_{\text {hom }}: L^{1}(\Omega) \rightarrow[0,+\infty]$ defined by

$$
\mathcal{E}_{\text {hom }}(u)= \begin{cases}\int_{S_{u}} \varphi_{\text {hom }}\left(\nu_{u}\right) d \mathcal{H}^{d-1} & \text { if } u \in B V(\Omega ;\{ \pm 1\}),  \tag{4.22}\\ +\infty & \text { otherwise },\end{cases}
$$

where

$$
\begin{array}{r}
\varphi_{h o m}(\nu)=\lim _{T \rightarrow+\infty} T^{1-d} \inf \left\{\sum_{\underline{\xi} \in \mathbb{Z}^{d(M-1)}} \sum_{i \in \mathbb{Z}^{d} \cap T Q_{\nu}} \psi\left(i, \underline{\xi}, u_{i}, u_{i+\underline{\xi}}\right): u \in \mathcal{P} C_{1}\left(\mathbb{R}^{d}\right),\right. \\
\left.u(i)=u_{0, \nu}(i) \text { for } i \notin T Q_{\nu}\right\} .
\end{array}
$$

The proof follows step by step that of Theorem 4.7, taking into account that the convergence of boundary value problems stated in Theorem 4.9 also holds in the present case of multibody interactions.

The following example provides an approximation of the usual $\ell^{1}$-anisotropic perimeter in $\mathbb{R}^{2}$ by means of energies accounting for nearest-neighbor 2-body and 3 -body interactions. The related asymptotics highlights how the presence of nonpairwise interaction potentials may induce formation of special optimal patterns among those arising in the simpler central case.

Example 4.15. Let $\overline{\mathcal{E}}_{\varepsilon}(u)$ be defined as in (4.21) with $d=2$ and

$$
\psi_{\varepsilon}\left(i, j, k, u_{i}, u_{j}, u_{k}\right)=\left|u_{i}-u_{j}\right|+\left|u_{i}-u_{k}\right|+\left|u_{i}-u_{j}\right|\left|u_{i}-u_{k}\right|
$$

if $(i, j, k)=\left(i, i+e_{1}, i+e_{2}\right)$ and 0 otherwise. Note that $\overline{\mathcal{E}}_{\varepsilon}$ is obtained by adding the 3-body interaction potential $\left|u_{i}-u_{i+e_{1}}\right|\left|u_{i}-u_{i+e_{2}}\right|$ in the definition (4.6) of the functionals $G_{\varepsilon}$. In fact $\overline{\mathcal{E}}_{\varepsilon}$ and $G_{\varepsilon}$ share the same $\Gamma$-limit, that is $\overline{\mathcal{E}}_{\varepsilon}(u) \Gamma$-converge to the functional $\overline{\mathcal{E}}(u)$ defined as in (4.22), with $\varphi_{h o m}(\nu)=|\nu|_{1}$. In order to prove this result, since the functionals $\overline{\mathcal{E}}_{\varepsilon}$ satisfy the hypotheses of Theorem 4.14, it suffices to check that $\Gamma$ - $\lim _{\varepsilon \rightarrow 0} \overline{\mathcal{E}}_{\varepsilon}\left(u_{0, \nu}\right)=\overline{\mathcal{E}}\left(u_{0, \nu}\right)$ for any $\nu \in S^{d-1}$. The $\Gamma$-liminf inequality follows at once by neglecting the 3 -body interaction potential, that is, using the inequality

$$
\mathcal{E}_{\varepsilon}(u) \geq G_{\varepsilon}(u) .
$$

Conversely, it is easy to check that, given $N_{\varepsilon} \in \mathbb{N}$ such that $\lim _{\varepsilon} \varepsilon N_{\varepsilon}=0$ and set $\delta_{\varepsilon}:=\varepsilon N_{\varepsilon}$, then the functions $u_{\varepsilon} \in \mathcal{P} C_{\delta_{\varepsilon}}(\Omega) \subset \mathcal{P} C_{\varepsilon}(\Omega)$ defined by $u_{\varepsilon}\left(\delta_{\varepsilon} i\right)=u_{0, \nu}\left(\delta_{\varepsilon} i\right)$, $i \in \mathbb{Z}^{d}$, are a recovery sequence for $G_{\varepsilon}$ at $u_{0, \nu}$. A direct computation shows that the 3 -body potential gives a positive contribution to $\mathcal{E}_{\varepsilon}\left(u_{\varepsilon}\right)$ only on the "corners" of the interface of $u_{\varepsilon}$, that is when the interface of $u_{\varepsilon}$ changes direction. Hence, whenever $\nu \notin\left\{e_{1}, e_{2}\right\}$ we get

$$
\mathcal{E}_{\varepsilon}\left(u_{\varepsilon}\right)=G\left(u_{\varepsilon}\right)+C N_{\varepsilon}^{-1} .
$$

Thus, $u_{\varepsilon}$ is a recovery sequence for $\mathcal{E}_{\varepsilon}$ at $u_{0, \nu}$ if and only if $\lim _{\varepsilon \rightarrow 0} N_{\varepsilon}=+\infty$. The computation above shows that the 3-body potential does not give any contribution to the limiting energy but acts as a selector of the optimal states of $G_{\varepsilon}$.
5. Approximation of nonlocal continuum functionals. In this section we show that if hypothesis (H3) is violated, then the $\Gamma$-limits of energies as in (4.1) can be nonlocal functionals. We will focus on the approximation of two relevant examples of nonlocal functionals: fractional perimeters and Ohta-Kawasaki-type energies.
5.1. Fractional perimeters. We first introduce a notion of fractional perimeters, suitably defined in order to deal with nonlocal contributions only inside the target set $\Omega$.

Definition 5.1. Let $E \subset \Omega$ and $0<s<1$. The fractional s-perimeter inside $\Omega$ $P_{s}(E ; \Omega)$ of $E$ is defined as follows:

$$
\begin{equation*}
P_{s}(E, \Omega):=\int_{E} \int_{E^{c} \cap \Omega} \frac{1}{|y-x|^{d+s}} d x d y \tag{5.1}
\end{equation*}
$$

Fractional perimeters and related minimization problems were first introduced in [16] and since then they have been largely investigated (see, for instance, [24] in the framework of phase transitions problems, and [10] for the convergence of scaled $s$ perimeters to the classical one). Our definition of fractional $s$-perimeter differs from the usual one, introduced by [16], as it neglects the contribution of couples in $E \times \Omega^{c}$. Starting with the pioneering work [2] nonlocal type energies as in (5.1) have been studied in connection with both phase transitions and dislocations problems.

Note that $P_{s}(E, \Omega)$ is half of the fractional Sobolev space seminorm $\left|\chi_{E}\right|_{W^{s, 1}(\Omega)}$, where $\chi_{E}$ denotes the characteristic function of $E$. Moreover, if $u:=\chi_{E}-\chi_{E^{c}}$ then

$$
P_{s}(E, \Omega)=\frac{1}{4}|u|_{W^{s, 1}(\Omega)}:=\int_{\Omega} \int_{\Omega} \frac{|u(y)-u(x)|}{|y-x|^{d+s}} d x d y
$$

We recall that if $E$ is a set of finite perimeter in $\Omega$, then $P_{s}(E, \Omega)$ is also finite, since in general $B V(\Omega) \subset W^{s, 1}(\Omega)$ for any $s \in(0,1)$. We will approximate functionals defined on $B V(\Omega ;\{ \pm 1\})$ and of the form

$$
\begin{equation*}
\int_{S_{u}} \varphi\left(\nu_{u}\right) d \mathcal{H}^{d-1}+\int_{\Omega} \int_{\Omega} \frac{|u(y)-u(x)|}{|y-x|^{d+s}} d x d y \tag{5.2}
\end{equation*}
$$

We may approximate the first term in (5.2) by ferromagnetic energies satisfying the hypotheses of Theorem 4.7. In order to approximate the second term in (5.2), the idea is simply to discretize it. In fact, setting $Q_{i}^{\varepsilon}=\varepsilon i+[0, \varepsilon)^{d}$ for $i \in \mathbb{Z}^{d}$, we have

$$
\begin{aligned}
& \int_{\Omega} \int_{\Omega} \frac{|u(y)-u(x)|}{|y-x|^{d+s}} d x d y=\sum_{i, j} \int_{\left(\Omega \cap Q_{i}^{\varepsilon}\right) \times\left(\Omega \cap Q_{j}^{\varepsilon}\right)} \frac{|u(y)-u(x)|}{|y-x|^{d+s}} d x d y \\
= & \sum_{i \neq j \in \Omega_{\varepsilon}} \varepsilon^{2 d} \frac{|u(\varepsilon j)-u(\varepsilon i)|}{|\varepsilon(j-i)|^{d+s}}+o(1)=\sum_{\xi \in \mathbb{Z}^{d} \backslash\{0\}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} \varepsilon^{d-1} c_{\xi}^{\varepsilon}\left|u_{i+\xi}-u_{i}\right|+o(1),
\end{aligned}
$$

where $c_{\xi}^{\varepsilon}:=\frac{\varepsilon^{1-s}}{|\xi|{ }^{d+s}}$.
Let $\bar{E}_{\varepsilon}: L^{1}(\Omega) \rightarrow[0,+\infty]$ be defined by

$$
\begin{equation*}
\bar{E}_{\varepsilon}(u):=E_{\varepsilon}(u)+\sum_{\xi \in \mathbb{Z}^{d} \backslash\{0\}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} \varepsilon^{d-s} \frac{\left|u_{i+\xi}-u_{i}\right|}{|\xi|^{d+s}} \tag{5.3}
\end{equation*}
$$

where $E_{\varepsilon}$ satisfies the hypotheses of Theorem 4.7, and set

$$
E_{\varepsilon}^{n l}(u):=\sum_{\xi \in \mathbb{Z}^{d} \backslash\{0\}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} \varepsilon^{d-s} \frac{\left|u_{i+\xi}-u_{i}\right|}{|\xi|^{d+s}} .
$$

In the next proposition we show that $E_{\varepsilon}^{n l}$ is essentially a continuous perturbation of $E_{\varepsilon}$.

Proposition 5.2. Let $u_{\varepsilon}: \Omega_{\varepsilon} \rightarrow\{ \pm 1\}$ be such that $u_{\varepsilon} \rightarrow u$ in $L^{1}(\Omega)$ and $\sup _{\varepsilon} \mathcal{H}^{d-1}\left(S_{u_{\varepsilon}}\right)<+\infty$. Then $u \in B V(\Omega ; \pm 1)$ and

$$
\lim _{\varepsilon \rightarrow 0} E_{\varepsilon}^{n l}\left(u_{\varepsilon}\right)=\int_{\Omega} \int_{\Omega} \frac{|u(y)-u(x)|}{|y-x|^{d+s}} d x d y
$$

Proof. Let us extend $u_{\varepsilon}$ outside $\Omega_{\varepsilon}$ by setting $u_{\varepsilon}(\varepsilon i)=1$ if $i \in \mathbb{Z}^{d} \backslash \varepsilon^{-1} \Omega$. Since $\partial \Omega$ is Lipschitz, we still have that $\sup _{\varepsilon} \mathcal{H}^{d-1}\left(S_{u_{\varepsilon}}\right)<+\infty$, which implies that for any $h \in \mathbb{R}^{d}$ it holds

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(x+h)-u_{\varepsilon}(x)\right| d x \leq C|h| \tag{5.4}
\end{equation*}
$$

with $C>0$ independent of $\varepsilon$ and $h$. Given $\delta>0$, we split $E_{\varepsilon}^{n l}\left(u_{\varepsilon}\right)$ into two terms accounting for the interactions at distances greater and less than $\delta$, respectively, i.e.,

$$
\begin{align*}
E_{\varepsilon}^{n l}\left(u_{\varepsilon}\right) & =\sum_{\xi \in \mathbb{Z}^{d} \cap B_{\delta / \varepsilon} \backslash\{0\}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} \varepsilon^{d-s} \frac{\left|\left(u_{\varepsilon}\right)_{i+\xi}-\left(u_{\varepsilon}\right)_{i}\right|}{|\xi|^{d+s}}  \tag{5.5}\\
& +\sum_{\xi \in \mathbb{Z}^{d} \backslash B_{\delta / \varepsilon}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} \varepsilon^{d-s} \frac{\left|\left(u_{\varepsilon}\right)_{i+\xi}-\left(u_{\varepsilon}\right)_{i}\right|}{|\xi|^{d+s}}=: I_{\varepsilon, \delta}^{1}+I_{\varepsilon, \delta}^{2}
\end{align*}
$$

It is easy to show that

$$
I_{\varepsilon, \delta}^{2}=\int_{\Omega \times \Omega \cap\{|y-x|>\delta\}} \frac{\left|u_{\varepsilon}(y)-u_{\varepsilon}(x)\right|}{|y-x|^{d+s}} d x d y+o(1)
$$

from which we get that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} I_{\varepsilon, \delta}^{2}=\int_{\Omega \times \Omega \cap\{|y-x|>\delta\}} \frac{|u(y)-u(x)|}{|y-x|^{d+s}} d x d y \tag{5.6}
\end{equation*}
$$

We proceed now by estimating $I_{\varepsilon, \delta}^{1}$. It can be easily shown that

$$
I_{\varepsilon, \delta}^{1} \leq \sum_{\xi \in \mathbb{Z}^{d} \cap B_{\delta / \varepsilon} \backslash\{0\}} \frac{\varepsilon^{-s}}{|\xi|^{d+s}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(x+\varepsilon \xi)-u_{\varepsilon}(x)\right| d x
$$

Hence, by (5.4), we get

$$
\begin{equation*}
I_{\varepsilon, \delta}^{1} \leq C \varepsilon^{1-s} \sum_{\xi \in \mathbb{Z}^{d} \cap B_{\delta / \varepsilon} \backslash\{0\}} \frac{1}{|\xi|^{d+s-1}} \tag{5.7}
\end{equation*}
$$

Note that

$$
\begin{aligned}
\sum_{\xi \in \mathbb{Z}^{d} \cap B_{\delta / \varepsilon} \backslash\{0\}} \frac{1}{|\xi|^{d+s-1}} & =\sum_{k=1}^{[\delta / \varepsilon]-1} \sum_{\xi \in \mathbb{Z}^{d} \cap\left(B_{k+1} \backslash B_{k}\right)} \frac{1}{|\xi|^{d+s-1}} \\
& \leq \sum_{k=1}^{[\delta / \varepsilon]-1} \#\left(\mathbb{Z}^{d} \cap\left(B_{k+1} \backslash B_{k}\right)\right) \\
k^{d+s-1} & \leq \sum_{k=1}^{[\delta / \varepsilon]-1} \frac{1}{k^{s}} \leq C\left(\frac{\delta}{\varepsilon}\right)^{1-s}
\end{aligned}
$$

Thus, from (5.7) we deduce that

$$
\begin{equation*}
I_{\varepsilon, \delta}^{1} \leq C \delta^{1-s} \tag{5.8}
\end{equation*}
$$

Eventually, by (5.5), (5.6), and (5.8), we infer that

$$
\lim _{\varepsilon \rightarrow 0} E_{\varepsilon}^{n l}\left(u_{\varepsilon}\right)=\int_{\Omega \times \Omega \cap\{|y-x|>\delta\}} \frac{|u(y)-u(x)|}{|y-x|^{d+s}} d x d y+O\left(\delta^{1-s}\right)
$$

and the conclusion follows by the arbitrariness of $\delta>0$.
From Proposition 5.2 we derive the following $\Gamma$-convergence result.
Theorem 5.3. Let $E_{\varepsilon}$ satisfy the hypotheses of Theorem 4.7. Then the functionals $\bar{E}_{\varepsilon}$, defined in (5.3), $\Gamma$-converge with respect to the $L^{1}(\Omega)$ strong topology to the functional $\bar{E}: L^{1}(\Omega) \rightarrow[0,+\infty]$ defined by

$$
\bar{E}(u)= \begin{cases}\int_{S_{u}} \varphi_{h o m}\left(\nu_{u}\right) d \mathcal{H}^{d-1}+\int_{\Omega} \int_{\Omega} \frac{|u(y)-u(x)|}{|y-x|^{d+s}} d x d y & \text { if } u \in B V(\Omega ;\{ \pm 1\}) \\ +\infty & \text { otherwise }\end{cases}
$$

where $\varphi_{\text {hom }}$ is defined by (4.16).
Proof. The thesis follows by Theorem 4.7 and Proposition 5.2.
Remark 5.4. Note that the functional $\bar{E}_{\varepsilon}$ defined in (5.3) is of the form (4.1) with $c_{i, \xi}^{\varepsilon}=c_{\xi}(i)+\frac{\varepsilon^{1-s}}{\mid \xi \xi^{d+s}}$ if $\xi \in\left(\mathbb{Z}^{d} \cap B_{R / \varepsilon}\right) \backslash\{0\}$ and $c_{i, \xi}^{\varepsilon}=c_{\xi}(i)$ otherwise, where $R:=\operatorname{diam}(\Omega)$ and $c_{\xi}(\cdot)$ satisfy hypotheses (H1') and (H2'). A direct computation shows that for any $R>0$

$$
\limsup _{\varepsilon \rightarrow 0} \sum_{\xi \in \mathbb{Z}^{d} \cap B_{R / \varepsilon} \backslash\{0\}} \frac{\varepsilon^{1-s}}{|\xi|^{d+s}}<+\infty ; \quad \limsup _{\varepsilon \rightarrow 0} \sum_{\xi \in \mathbb{Z}^{d} \cap\left(B_{R / \varepsilon} \backslash B_{R / 2 \varepsilon}\right)} \frac{\varepsilon^{1-s}}{|\xi|^{d+s}} \geq C>0
$$

Hence hypotheses (H1), (H2) are satisfied, while (H3) is violated.
Remark 5.5 (generalization). The approximation result of Theorem 5.3 can be extended to a general class of nonlocal functionals, without any significant changes in its proof. More precisely, let $K: \Omega \times \Omega \rightarrow[0,+\infty)$ be such that $K \in C^{1}(\Omega \times \Omega \backslash$ $\{x=y\})$ and $K(x, y) \leq C|y-x|^{-d-s}$ in a neighborhood of $\{x=y\}$ for some $s \in(0,1)$. Moreover let $H_{\varepsilon}: L^{1}(\Omega) \rightarrow[0,+\infty]$ be defined by

$$
H_{\varepsilon}(u):=E_{\varepsilon}(u)+\sum_{\xi \in \mathbb{Z}^{d} \backslash\{0\}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} \varepsilon^{2 d} K(\varepsilon i, \varepsilon(i+\xi))\left|u_{i+\xi}-u_{i}\right|
$$

where $E_{\varepsilon}$ satisfies the hypotheses of Theorem 4.7, and let $H: L^{1}(\Omega) \rightarrow[0,+\infty]$ be defined by
$H(u)= \begin{cases}\int_{S_{u}} \varphi_{h o m}\left(\nu_{u}\right) d \mathcal{H}^{d-1}+\int_{\Omega} \int_{\Omega} K(x, y)|u(y)-u(x)| d x d y & \text { if } u \in B V(\Omega ;\{ \pm 1\}), \\ +\infty & \text { otherwise },\end{cases}$
where $\varphi_{\text {hom }}$ is defined by (4.16). Then Theorem 5.3 still holds with $H_{\varepsilon}$ in place of $\bar{E}_{\varepsilon}$ and $H$ in place of $\bar{E}$.
5.2. Ohta-Kawasaki-type energies. A canonical mathematical model in the studies of energy-driven pattern forming systems is based on the following energy first proposed by Ohta-Kawasaki (see [23]):

$$
\begin{equation*}
\mathcal{E}_{\varepsilon}(u)=\varepsilon \int_{\Omega}|\nabla u|^{2} d x+\frac{1}{\varepsilon} \int_{\Omega}\left(1-u^{2}\right)^{2} d x+\gamma_{0} \int_{\Omega} \int_{\Omega} G(x, y) u(x) u(y) d x d y . \tag{5.9}
\end{equation*}
$$

Here $u$ is an $H^{1}(\Omega)$ phase parameter describing the density distribution of the components ( $u=-1$ stands for one phase, $u=+1$ for the other), subject to the constraint $m=f_{\Omega} u d x$, that is the difference of the phases' volume fractions is prescribed, and $G$ is the Green's function of the Laplacian with Neumann boundary conditions on $\partial \Omega$. The first two integrals in (5.9) form the so called Modica-Mortola energy which $\Gamma$ converges as $\varepsilon \rightarrow 0$ to the perimeter functional (see [19]). It can be easily shown that the nonlocal term in (5.9) is an $L^{1}$ continuous perturbation of the Modica-Mortola energy. Hence, the functionals $\mathcal{E}_{\varepsilon} \Gamma$-converge with respect to the $L^{1}(\Omega)$ norm to the functional $\mathcal{E}: L^{1}(\Omega) \rightarrow[0,+\infty]$ given by

$$
\mathcal{E}(u):= \begin{cases}\frac{8}{3} \mathcal{H}^{d-1}\left(S_{u}\right)+\gamma_{0} \int_{\Omega} \int_{\Omega} G(x, y) u(x) u(y) d x d y & \text { if } u \in B V(\Omega ;\{ \pm 1\})  \tag{5.10}\\ +\infty & \text { otherwise }\end{cases}
$$

We provide a variational approximation of an anisotropic version of the functional in (5.10), namely, the functional finite on $B V(\Omega ;\{ \pm 1\})$ and defined by

$$
\int_{S_{u}}\left|\nu_{u}\right|_{1} d \mathcal{H}^{d-1}\left(S_{u}\right)+\gamma_{0} \int_{\Omega} \int_{\Omega} G(x, y) u(x) u(y) d x d y .
$$

We may "discretize" the nonlocal term as in the previous section, that is

$$
\begin{aligned}
\int_{\Omega} \int_{\Omega} & G(x, y) u(x) u(y) d x d y=\sum_{i, j} \int_{\left(\Omega \cap Q_{i}^{\varepsilon}\right) \times\left(\Omega \cap Q_{j}^{\varepsilon}\right)} G(x, y) u(x) u(y) d x d y \\
& =\sum_{i \neq j \in \Omega_{\varepsilon}} \varepsilon^{2 d} G(\varepsilon i, \varepsilon j) u(\varepsilon i) u(\varepsilon j)+o(1) \\
& =\sum_{\xi \in \mathbb{Z}^{d} \backslash\{0\}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} \varepsilon^{2 d} G(\varepsilon i, \varepsilon(i+|\xi|)) u_{i+\xi} u_{i}+o(1) .
\end{aligned}
$$

We note that the Green's function $G$ satisfies

$$
|G(x, y)| \leq \frac{C}{|x-y|^{d-2}} \leq \frac{C}{|x-y|^{d^{\prime}}}
$$

for constants $C$ depending on $\Omega$ and for some $d-2 \leq d^{\prime}<d$. In particular

$$
\begin{equation*}
\int_{\Omega} \int_{\Omega}|G(x, y)| d x d y<+\infty \tag{5.11}
\end{equation*}
$$

A discrete version of (5.11) is provided by the following estimate

$$
\begin{align*}
\sum_{\xi \in \mathbb{Z}^{d} \backslash\{0\}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} \varepsilon^{2 d} G(\varepsilon i, \varepsilon(i+|\xi|)) & \leq C \sum_{\xi \in \mathbb{Z}^{d} \cap B_{r / \varepsilon} \backslash\{0\}} \varepsilon^{d} \frac{1}{\left.|\varepsilon \xi|\right|^{d^{\prime}}}  \tag{5.12}\\
& =C \varepsilon^{d-d^{\prime}} \sum_{\xi \in \mathbb{Z}^{d} \cap B_{r / \varepsilon} \backslash\{0\}} \frac{1}{|\xi|^{d^{\prime}}} \leq C,
\end{align*}
$$

where we have set $r:=\operatorname{diam}(\Omega)$.
Let $\hat{F}_{\varepsilon}: L^{1}(\Omega) \rightarrow[0,+\infty]$ be defined by

$$
\hat{F}_{\varepsilon}(u):=\left\{\begin{array}{lr}
-\sum_{|j-i|=1} \varepsilon^{d} u_{i} u_{j}+\gamma_{0} \sum_{\xi \in \mathbb{Z}^{d} \backslash\{0\}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} \varepsilon^{2 d+1} G(\varepsilon i, \varepsilon(i+|\xi|)) u_{i+\xi} u_{i} \\
=: \hat{F}_{\varepsilon}^{l o c}(u)+\hat{F}_{\varepsilon}^{n l}(u) & \text { if } u \in \mathcal{P} C_{\varepsilon}(\Omega) \\
+\infty & \text { otherwise. }
\end{array}\right.
$$

Note that $\hat{F}_{\varepsilon}$ is of the form (3.1). Moreover, we point out that, since $G(\cdot, \cdot)$ changes sign, $\hat{F}_{\varepsilon}$ mixes ferromagnetic and antiferromagnetic interactions. Hence the uniform states $u \equiv \pm 1$ are not absolute minimizers of $\hat{F}_{\varepsilon}$. Nevertheless, estimate (5.12) yields that $\hat{F}_{\varepsilon}^{n l}(u)$ vanishes uniformly with respect to $u$ as $\varepsilon$ goes to 0 , and then

$$
\hat{F}_{\varepsilon}( \pm 1)=\min \hat{F}_{\varepsilon}+O(\varepsilon)=\hat{F}_{\varepsilon}^{l o c}( \pm 1)+O(\varepsilon)
$$

We then consider the scaled energies

$$
\hat{E}_{\varepsilon}(u):=\frac{\hat{F}_{\varepsilon}(u)-\hat{F}_{\varepsilon}^{l o c}( \pm 1)}{\varepsilon}
$$

which can be written as

$$
\hat{E}_{\varepsilon}(u)= \begin{cases}\sum_{|j-i|=1} \varepsilon^{d-1}\left|u_{j}-u_{i}\right|+\gamma_{0} \sum_{\xi \in \mathbb{Z}^{d} \backslash\{0\}} \sum_{i, i+\xi \in \Omega_{\varepsilon}} \varepsilon^{2 d} G(\varepsilon i, \varepsilon(i+|\xi|)) u_{i+\xi} u_{i}  \tag{5.13}\\ =: \hat{E}_{\varepsilon}^{l o c}(u)+\hat{E}_{\varepsilon}^{n l}(u) & \text { if } u \in \mathcal{P} C_{\varepsilon}(\Omega), \\ +\infty & \text { otherwise }\end{cases}
$$

Arguing as in the proof of Proposition 5.2, the following result can be proved.
Proposition 5.6. Let $u_{\varepsilon}: \Omega_{\varepsilon} \rightarrow\{ \pm 1\}$ be such that $u_{\varepsilon} \rightarrow u$ in $L^{1}(\Omega)$. Then

$$
\lim _{\varepsilon \rightarrow 0} \hat{E}_{\varepsilon}^{n l}\left(u_{\varepsilon}\right)=\int_{\Omega} \int_{\Omega} G(x, y) u(x) u(y) d x d y
$$

By Proposition 5.6, we derive the following $\Gamma$-convergence result. Its proof is straightforward.

Theorem 5.7. The functionals $\hat{E}_{\varepsilon}$, defined in (5.13), $\Gamma$-converge with respect to the $L^{1}(\Omega)$ strong topology to the functional $\hat{E}: L^{1}(\Omega) \rightarrow[0,+\infty]$ defined by

$$
\hat{E}(u):=\left\{\begin{array}{l}
\int_{S_{u}}\left|\nu_{u}\right|_{1} d \mathcal{H}^{d-1}\left(S_{u}\right)+\gamma_{0} \int_{\Omega} \int_{\Omega} G(x, y) u(x) u(y) d x d y \\
\quad \text { if } u \in B V(\Omega ;\{ \pm 1\}) \\
+\infty
\end{array}\right.
$$

Proof. Notice that $\hat{E}_{\varepsilon}^{l o c}(u)=G_{\varepsilon}(u)$ for $u \in \mathcal{P} C_{\varepsilon}(\Omega)$, where $G_{\varepsilon}$ is defined in (4.6), and we have already recalled that in $[3$, Theorem 4] it was proved that

$$
\Gamma-\lim _{\varepsilon \rightarrow 0} G_{\varepsilon}(u)= \begin{cases}\int_{S_{u}}\left|\nu_{u}\right|_{1} \mathcal{H}^{d-1} & \text { if } u \in B V(\Omega ;\{ \pm 1\}) \\ +\infty & \text { otherwise }\end{cases}
$$

Hence, the thesis follows by Proposition 5.6.
The result in Theorem 5.7 can be extended to the periodic case, when $\Omega=\mathbb{T}^{d}$, and to functions satisfying a mean constraint. More precisely, assume $\varepsilon=\frac{1}{n}$ and, given $l_{n} \in\left\{0, \ldots n^{d}\right\}$, set

$$
\begin{aligned}
& \mathcal{P} C_{n}^{l_{n}}\left(\mathbb{T}^{d}\right):=\left\{u: \frac{1}{n} \mathbb{Z}^{d} \rightarrow\{-1,1\}, u[0,1)^{d}\right. \text {-periodic and } \\
&\left.\#\left\{i \in([0, n) \cap \mathbb{Z})^{d}: u_{i}=1\right\}=l_{n}\right\} .
\end{aligned}
$$

We assume that there exists $p \in[0,1]$ such that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} n^{-d} l_{n}=p \tag{5.14}
\end{equation*}
$$

Then, consider the functionals $E_{n}^{l_{n}}: L^{1}\left(\mathbb{T}^{d}\right) \rightarrow[0,+\infty]$ defined as

$$
E_{n}^{l_{n}}(u)= \begin{cases}\sum_{|j-i|=1} n^{1-d}\left|u_{j}-u_{i}\right|+\gamma_{0} \sum_{\xi \in \mathbb{Z}^{d} \backslash\{0\}} \sum_{i \in n Q \cap \mathbb{Z}^{d}} n^{-2 d} G\left(\frac{i}{n}, \frac{(i+|\xi|)}{n}\right) u_{i+\xi} u_{i}  \tag{5.15}\\ +\infty & \text { if } u \in \mathcal{P} C_{n}^{l_{n}}\left(\mathbb{T}^{d}\right) \\ \text { otherwise }\end{cases}
$$

where $G$ is the Green's functions for the Laplacian with periodic boundary conditions. Then, by following the same steps of the proof of Theorem 4.11 and taking into account Theorem A. 1 and Remark A.2, the following result can be proved.

Theorem 5.8. Let $\left(l_{n}\right)$ satisfy (5.14). Then, the functionals $E_{n}^{l_{n}}$, defined in (5.15), $\Gamma$-converge with respect to the $L^{1}\left(\mathbb{T}^{d}\right)$ strong topology to the functional $E^{p}$ : $L^{1}\left(\mathbb{T}^{d}\right) \rightarrow[0,+\infty]$ defined by

$$
E^{p}(u):= \begin{cases}\int_{S_{u}}\left|\nu_{u}\right|_{1} d \mathcal{H}^{d-1}\left(S_{u}\right)+\gamma_{0} \int_{\mathbb{T}^{d}} \int_{\mathbb{T}^{d}} G(x, y) u(x) u(y) d x d y \\ & \text { if } u \in B V\left(\mathbb{T}^{d} ;\{ \pm 1\}\right) \text { and }|\{u=1\}|=p \\ +\infty & \text { otherwise. }\end{cases}
$$

The previous result allows us to deduce the existence of "lamellar-type" local minimizers for the discrete energies $E_{n}^{p_{n}}$ : according to a definition introduced in [1], we say that a function $u \in \mathcal{P} C_{n}^{l_{n}}\left(\mathbb{T}^{d}\right)$ is an isolated $L^{1}$-local minimizer for the functional $E_{n}^{l_{n}}$ if there exists $\delta>0$ such that

$$
E_{n}^{l_{n}}(u) \leq E_{n}^{l_{n}}(v), \forall v \in \mathcal{P} C_{n}^{l_{n}}\left(\mathbb{T}^{d}\right) \text { with } 0<\min _{\tau \in \frac{1}{n} \mathbb{Z}^{d}}\|u-v(\cdot+\tau)\|_{L^{1}\left(\mathbb{T}^{d}\right)} \leq \delta
$$

An analogous definition of isolated local minimizers can be given in the continuum for the functional $E^{p}(u)$.

In [1, Proposition 5.6] the following result was proved: given $p \in(0,1)$, set

$$
L_{k}:=T^{d-1} \times \cup_{l=1}^{k}\left[\frac{l-1}{k}, \frac{l-1}{k}+\frac{p}{k}\right], \quad k \in \mathbb{N}
$$

and denote by $\mathcal{L}_{p, k}$ the collection of all sets which may be obtained from $L_{k}$ by translations and relabeling of coordinates. Then, for any $\gamma_{0}>0$ and $L \in \mathcal{L}_{p, k}$, the function $u_{L}:=\chi_{L}-\chi_{L^{c}}$ is an isolated $L^{1}$-local minimizer for the functional $\mathcal{E}^{p}: L^{1}\left(\mathbb{T}^{d}\right) \rightarrow[0,+\infty]$ defined by

$$
\mathcal{E}^{p}(u):= \begin{cases}\mathcal{H}^{d-1}\left(S_{u}\right)+\gamma_{0} \int_{\mathbb{T}^{d}} \int_{\mathbb{T}^{d}} G(x, y) u(x) u(y) d x d y \\ & \text { if } u \in B V\left(\mathbb{T}^{d} ;\{ \pm 1\}\right) \text { and }|\{u=1\}|=p \\ +\infty & \text { otherwise }\end{cases}
$$

for $k$ large enough. Since $\mathcal{H}^{d-1}\left(S_{u}\right) \leq \int_{S_{u}}\left|\nu_{u}\right|_{1} d \mathcal{H}^{d-1}$ and the equality holds for $u_{L}$, we get that $u_{L}$ is also an isolated $L^{1}$-local minimizer for the functional $E^{p}$. Hence, as a straightforward consequence of Theorems 2.3 and 5.8 , we deduce the following result.

THEOREM 5.9 (local minimality of lamellae). There exists $k_{0} \in \mathbb{N}$ such that for any $k \in \mathbb{N}, k>k_{0}$, and $L \in \mathcal{L}_{p, k}$ there exist $n_{0} \in \mathbb{N}$ and a family $\left\{u_{n}\right\}_{n>n_{0}}$ of isolated local minimizers of $E_{n}^{l_{n}}$ such that $u_{n} \rightarrow u_{L}$ strongly in $L^{1}\left(\mathbb{T}^{d}\right)$, as $n \rightarrow+\infty$, where $u_{L}:=\chi_{L}-\chi_{L^{c}}$.
6. General criterion for a ferromagnetic behavior. In this section we consider energies of the type (3.1) in the homogeneous case $c_{i, \xi}^{\varepsilon}=c_{\xi}$ for all $i$ and $\xi$, without constraints on the sign of such constants. Our main goal is to provide a general criterion which ensures that such energies still have a ferromagnetic behavior, that is the ground states are still the uniform states $u \equiv 1$ and $u \equiv-1$ and the continuum limit of the scaled energies is an interfacial energy of the form (4.4). We restrict our analysis to the case in which only short-range interactions are taken into account, that is there exists $R>0$ such that $c_{\xi}=0$ if $|\xi|>R$. Hence, we consider energies of the form

$$
\begin{equation*}
F_{\varepsilon}(u)=-\sum_{\xi \in \mathbb{Z}^{d} \cap B(0, R)} \sum_{i, i+\xi \in \Omega_{\varepsilon}} c_{\xi} \varepsilon^{d} u_{i} u_{i+\xi} \tag{6.1}
\end{equation*}
$$

on $\mathcal{P} C_{\varepsilon}(\Omega)$ and equal to $+\infty$ otherwise in $L^{1}(\Omega)$. In order to introduce and better explain the ferromagnetic criterion we are going to define, we first consider two onedimensional examples.

Example 6.1 (nearest neighbor and next-to-nearest neighbor interactions). Let $\Omega$ $=(0,1)$ and let $F_{\varepsilon}$ be the energy accounting for nearest and next-to-nearest neighbor interactions defined by

$$
F_{\varepsilon}(u):=-c_{1} \sum_{i,(i+1) \in \mathbb{Z} \cap\left(0, \varepsilon^{-1}\right)} \varepsilon u_{i} u_{i+1}-c_{2} \sum_{i,(i+2) \in \mathbb{Z} \cap\left(0, \varepsilon^{-1}\right)} \varepsilon u_{i} u_{i+2} .
$$

Note that, given $\lambda \in \mathbb{R}$, we may rewrite $F_{\varepsilon}$ as

$$
\begin{equation*}
F_{\varepsilon}(u)=\sum_{i \in \mathbb{Z} \cap\left(0, \varepsilon^{-1}-2\right)} \varepsilon\left(-c_{1}\left(\lambda u_{i} u_{i+1}+(1-\lambda) u_{i+1} u_{i+2}\right)-c_{2} u_{i} u_{i+2}\right)+O(\varepsilon) \tag{6.2}
\end{equation*}
$$

where the additional infinitesimal term is due to the energetic contribution of the interactions near 0 and 1 . Set, for $v:\{0,1,2\} \rightarrow\{-1,1\}$,

$$
F_{\text {cell }}^{2}(v):=-c_{1}\left(\lambda v_{0} v_{1}+(1-\lambda) v_{1} v_{2}\right)-c_{2} v_{0} v_{2} .
$$

Then, a condition which guarantees that the uniform states -1 and 1 are the only two minimizers of $F_{\varepsilon}$ up to lower order terms is the following

$$
\begin{equation*}
F_{\text {cell }}^{2}(v)>F_{\text {cell }}^{2}( \pm 1)=-c_{1}-c_{2} \quad \forall v:\{0,1,2\} \rightarrow\{-1,1\}, v \not \equiv \pm 1 \tag{6.3}
\end{equation*}
$$

Indeed, if (6.3) is satisfied, formula (6.2) immediately infers that

$$
F_{\varepsilon}( \pm 1)=\min F_{\varepsilon}+O(\varepsilon)
$$

It is easy to show that (6.3) is satisfied with $\lambda=\frac{1}{2}$ if and only if $c_{1}, c_{2} \in A:=$ $\left\{c_{1}>0,2 c_{2}>-c_{1}\right\}$. Moreover, easy computations show that
(1) if $c_{1}, c_{2} \in B:=\left\{c_{1}<0,2 c_{2}>c_{1}\right\}$, we have two ground states given by the alternating states $(-1)^{i}$ and $(-1)^{i-1}$;
(2) if $c_{1}, c_{2} \in C:=\left\{c_{1}<0,2 c_{2}<c_{1}\right\} \cup\left\{c_{1}>0,2 c_{2}<-c_{1}\right\}$, we have four ground states given by $(-1)^{\left[\frac{i+k}{2}\right]}, k=0,1,2,3$;
(3) if $c_{1}, c_{2} \in \bar{A} \cap \bar{B}=\left\{c_{1}=0, c_{2}>0\right\}$, we have four ground states given by the uniform states 1 and -1 and the alternating states given by $(-1)^{i}$ and $(-1)^{i-1}$; if $c_{1}, c_{2} \in \bar{A} \cap \bar{C}=\left\{c_{1}>0,2 c_{2}=-c_{1}\right\}$, we have six ground states given by the uniform states 1 and -1 and the states $(-1)^{\left[\frac{i+k}{2}\right]}, k=0,1,2,3$; if $c_{1}, c_{2} \in \bar{B} \cap \bar{C}=\left\{c_{1}<0,2 c_{2}=c_{1}\right\}$, we have six ground states given by the alternating states $(-1)^{i}$ and $(-1)^{i-1}$ and the states $(-1)^{\left[\frac{i+k}{2}\right]}, k=0,1,2,3$.
Example 6.2. (nearest neighbor, next-to-nearest neighbor, and next-to-next-tonearest neighbor interactions) Let $\Omega=(0,1)$ and let $F_{\varepsilon}$ be the energy accounting for nearest, next-to-nearest, and next-to-next-to-nearest neighbor interactions, defined by

$$
\begin{aligned}
F_{\varepsilon}(u):= & -c_{1} \sum_{i,(i+1) \in \mathbb{Z} \cap\left(0, \varepsilon^{-1}\right)} \varepsilon u_{i} u_{i+1}-c_{2} \sum_{i,(i+2) \in \mathbb{Z} \cap\left(0, \varepsilon^{-1}\right)} \varepsilon u_{i} u_{i+2} \\
& -c_{3} \sum_{i,(i+3) \in \mathbb{Z} \cap\left(0, \varepsilon^{-1}\right)} \varepsilon u_{i} u_{i+3} .
\end{aligned}
$$

Following the same strategy as the previous example, given $\lambda, \alpha, \beta \in \mathbb{R}$, we may rewrite $F_{\varepsilon}$ as

$$
\begin{aligned}
F_{\varepsilon}(u)= & \sum_{i \in \mathbb{Z}\left(0, \varepsilon^{-1}-3\right)} \varepsilon\left(-c_{1}\left(\alpha u_{i} u_{i+1}+\beta u_{i+1} u_{i+2}+(1-\alpha-\beta) u_{i+2} u_{i+3}\right)\right. \\
& \left.-c_{2}\left(\lambda u_{i} u_{i+2}+(1-\lambda) u_{i+1} u_{i+3}\right)-c_{3} u_{i} u_{i+3}\right)+O(\varepsilon)
\end{aligned}
$$

Set, for $v:\{0,1,2,3\} \rightarrow\{-1,1\}$,

$$
F_{c e l l}^{3}(v):=-c_{1}\left(\alpha v_{0} v_{1}+\beta v_{1} v_{2}+(1-\alpha-\beta) v_{2} v_{3}\right)-c_{2}\left(\lambda v_{0} v_{2}+(1-\lambda) v_{1} v_{3}\right)-c_{3} v_{0} v_{3}
$$

In this case the uniform states -1 and 1 are the only two minimizers of $F_{\varepsilon}$ up to lower order term if there holds

$$
\begin{equation*}
F_{\text {cell }}^{3}(v)>F_{\text {cell }}^{3}( \pm 1)=-c_{1}-c_{2}-c_{3} \quad \forall v:\{0,1,2,3\} \rightarrow\{-1,1\}, v \not \equiv \pm 1 \tag{6.4}
\end{equation*}
$$

If $c_{1}, c_{2}, c_{3} \in\left\{c_{1}>-3 c_{3}>0,3 c_{2}>-c_{1}-3 c_{3}\right\} \cup\left\{c_{1}=0, c_{2}>0, c_{3}>0\right\}$ one can check that (6.4) is satisfied. Note that for other values of $c_{1}, c_{2}$, and $c_{3}$ it is in principle possible that neither the uniform states 1 and -1 nor different periodic states are minimizers of $F_{\text {cell }}^{3}$. In this case one could further push the argument before as follows: given $M \in \mathbb{N}, M \geq 3$, the three sets of constants $\left\{\alpha_{1}^{k}, \ldots, \alpha_{M-k+1}^{k}\right\}$, $k=1,2,3$, satisfying $\sum_{j=1}^{M-k+1} \alpha_{j}^{k}=1$ for any $k$, one can rewrite $F_{\varepsilon}$ as

$$
F_{\varepsilon}(u)=\sum_{i \in \mathbb{Z} \cap\left(0, \varepsilon^{-1}-M\right)} \varepsilon\left(-\sum_{k=1}^{3} c_{l} \sum_{j=1}^{M-k+1} \alpha_{j}^{k} u_{i+j-1} u_{i+j+k-1}\right)+O(\varepsilon)
$$

and define, for $v:\{0,1, \ldots, M\} \rightarrow\{-1,1\}$,

$$
F_{c e l l}^{M}(v):=-\sum_{k=1}^{3} c_{k} \sum_{j=1}^{M-k+1} \alpha_{j}^{k} v_{j-1} v_{j+k-1}
$$

Then, as before, the uniform states -1 and 1 are the only ground states if there holds

$$
F_{\text {cell }}^{M}(v)>F_{\text {cell }}^{M}( \pm 1)=-c_{1}-c_{2}-c_{3} \quad \forall v:\{0,1, \ldots, M\} \rightarrow\{-1,1\}, v \not \equiv \pm 1
$$

We now generalize the argument exploited in the previous examples. Let $F_{\varepsilon}$ be defined by (6.1). Note that, for any $M \in \mathbb{N}, M \geq R$, we may rewrite $F_{\varepsilon}$ as

$$
\begin{equation*}
F_{\varepsilon}(u)=\sum_{\varepsilon i \in \Omega_{\varepsilon}^{M}} \varepsilon^{d}\left(-\sum_{|\xi| \leq R} c_{\xi} \sum_{j, j+\xi \in C_{M}} \phi_{M}(j, \xi) u^{i+j} u^{i+j+\xi}\right)+O(\varepsilon) \tag{6.5}
\end{equation*}
$$

where $C_{M}:=[0, M]^{d} \cap \mathbb{Z}^{d}, \Omega_{\varepsilon}^{M}:=\left\{i \in \mathbb{Z}^{d}: \varepsilon i+\varepsilon C_{M} \subset \Omega\right\}$, and $\phi_{M}: C_{M} \times \mathbb{Z}^{d} \rightarrow \mathbb{R}$ satisfies for any fixed $\xi \in \mathbb{Z}^{d}$

$$
\sum_{j, j+\xi \in C_{M}} \phi_{M}(j, \xi)=1
$$

Note that the additional infinitesimal term in (6.5) is due to the energetic contribution of the interactions near the boundary of $\Omega$. Set, for $v: C_{M} \rightarrow\{ \pm 1\}$,

$$
F_{\text {cell }}^{M}(v):=-\sum_{|\xi| \leq R} c_{\xi} \sum_{j, j+\xi \in C_{M}} \phi_{M}(j, \xi) v^{j} v^{j+\xi}
$$

DEFINITION 6.3 (ferromagnetic criterion). We say the family $\left\{c_{\xi}: \xi \in \mathbb{Z}^{d} \cap\right.$ $B(0, R)\}$ has a ferromagnetic behavior if there exists $M \in \mathbb{N}, M \geq R$, and $\phi_{M}$ : $C_{M} \times \mathbb{Z}^{d} \rightarrow \mathbb{R}$ such that

$$
\sum_{j, j+\xi \in C_{M}} \phi_{M}(j, \xi)=1 \quad \forall \xi \in \mathbb{Z}^{d}
$$

and

$$
\begin{equation*}
F_{\text {cell }}^{M}(v)>F_{\text {cell }}^{M}( \pm 1)=-\sum_{|\xi| \leq R} c_{\xi} \quad \forall v: C_{M} \rightarrow\{ \pm 1\}, v \not \equiv \pm 1 \tag{6.6}
\end{equation*}
$$

Formula (6.6) is a sufficient condition for the minimality of the uniform states 1 and -1 . Indeed, if (6.6) is satisfied, formula (6.5) immediately infers that

$$
F_{\varepsilon}( \pm 1)=\min F_{\varepsilon}+O(\varepsilon)
$$

We may, then, consider the scaled energies

$$
\begin{equation*}
E_{\varepsilon}(u)=\frac{F_{\varepsilon}(u)-F_{\varepsilon}( \pm 1)}{\varepsilon} \tag{6.7}
\end{equation*}
$$

which can be written on $\mathcal{P} C_{\varepsilon}(\Omega)$ as

$$
E_{\varepsilon}(u)=\sum_{\varepsilon i \in \Omega_{\varepsilon}^{M}} \varepsilon^{d-1}\left(\sum_{|\xi| \leq R} c_{\xi} \sum_{j, j+\xi \in C_{M}}\left(1-\phi_{M}(j, \xi)\right) u^{i+j} u^{i+j+\xi}\right)+O(1)
$$

Let us set

$$
E_{\text {cell }}^{M}(v):=F_{\text {cell }}^{M}(v)-F_{\text {cell }}^{M}( \pm 1)=\sum_{|\xi| \leq R} c_{\xi} \sum_{j, j+\xi \in C_{M}}\left(1-\phi_{M}(j, \xi)\right) v^{j} v^{j+\xi}
$$

Moreover, with a little abuse of notation, set for $u \in \mathcal{P} C_{\varepsilon}(\Omega)$ and $i \in \Omega_{\varepsilon}$

$$
\begin{equation*}
E_{\text {cell }}^{M}\left(u, i+C_{M}\right):=E_{\text {cell }}^{M}(u(1 / \varepsilon \cdot+i)) . \tag{6.8}
\end{equation*}
$$

Note that we get

$$
\begin{equation*}
E_{\varepsilon}(u)=\sum_{\varepsilon i \in \Omega_{\varepsilon}^{M}} \varepsilon^{d-1} E_{c e l l}^{M}\left(u, i+C_{M}\right)+O(1) \tag{6.9}
\end{equation*}
$$

In the next proposition we show that the functionals $E_{\varepsilon}$ are equicoercive with respect to the $L^{1}(\Omega)$-topology and their possible $\Gamma$-limits are finite only on $B V(\Omega ;\{ \pm 1\})$.

Proposition 6.4. Assume that the family $\left\{c_{\xi}: \xi \in \mathbb{Z}^{d} \cap B(0, R)\right\}$ has a ferromagnetic behavior, according to Definition 6.3, and let $E_{\varepsilon}$ be defined by (6.7). Let $u_{\varepsilon}$ be such that $\sup _{\varepsilon} E_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty$. Then there exist a subsequence $\varepsilon_{k}$ and $u \in B V(\Omega ;\{ \pm 1\})$ such that $u_{\varepsilon_{k}}$ converge to $u$ strongly in $L^{1}(\Omega)$.

Proof. Let $\left\{\Omega^{k}\right\}$ be an increasing sequence of open sets compactly contained in $\Omega$ such that $\cup_{k \in \mathbb{N}} \Omega^{k}=\Omega$. By (6.6) and (6.9), we have that for any $k \in \mathbb{N}$

$$
\begin{aligned}
\mathcal{H}^{d-1}\left(S\left(u_{\varepsilon}\right) \cap \Omega^{k}\right) & \leq C \varepsilon^{d-1} \#\left\{i \in \mathbb{Z}^{d} \cap \frac{1}{\varepsilon} \Omega^{k}: E_{\text {cell }}^{M}\left(u_{\varepsilon}, i+C_{M}\right)>0\right\} \\
& \leq C E_{\varepsilon}\left(u_{\varepsilon}\right) \leq C
\end{aligned}
$$

By Theorem 2.1 and by a diagonalization argument we get the conclusion.

Now we pass to show that the $\Gamma$-limit of $E_{\varepsilon}$ is an interfacial energy of the form (4.4). Since it is not our purpose in this paper to investigate boundary layer effects, we assume that $\Omega=\mathbb{T}^{d}, \varepsilon=\frac{1}{n}, n \in \mathbb{N}$. Moreover from now on we will use the notation $E_{n}$ in place of $E_{\frac{1}{n}}$. In this periodic setting $E_{n}$ turns out to be defined on all $[0,1)^{d}$-periodic functions $u: \frac{1}{n} \mathbb{Z}^{d} \rightarrow\{-1,1\}$ as

$$
\begin{align*}
E_{n}(u) & =\sum_{\xi \in \mathbb{Z}^{d} \cap B(0, R)} \sum_{i \in \mathbb{Z}^{d} \cap n Q} c_{\xi} n^{1-d}\left(1-u_{i} u_{i+\xi}\right)  \tag{6.10}\\
& =\sum_{i \in \mathbb{Z}^{d} \cap n Q} n^{1-d} E_{\text {cell }}^{M}\left(u, i+C_{M}\right)
\end{align*}
$$

is equal to $+\infty$ otherwise in $L^{1}\left(\mathbb{T}^{d}\right)$, and

$$
E_{n}( \pm 1)=\min E_{n}=0
$$

Theorem 6.5. Assume that the family $\left\{c_{\xi}: \xi \in \mathbb{Z}^{d} \cap B(0, R)\right\}$ has a ferromagnetic behavior, according to Definition 6.3, and let $E_{n}$ be defined by (6.10). Let $M>R$ and $\phi_{M}: C_{M} \times \mathbb{Z}^{d} \rightarrow \mathbb{R}$ such that (6.6) is satisfied. Then the functionals $E_{n}$ $\Gamma$-converge with respect to the $L^{1}\left(\mathbb{T}^{d}\right)$-topology to the functional $E: L^{1}\left(\mathbb{T}^{d}\right) \rightarrow[0,+\infty]$ defined by

$$
E(u)= \begin{cases}\int_{S(u)} \varphi\left(\nu_{u}\right) d \mathcal{H}^{d-1} & \text { if } u \in B V\left(\mathbb{T}^{d} ;\{ \pm 1\}\right) \\ +\infty & \text { otherwise }\end{cases}
$$

where $\varphi: S^{d-1} \rightarrow[0,+\infty)$ is the restriction to $S^{d-1}$ of a convex and positively homogeneous function of degree one and it is defined by

$$
\begin{equation*}
\varphi(\nu):=\lim _{T \rightarrow+\infty} \frac{1}{T^{d-1}} \min \left\{\sum_{i \in \mathbb{Z}^{d} \cap T Q_{\nu}} E_{c e l l}^{M}\left(u, i+C_{M}\right): u \in D\left(T Q_{\nu}\right)\right\} \tag{6.11}
\end{equation*}
$$

where $E_{\text {cell }}^{M}$ is defined by (6.8) and

$$
\begin{equation*}
D\left(T Q_{\nu}\right):=\left\{u: \mathbb{Z}^{d} \rightarrow\{-1,1\}: u(i)=u_{0, \nu}(i) \forall i \in \mathbb{Z}^{d} \backslash(T-R) Q_{\nu}\right\} \tag{6.12}
\end{equation*}
$$

Remark 6.6 (bounds). The function $\varphi$ defined in (6.11) satisfies the following bounds

$$
\alpha|\nu|_{1, \infty} \leq \varphi(\nu) \leq \beta|\nu|_{1, \infty} \quad \forall \nu \in S^{d-1}
$$

where $\alpha:=\min \left\{E_{\text {cell }}^{M}(v): v \not \equiv \pm 1\right\}, \beta:=\max \left\{E_{\text {cell }}^{M}(v): v \not \equiv \pm 1\right\}$, and $|\nu|_{1, \infty}:=$ $\max \left\{\sum_{k \neq l}\left|\nu_{k}\right|: l \in\{1, \ldots N\}\right\}$. The proof of the lower bound can be obtained by using a slicing argument along the directions $e_{\bar{l}}$, where $\bar{l} \in \operatorname{argmax}|\nu|_{1, \infty}$, and taking into account that, by (6.6), the transition between the two states 1 and -1 costs a positive energy. The proof of the upper bound can be easily obtained by testing the minimum problem in (6.11) with $u=u_{0, \nu}$ and using again a slicing argument.

The next proposition shows that the definition of $\varphi$ in (6.11) is well-posed. We omit its proof, since it relies on a classical procedure in homogenization theory and use the argument exploited in the construction of the recovery sequence in the proof of Theorem 6.5.

Proposition 6.7. Let $M>R$ and $\varphi: C_{M} \times \mathbb{Z}^{d} \rightarrow \mathbb{R}$ such that (6.6) is satisfied and let $D\left(T Q_{\nu}\right)$ be defined by (6.12) for all $\nu \in S^{d-1}$ and $T>0$. Then the limit

$$
\lim _{T \rightarrow+\infty} \frac{1}{T^{d-1}} \min \left\{\sum_{i \in \mathbb{Z}^{d} \cap T Q_{\nu}} E_{c e l l}^{M}\left(u, i+C_{M}\right): u \in D\left(T Q_{\nu}\right)\right\}
$$

exists for all $\nu \in S^{d-1}$.
Proof of Theorem 6.5. We first prove the liminf inequality. Let $u_{n} \rightarrow u$ in $L^{1}\left(\mathbb{T}^{d}\right)$ such that $\lim \inf _{n} E_{n}\left(u_{n}\right)<+\infty$. Up to passing to a subsequence we may assume that $\liminf _{n} E_{n}\left(u_{n}\right)=\lim _{n} E_{n}\left(u_{n}\right)$. Since $u_{n}$ is $[0,1)^{d}$-periodic, then $u$ is $[0,1)^{d}$-periodic. By Proposition 6.4, we immediately deduce that $u \in B V\left(\mathbb{T}^{d} ;\{ \pm 1\}\right)$. We now use a blow-up argument. Let $Q=[0,1)^{d}$ and set

$$
\mu_{n}:=\sum_{i \in \mathbb{Z}^{d} \cap n Q} n^{1-d} E_{\text {cell }}^{M}\left(u_{n}, i+C_{M}\right) \delta_{\frac{1}{n} i}
$$

Since $\sup _{n} \mu_{n}(Q)=\sup _{n} E_{n}\left(u_{n}\right)<+\infty$, we may suppose, up to passing to a further subsequence, that there exists a positive finite measure $\mu$ such that $\mu_{n} \rightharpoonup \mu$. By the Radon-Nikodym theorem, we may decompose $\mu$ into two mutually singular positive measures as

$$
\mu=\psi \mathcal{H}^{d-1}\left\lfloor_{S(u)}+\mu_{s}\right.
$$

The conclusion follows by showing that

$$
\psi\left(x_{0}\right) \geq \varphi\left(\nu_{u\left(x_{0}\right)}\right) \quad \text { for } \mathcal{H}^{d-1}\left\lfloor_{S(u)} \text { a.e. } x_{0} \in S(u)\right.
$$

For $\mathcal{H}^{d-1}\left\lfloor_{S(u)}\right.$ a.e. $x_{0} \in S(u)$ it holds
(i) $\lim _{\rho \rightarrow 0} \frac{1}{\rho^{d}} \int_{x_{0}+\rho Q_{\nu_{u\left(x_{0}\right)}}^{ \pm}}|u(x)- \pm 1| d x=0$,
(ii) $\lim _{\rho \rightarrow 0} \frac{1}{\rho^{d-1}} \mathcal{H}^{d-1}\left(S(u) \cap\left\{x_{0}+\rho Q_{\nu_{u\left(x_{0}\right)}}\right\}\right)=1$,
(iii) $\lim _{\rho \rightarrow 0} \frac{\mu\left(x_{0}+\rho Q_{\nu_{u\left(x_{0}\right)}}\right)}{\mathcal{H}^{d-1}\left(S(u) \cap\left\{x_{0}+\rho Q_{\nu_{u\left(x_{0}\right)}}\right\}\right)}=\psi\left(x_{0}\right)$.

Fix such an $x_{0} \in S(u)$ and let $\left(\rho_{m}\right)$ be a sequence of positive numbers converging to zero such that $\mu\left(x_{0}+\rho_{m} Q_{\nu_{u\left(x_{0}\right)}}\right)=0$. By (ii) and (iii) we get

$$
\begin{aligned}
\psi\left(x_{0}\right) & =\lim _{m} \frac{\mu\left(x_{0}+\rho_{m} Q_{\nu_{u\left(x_{0}\right)}}\right)}{\rho_{m}^{d-1}} \\
& =\lim _{m} \frac{1}{\rho_{m}^{d-1}} \lim _{n} \sum_{i \in \mathbb{Z}^{d} \cap n\left(x_{0}+\rho_{m} Q_{\left.\nu_{u\left(x_{0}\right)}\right)}\right.} n^{1-d} E_{c e l l}^{M}\left(u_{n}, i+C_{M}\right)
\end{aligned}
$$

Observe that, for any $m$ and $n$ we can find $\rho_{m, n}$ with $\lim _{n} \rho_{m, n}=\rho_{m}$ and $x_{0}^{n} \in \mathbb{Z}^{d}$ with $\frac{1}{n} x_{0}^{n} \rightarrow x_{0}$, such that

$$
\mathbb{Z}^{d} \cap\left(x_{0}^{n}+n \rho_{m, n} Q_{\nu_{u\left(x_{0}\right)}}\right)=\mathbb{Z}^{d} \cap n\left(x_{0}+\rho_{m} Q_{\nu_{u\left(x_{0}\right)}}\right)
$$

Then

$$
\begin{aligned}
\psi\left(x_{0}\right) & =\lim _{m} \lim _{n} \sum_{i \in \mathbb{Z}^{d} \cap\left(x_{0}^{n}+n \rho_{m, n} Q_{\left.\nu_{u\left(x_{0}\right)}\right)}\right.}\left(n \rho_{m, n}\right)^{1-d} E_{c e l l}^{M}\left(u_{n}, i+C_{M}\right) \\
& =\lim _{m} \lim _{n} \sum_{j \in \mathbb{Z}^{d} \cap\left(n \rho_{m, n} Q_{\left.\nu_{u\left(x_{0}\right)}\right)}\right)}\left(n \rho_{m, n}\right)^{1-d} E_{\text {cell }}^{M}\left(u_{n}, x_{0}^{n}+j+C_{M}\right)
\end{aligned}
$$

Let $v_{m, n}: \frac{1}{n \rho_{m, n}} \mathbb{Z}^{d} \rightarrow\{-1,1\}$ be defined by

$$
v_{m, n}\left(\frac{1}{n \rho_{m, n}} j\right)=u_{n}\left(\frac{1}{n}\left(x_{0}^{n}+j\right)\right), \quad j \in \mathbb{Z}^{d}
$$

By (i) and since $u_{n} \rightarrow u$ in $L^{1}(Q)$ we get

$$
\lim _{m} \lim _{n} \int_{Q_{\nu_{u\left(x_{0}\right)}}}\left|v_{m, n}-u_{0, \nu_{u\left(x_{0}\right)}}\right| d x=0
$$

Hence, by a diagonalization argument, we can find a sequence of positive numbers $\lambda_{k} \rightarrow 0$ and a sequence $v_{k}: \lambda_{k} \mathbb{Z}^{d} \rightarrow\{-1,1\}$ such that $v_{k} \rightarrow u_{0, \nu_{u\left(x_{0}\right)}}$ in $L^{1}\left(Q_{\nu_{u\left(x_{0}\right)}}\right)$ and

$$
\psi\left(x_{0}\right) \geq \lim _{k} \sum_{j \in \mathbb{Z}^{d} \cap \lambda_{k} Q_{\nu_{u\left(x_{0}\right)}}} \lambda_{k}^{d-1} E_{c e l l}^{M}\left(v_{k}, j+C_{M}\right)
$$

By Lemma 6.8, there exists $w_{k}: \lambda_{k} \mathbb{Z}^{d} \rightarrow\{-1,1\}$ such that $w_{k}\left(\lambda_{k} j\right)=u_{\nu}\left(\lambda_{k} j\right)$ if $j \in \mathbb{Z}^{d} \backslash\left(\frac{1}{\lambda_{k}}-R\right) Q_{\nu_{u\left(x_{0}\right)}}$ and

$$
\psi\left(x_{0}\right) \geq \liminf _{k} \sum_{j \in \mathbb{Z}^{d} \cap \frac{1}{\lambda_{k}} Q_{\nu_{u\left(x_{0}\right)}}} \lambda_{k}^{d-1} E_{c e l l}^{M}\left(w_{k}, j+C_{M}\right)
$$

Eventually the functions $\hat{w}_{k}: \mathbb{Z}^{d} \rightarrow\{-1,1\}$ defined as

$$
\hat{w}_{k}(j):=w_{k}\left(\lambda_{k} j\right), \quad j \in \mathbb{Z}^{d}
$$

belong to $D\left(\frac{1}{\lambda_{k}} Q_{\nu_{u\left(x_{0}\right)}}\right)$ and, setting $T_{k}:=\frac{1}{\lambda_{k}}$, by (4.13), (6.11), and Proposition 6.7, we get

$$
\psi\left(x_{0}\right) \geq \underset{k}{\liminf } T_{k}^{1-d} \sum_{j \in \mathbb{Z}^{d} \cap T_{k} Q_{\nu_{u\left(x_{0}\right)}}} E_{\text {cell }}^{M}\left(\hat{w}_{k}, j+C_{M}\right) \geq \varphi\left(\nu_{u\left(x_{0}\right)}\right)
$$

We now pass to the construction of a recovery sequence. We perform this construction just for functions $u \in B V\left(\mathbb{T}^{d} ;\{ \pm 1\}\right)$ such that $S(u)$ is a polyhedral set, since the set of these functions is dense in $B V\left(\mathbb{T}^{d} ;\{ \pm 1\}\right)$. We further restrict to the case in which $S(u)$ is the restriction to $Q$ of a hyperplane, since this construction is easily generalized to each face of a polyhedral boundary. Fix, then, $\nu \in S^{d-1}$ and let $u$ be such that $S(u)=\Pi_{\nu} \cap Q$, where $\Pi_{\nu}$ is a hyperplane orthogonal to $\nu$. Without loss of generality we may assume $\Pi_{\nu}=\left\{x \in \mathbb{R}^{d}:\langle x, \nu\rangle=0\right\}$, which corresponds to $u=u_{0, \nu}$ on $Q$. Given $\delta>0$, by Proposition 6.7, there exist $T_{\delta}>0$ and $u_{\delta} \in D\left(T_{\delta} Q_{\nu}\right)$ such that $T_{\delta}>R \delta^{-1}$ and

$$
\frac{1}{T_{\delta}^{d-1}} \sum_{i \in \mathbb{Z}^{d} \cap T Q_{\nu}} E_{c e l l}^{M}\left(u_{\delta}, i+C_{M}\right) \leq \varphi(\nu)+\delta
$$

Let $\left\{b_{1}, \ldots, b_{d}\right\}$ be an orthonormal base of $\mathbb{R}^{d}$ such that we have $b_{d}=\nu$ and $Q_{\nu}=$ $\left\{x \in \mathbb{R}^{d}:\left|\left\langle x, b_{l}\right\rangle\right|<1 / 2, l=1, \ldots, d\right\}$. For any $j \in \bigoplus_{l=1}^{d-1} \mathbb{Z}\left(T_{\delta}+2 R\right) b_{l}$ set $x_{j}=[j]=$ $\left(\left[j_{1}\right], \ldots,\left[j_{d}\right]\right)$. Then let $u_{n}: \frac{1}{n} \mathbb{Z}^{d} \cap Q \rightarrow\{-1,1\}$ be such that

$$
u_{n}\left(\frac{i}{n}\right)=u_{\delta}\left(i-x_{j}\right) \quad \text { for } i \in \mathbb{Z}^{d} \cap\left(T_{\delta}+2 R\right) Q_{\nu}+x_{j}, j \in \bigoplus_{l=1}^{d-1} \mathbb{Z}\left(T_{\delta}+2 R\right) b_{l}
$$

and $u \equiv u_{\nu}$ otherwise. It can be easily verified that $u_{n} \rightarrow u$ in $L^{1}(Q)$. Note that, by (6.6), the interactions giving nonzero energetic contribution are only those which are inside the domains of the form $\frac{1}{n}\left(\left(T_{\delta}+2 R\right) Q_{\nu}+x_{j}\right)$ and in an $\frac{R}{n}$-neighborhood of $\partial\left(\frac{1}{n}\left(\left(T_{\delta}+2 R\right) Q_{\nu}+x_{j}\right)\right) \cap \Pi_{\nu} \cap Q$. Summing up all such contributions, we get

$$
\begin{aligned}
E^{\prime \prime}(u) \leq & \limsup _{n} E_{n}\left(u_{n}\right) \leq \mathcal{H}^{d-1}\left(S(u)\left(T_{\delta}+2 R\right)^{1-d} \sum_{i \in \mathbb{Z}^{d} \cap T Q_{\nu}} E_{\text {cell }}^{M}\left(u_{\delta}, i+C_{M}\right)\right. \\
& +C R \frac{\left(T_{\delta}+2 R\right)^{d-2}}{\left(T_{\delta}+2 R\right)^{d-1}} \leq \mathcal{H}^{d-1}\left(S(u)(1+\delta)^{d-1}(\varphi(\nu)+\delta)+C R \delta .\right.
\end{aligned}
$$

The conclusion follows by letting $\delta$ tend to 0 .
LEMMA 6.8. Let $\lambda_{k} \rightarrow 0$ and let $v_{k}: \lambda_{k} \mathbb{Z}^{d} \rightarrow\{-1,1\}$ be such that $v_{k} \rightarrow u_{0, \nu}$ in $L^{1}\left(Q_{\nu}\right)$. Then there exist $w_{k}: \lambda_{k} \mathbb{Z}^{d} \rightarrow\{-1,1\}$ such that $w_{k}\left(\lambda_{k} j\right)=u_{0, \nu}\left(\lambda_{k} j\right)$ if $j \in \mathbb{Z}^{d} \backslash\left(\frac{1}{\lambda_{k}}-R\right) Q_{\nu}$ and

$$
\begin{align*}
& \liminf _{k} \sum_{j \in \mathbb{Z}^{d} \cap \frac{1}{\lambda_{k}} Q_{\nu}} \lambda_{k}^{d-1} E_{\text {cell }}^{M}\left(w_{k}, j+C_{M}\right) \\
& \leq \liminf _{k} \sum_{j \in \mathbb{Z}^{d} \cap \frac{1}{\lambda_{k}} Q_{\nu}} \lambda_{k}^{d-1} E_{\text {cell }}^{M}\left(v_{k}, j+C_{M}\right) . \tag{6.13}
\end{align*}
$$

Proof. Note that $\#\left\{j \in \mathbb{Z}^{d} \cap\left(Q_{\nu} \backslash\left(\frac{1}{\lambda_{k}}-R\right) Q_{\nu}\right): v_{k}\left(\lambda_{k} j\right) \neq u_{0, \nu}\left(\lambda_{k} j\right)\right\} \leq C \lambda_{k}^{2-N}$ if $\left\|v_{k}-u_{0, \nu}\right\|_{L^{1}\left(Q_{\nu}\right)} \leq C \lambda_{k}^{2}$. In this case it can be easily verified that the thesis holds for

$$
w_{k}:=\chi_{\left(1-R \lambda_{k}\right) Q_{\nu}} v_{k}+\left(1-\chi_{\left(1-R \lambda_{k}\right) Q_{\nu}}\right) u_{0, \nu}
$$

Otherwise, we may assume that $\lim _{\inf } \frac{1}{\lambda_{k}^{2}}\left\|v_{k}-u_{0, \nu}\right\|_{L^{1}\left(Q_{\nu}\right)}=+\infty$. In this case, set $N_{k}:=\left[\frac{\sqrt{\left\|v_{k}-u_{0, \nu}\right\|_{L^{1}\left(Q_{\nu}\right)}}}{\lambda_{k}}\right]$ and, for $l \in\left\{1, \ldots, N_{k}\right\}$, set

$$
Q_{\nu, l}^{k}:=\left\{x \in Q_{\nu}: \operatorname{dist}\left(x, Q_{\nu}^{c}\right) \geq R l \lambda_{k}\right\}
$$

Then for any $k \in\left\{1, \ldots, N_{k}\right\}$ consider the family of functions $w_{k}^{l}$ defined by

$$
w_{k}^{l}:=\chi_{Q_{\nu, l}^{k}} v_{k}+\left(1-\chi_{Q_{\nu, l}^{k}}\right) u_{0, \nu} .
$$

Arguing as in the proof of Proposition 4.5, we can find $l_{k} \in\left\{1, \ldots, N_{k}\right\}$ such that

$$
\begin{gathered}
\sum_{j \in \mathbb{Z}^{d} \cap \frac{1}{\lambda_{k}} Q_{\nu}} \lambda_{k}^{d-1} E_{\text {cell }}^{M}\left(w_{k}^{l_{k}}, j+C_{M}\right) \leq \sum_{j \in \mathbb{Z}^{d} \cap \frac{1}{\lambda_{k}} Q_{\nu}} \lambda_{k}^{d-1} E_{\text {cell }}^{M}\left(u_{k}, j+C_{M}\right) \\
+\sum_{j \in \mathbb{Z}^{d} \cap \frac{1}{\lambda_{k}}\left(Q_{\nu}-\lambda_{k} N_{k} Q_{\nu}\right)} \lambda_{k}^{d-1} E_{c e l l}^{M}\left(u_{0, \nu}, j+C_{M}\right)+o(1)
\end{gathered}
$$

The conclusion follows by choosing $w_{k}:=w_{k}^{l_{k}}$ and noticing that

$$
\lim _{k} \sum_{j \in \mathbb{Z}^{d} \cap \frac{1}{\lambda_{k}}\left(Q_{\nu}-\lambda_{k} N_{k} Q_{\nu}\right)} \lambda_{k}^{d-1} E_{c e l l}^{M}\left(u_{0, \nu}, j+C_{M}\right)=0
$$

Appendix A. In this section we consider sets of finite perimeter in a bounded Lipschitz set $\Omega$ with assigned measure and prove a density result with sets having polyhedral boundary in $\Omega$ and maintaining the assigned measure.

Theorem A.1. Let $\Omega \subseteq \mathbb{R}^{d}$ be a bounded open set with Lipschitz boundary and let $m \in(0,1)$ be fixed. Then for any set $E$ with $|E|=m|\Omega|$ there exists a sequence $E_{n}$ such that $\partial E_{n} \cap \Omega$ is a polyhedral set, $\left|E_{n}\right|=m|\Omega|, \lim _{n \rightarrow+\infty}\left|E_{n} \triangle E\right|=0$, and $\lim _{n \rightarrow+\infty} \operatorname{Per}\left(E_{n}\right)=\operatorname{Per}(E)$.

Proof. Let us fix a set $E$ of finite perimeter and measure equal to $m|\Omega|$. By a classical density result (see $[11,17]$ ) we may select a sequence $\left(F_{n}\right)_{n}$ of sets with polyhedral boundary converging in measure and in perimeter to $E$. Then the measures of $F_{n}$ satisfy $\left|F_{n}\right|=m_{n}|\Omega|$ with $\lim _{n \rightarrow+\infty} m_{n}=m$ but in general $m_{n} \neq m$. In the sequel we will slightly modify the sets $F_{n}$ taking care that all the convergence and structure properties remain valid.

Let $0<\eta<1$ be fixed to be chosen later. By the regularity of $\Omega$ it is possible to find a positive $r>0$ and a finite set of disjoint cubes of side $r$ such that their union covers $\Omega$ up to an error less than $\eta$, that is, there exists a (finite) set $\mathcal{I}_{r}$ such that

$$
\left|\Omega \backslash \sqcup_{x \in \mathcal{I}_{r}} Q_{r}(x)\right| \leq \eta|\Omega|
$$

We now claim that there exist $0<h<k<1$ and points $x_{h}, x_{k} \in \mathcal{I}_{r}$ such that

$$
\begin{equation*}
\left|E \cap Q_{r}\left(x_{h}\right)\right|>h r^{d}, \quad\left|E \cap Q_{r}\left(x_{k}\right)\right|<k r^{d} \tag{A.1}
\end{equation*}
$$

In fact, assuming by contradiction on $k, h$ that $\left|E \cap Q_{r}(x)\right| \leq h r^{d},\left|E \cap Q_{r}(x)\right| \geq k r^{d}$ for any $x \in \mathcal{I}_{r}$ we get

$$
m|\Omega|=|E| \geq \sum_{x \in \mathcal{I}_{r}}\left|E \cap Q_{r}(x)\right| \geq k \sum_{x \in \mathcal{I}_{r}} r^{d} \#\left(\mathcal{I}_{r}\right) \geq k(1-\eta)|\Omega|
$$

and

$$
\begin{aligned}
m|\Omega| & =|E|=\left|E \backslash \sqcup_{x \in \mathcal{I}_{r}} Q_{r}(x)\right|+\left|\sqcup_{x \in \mathcal{I}_{r}} E \cap Q_{r}(x)\right| \\
& \leq\left|\Omega \cap \sqcup_{x \in \mathcal{I}_{r}} Q_{r}(x)\right|+\sum_{x \in \mathcal{I}_{r}}\left|E \cap Q_{r}(x)\right| \leq|\Omega|-(1-h) r^{d} \#\left(\mathcal{I}_{r}\right) \\
& \leq h|\Omega|+\eta(1-h)|\Omega|=(h(1-\eta)+\eta)|\Omega|
\end{aligned}
$$

Hence, according to fixing $\eta<\min \{m, 1-m\}$, we may select $h, k$ such that $0<$ $h(1-\eta)<m-\eta<m<k(1-\eta)$ and also $k<1$, and get a contradiction in both of the inequalities above.

Thus let $x_{k}, x_{h}$ be such that the inequalities in (A.1) hold for the initial set $E$. By taking into account the $L^{1}$ convergence of $F_{n}$ to $E$, a weak version of (A.1) is satisfied by $F_{n}$ for $n$ large enough, with $h, k$ replaced by $h / 2,(k+1) / 2$, i.e.,

$$
\left|F_{n} \cap Q_{r}\left(x_{h}\right)\right|>\frac{h}{2} r^{d}, \quad\left|F_{n} \cap Q_{r}\left(x_{k}\right)\right|<\frac{k+1}{2} r^{d}
$$

In addition we also assume that $\left|m_{n}-m\right|<\min \left\{(h / 4) r^{d},(1-k) / 4 r^{d}\right\}$. We will modify $F_{n}$ in $Q_{r}\left(x_{k}\right)$ or alternatively in $Q_{r}\left(y_{k}\right)$, accordingly to the sign of the gap $m_{n}-m$.

Let us treat first the case in which $m_{n}<m$. Set $r_{n}=\left(4\left|m_{n}-m\right| /(1-k)\right)^{1 / d}$ and consider a collection of disjoint cubes $Q_{r_{n}}(y)$ of radius $r_{n}$ in $Q_{r}\left(x_{k}\right)$, intersecting along faces. We have that

$$
\sum_{Q_{r_{n}}(y) \subseteq Q_{r}\left(x_{k}\right)}\left|Q_{r_{n}}(y) \cap F_{n}\right| \leq\left|Q_{r}\left(x_{k}\right) \cap F_{n}\right|<\frac{k+1}{2} r^{d}
$$

hence, by the mean value theorem, taking into account that the cubes well-contained in $Q_{r}\left(x_{k}\right)$ are $\left[r / r_{n}\right]^{d}$, we can find $Q_{r_{n}}\left(y_{k}^{n}\right)$ such that, refining $h, k$ as above,

$$
\begin{equation*}
\left|F_{n} \cap Q_{r_{n}}\left(y_{k}^{n}\right)\right|<\frac{k+3}{4} r_{n}{ }^{d} . \tag{A.2}
\end{equation*}
$$

Note that the function $\left(0, r_{n}\right) \ni t \rightarrow\left|Q_{t}\left(y_{k}^{n}\right) \backslash F_{n}\right|$ is continuous and, thanks to (A.2), surjective on the set $\left[0, m-m_{n}\right]$, so we may select $t_{n}$ such that $E_{n}=F_{n} \cup Q_{t_{n}}\left(y_{k}^{n}\right)$ satisfies the measure constraint. In the case $m_{n}>m$ we will argue analogously subdividing $Q_{r}\left(x_{h}\right)$ into small cubes with a slightly different radius $r_{n}^{\prime}$ depending on $h$ but still proportional to $\left|m_{n}-m\right|^{1 / d}$ and select $z_{h}^{n}, t_{n}^{\prime}$ such that $E_{n}=F_{n} \backslash Q_{t_{n}^{\prime}}\left(z_{h}^{n}\right)$ has mean volume fraction equal to $m$. Clearly, in both cases the regularity result of the boundary is maintained as well as the convergence in measure and in perimeter thanks to the fact that the additional perimeter of $E_{n}$ with respect to $F_{n}$ is contained in the boundary of a cube of radius $t_{n}$ or $t_{n}^{\prime}$ of order $\left|m-m_{n}\right|^{1 / d}$.

Remark A.2. By the locality of the construction above the same result holds for more general settings, for instance when $\Omega$ is substituted for by the $d$-dimensional flat torus. Actually in this last case it is enough to work locally on a single chart of the torus. Moreover, Theorem A. 1 can be extended to a density result with prescribed measure also for functions assuming a finite set of fixed values, as for instance spin functions. Analogously one can replace the convergence of perimeters with suitable surface energies satisfying the hypotheses of Theorem 2.2. Note that in the case $\Omega$ is the whole space $\mathbb{R}^{d}$ or a cone, for example, the same result can be directly achieved by means of homothety arguments.
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