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Abstract 

 
We have investigated solvatochromic effects over a solvent series of increasing polarity on the prototype 

molecule pyrimidine as solute species. The line shape profiles, obtained by a time dependent approach based 

on quantum mechanical calculations performed over frames sampled from classical molecular dynamics 

trajectories, were directly compared to the available experimental bands. The multi-reference configuration 

interaction–second order perturbation (CI-MRPT2) calculations are in quantitative agreement with the 

experiment. The results also confirm how non protic solvents can be confidently modeled by continuous 

solvation models as the Polarizable Continuum Model, whereas protic solvents, as water, require the 

inclusion of explicit solvent molecules to account for the effects of hydrogen bonds.   
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Introduction 

 

The investigation of the interplay between a molecule and its embedding environment is one of the 

great challenges of today’s quantum chemistry and molecular physics.
1-4

 Indeed, a wide range of 

applications in both materials
5-8

 and life sciences
9-11

 is nowadays rooted in the capability of 

effectively combining a molecular probe with different substrates and exploiting the specific actions 

that each constituent plays on the others. One necessary condition to the successful design of such 

new composites is a deep understanding of the behaviour of each component in different 

environments, and of the interaction mechanisms that eventually lead to the desired effect.  

The simplest example of embedding medium is certainly the solvent. Yet, the computational 

difficulties that arise when handling even simple solvents are manifold: if on the one hand the large 

dimensions of the whole system and the dynamical nature of the solvent severely limit the use of 

high level theories, on the other hand the chemical specificity of the local solute-solvent interactions 

and the subtle effects of the bulk on the solute properties call for reliable procedures. A compromise 

between computational feasibility and required accuracy can be obtained through the 

implementation of “focused” models, where the solute is described at a higher level of theory, 

whereas its embedding medium is treated with more affordable techniques.
1-4, 12-18

 

To test the performances of such computational protocols, a valid experimental source of 

information on solute-solvent interaction certainly comes from spectroscopy.
1, 19-20

 Among other 

observables, solvatochromic shift in different solvents can be used to characterize specific solute-

solvent interactions and consequently discern among different embeddings.
14

 Furthermore, due to 

the sensitivity of the solute electronic structure to the detail of the surrounding solvent, the 

capability of a computational model to adequately reproduce solvatochromic shifts constitutes a 

good benchmark for evaluating the reliability of the adopted description.  

Effective solvent models can be classified into three wide classes, namely continuum, discrete and 

explicit approaches,
2-4, 15

 in which the embedding medium is treated with an increasing degree of 

complexity. In the first class, the atomistic nature of the solvent is neglected and the embedding is 

treated as a macroscopic continuum. In particular, among other strategies
4
, the polarizable 

continuum method (PCM), in which the solvent is modelled as a macroscopic dielectric continuum, 

is one of the most successfully employed, also thanks to the comprehensive work of the group of 

Tomasi.
21-24

 Turning to the other two classes, the massive increase of computational resources that 

has characterized the past decades now allows us to take into account some of the microscopic 

chemical detail of the surrounding solvent.
1-3

 In particular, the position of the most relevant solvent 



 4 

molecules can be included in the calculation either at a quantum mechanical (QM) level (explicit 

models) or in a more approximate way (discrete models), e.g. through point charges or molecular 

mechanics (MM) representations. The crucial point of such approaches is to achieve a reliable 

sampling of the solvent relative positions. This is usually done resorting to simulation techniques as 

Monte Carlo (MC) or Molecular Dynamics (MD) and QM calculations are performed on a series of 

statistically sound configurations, extracted from previously performed simulation trajectories. 

In this paper both a PCM based and an explicit approach will be tested to investigate 

solvatochromic effects. In both cases the description of the electronic transitions will be achieved 

through QM calculations performed at two different level of theory. The well-known time extension 

of density functional theory (TD-DFT) will be first employed to calibrate the method employed for 

the solvent description, whereas highly accurate multi-reference configuration interaction (MRCI) 

calculations, complemented with second order perturbation theory (CI-MRPT2), will be exploited 

to achieve a more realistic representation of the absorption spectra in different solvents. As far as 

the explicit model is concerned, the statistical sampling of the solvent position will be achieved 

through a computational protocol recently implemented to accurately reproduce electronic 

absorption and emission spectra of different chromophores embedded in simple
12, 16-17, 25

 and 

complex
26-28

 environments. The sampling will be thus based on MD simulations, performed with 

accurate force fields (FFs), specifically parameterized with the JOYCE
29-30

 protocol on the target 

molecule.  

As a test case we have selected the low-lying nπ* absorption band of pyrimidine, focusing in 

particular on the shift due to different solvents. The reason underlying this choice is manifold: 

besides the large amount of experimental
31-36

 and computational
12, 37-45

 data available for 

comparison, pyrimidine itself can be considered precursor of single nucleosides, and hence used as 

a model for larger bio-molecular systems. 

Finally, we have recently
12

 parameterized a FF for pyrimidine, which was employed in a sequential 

MD/DFT approach to investigate the solvatochromic shift in water. The main drawback of these 

previous results was an overestimation of the transition energy of the computed nπ* absorption 

peak of almost 0.3 eV. To overcome this lack, in the present paper the electronic calculations will 

be performed with the higher level CI-MRPT2 and a more systematic rationalization of the solvent 

effect will be tempted by extending the simulation to several kinds of solvents, namely carbon 

tetrachloride, acetonitrile, and water, as prototypes of apolar, polar aprotic and protic media, 

respectively.  
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Methods 
 

FF and MD simulations 

The total energy in a classical MD simulation can be expressed as a sum of an intra-molecular and 

an inter-molecular term  

 

Etot = Eint ra + Einter
               (1) 

 

The intra-molecular term is computed for each molecule (either pyrimidine or solvent) as a sum of 

three different contributions, accounting for stretching, bending and torsional energy, respectively:  
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The inter-molecular term, which accounts for both solute-solvent and solvent-solvent interactions, 

is expressed by a standard Lennard-Jones (LJ) term plus a Coulomb charge-charge contribution:  
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A specific FF parameterization procedure was adopted for pyrimidine, following a protocol 

validated in Ref. [
12

] and illustrated in Figure 1. The bonded parameters entering equation (2) were 

previously parameterized
12

 through the JOYCE procedure
29-30

 on DFT Hessian matrix, purposely 

computed for pyrimidine in vacuo. For the intermolecular terms of equation (3) the LJ parameters 

have been taken from the Optimized Potentials for Liquid Simulations (OPLS) FF
46

, whereas the 

point charges were separately parameterized in vacuo and for each investigated solvent through the 

following protocol. 

In a recent computational investigation on the optical and magnetic properties of pyrimidine in 

water, Canuto and co-workers
38

 pointed out the necessity of accurately accounting for solute 

polarization effects for a quantitative prediction of solvatochromic shifts. The authors compared the 

molecular dipole moment obtained with the original
46

 OPLS charges with that resulting from their 

sequential MC/QM approach,
38, 47-49

 concluding that, for a reliable description of the solvation 

embedding during  the MC sampling, a charge distribution different from the original OPLS should 

be adopted. Interestingly, they also employed a PCM based procedure, which yielded a dipole value 

similar to that obtained in their iterative approach. Following this idea, the point charges here 

adopted were obtained through the Restrained ElectroStatic Potential (RESP) procedure,
50

 using the 
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electrostatic potential arising from the charge density determined by means of DFT/PCM 

calculations at the equilibrium geometry, separately for each solvent (in the present work for 

acetonitrile and in Ref. 
12 

for water and CCl4).  

Finally, as far as the solvent parameters are concerned, they were transferred from TIP3P
51

 (water) 

and AMBER
52

 (Ref. [
53

] and  [
54

 ]for CCl4 and acetonitrile, respectively) parameterizations. Further 

details about FF development can be found in Ref. [
12

]. 

 

 

Figure 1. Flow chart of the force-field parameterization protocol for pyrimidine in different solvents. 

 

All MD simulations were performed with the Gromacs4.5 engine.
55

 The simulation of pyrimidine in 

vacuo was performed in the NVT ensemble at 298 K, whereas all simulations in solvent were 

carried out in the NPT ensemble on systems composed of one solute e and ~ 1000 solvent 

molecules, keeping temperature (298 K) and pressure (1 atm) constant through the Berendsen weak 

coupling scheme, using coupling constants of 0.1 and 1 ps, respectively. Due to the fast stretching 

vibrations, a time step of 0.5 fs was employed in all runs. A cut-off of 10 Å was employed for both 

charge-charge and van der Waals terms, whereas long-range electrostatics were accounted through 

the particle mesh Ewald procedure. All systems were equilibrated for 2 ns and thereafter production 

runs were performed for further 5 ns, collecting configurations every 2.5 ps. The solvent structure 

embedding pyrimidine was investigated for each system by computing both standard center of 

mass-center of mass (g(r); between pyrimidine and the surrounding solvent molecules) and atom-

atom (gkl(r); between atom k of the pyrimidine and atom l of the solvent) pair correlation functions. 
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Further information on the structural modifications induced by different environments on the solute 

was obtained by monitoring the distribution of pyrimidine selected internal coordinates. Finally, 

three sets of 100, 500 and 1000 snapshots were extracted from each trajectory, and employed for 

the QM calculations of the electronic excited states.  

 

QM calculations: TD-DFT and CI-MRPT2 

QM calculations of the first excited states were performed both at TD-DFT level and through a CI-

MRPT2 procedure over the 100 selected snapshots previously sorted by the trajectories of the MD 

simulations. The interaction of the solute with the surrounding medium was described for both 

methods in different ways: 

 i) a continuum approach, retaining from the snapshots only the solute coordinates and employing 

the PCM procedure during the QM calculations 

ii) an explicit approach was set up for water (labelled 2H2O (QM)) by including in the calculations 

the two solvent molecules closest to the pyrimidine Nitrogen atoms. The number of waters to be 

added to the solute in the calculations was determined on the basis of HB analysis performed over 

the MD trajectories, selecting the two water molecules hydrogen bonded to the N atoms of the 

solute. For computational convenience, this approach was tested only at TD-DFT level 

iii) a hybrid approach (2H2O (QM)+PCM) in which the super-molecule of previous point ii) 

interacts with the bulk through the PCM. 

The TD-DFT calculations were carried out with the Gaussian09 suite of programs
56

 using the 

standard B3LYP functional coupled with the aug-N07D
57

 basis set. The multi-reference CI-MRPT2 

calculations for the first 16 eigenstates of pyrimidine follow a route that we have optimized in the 

past 
12, 18, 58-61

 and summarized as follows. The MOs basis set for the CI step is obtained by an HF-

SCF calculation using GAMESS 
62

 with the 6-311*G basis set (126 molecular orbitals), followed 

by the transformation of mono and bi-electronic integrals from atomic to molecular basis. For the 

calculations in solutions, PCM was included in the HF calculations. For case iii), where two explicit 

molecules are included, the HF calculations were carried out on the super-molecule with PCM. 

Then we have applied a localization-fragmentation procedure 
13, 63-66

 in order to only retain the 

orbitals of the solute molecule, which are used in the post-HF calculations. This guarantees a well-

balanced CI-MRPT2 calculation for the cases with and without the explicit solvent molecules. The 

1s orbitals of Carbon and Nitrogen are always neglected in the post HF calculations. 

All CI-MRPT2 calculations are performed using the BALOO code,
67

 in five subsequent steps. In 

the first four the initial configurational space is enlarged by a given factor, adding at each step those 

configurations with the largest second order perturbative correction to the energy of the CI states. In 



 8 

the present case, starting with an initial space of 236 Configuration Spin Functions (CSFs), the 

successive steps have dimension ~1100, ~4700 and ~20000 CSFs, respectively. As the well defined 

increment concerns with the configurations, which originated a different number of CSFs 

depending on the number of unpaired electrons, the dimension of the CI space (i.e. the number of 

CSFs) shows a small dependence on the geometry; the changes however are no more than 10%. The 

final variational space includes CSF up to the excitation level 4 and the subsequent perturbative 

correction includes CSFs up to excitation level 6. The last MRPT2 step exploits the diagrammatic 

perturbation theory,
68

 recently implemented in the BALOO program,
67

 which is much more 

efficient than traditional many-body perturbation theory. A typical CI-MRPT2 calculation takes a 

wall time of about 2.2 hours, using 16 CPU units (E5-2670 @ 2.60GHz) and including about 10
10

 

CSFs in the final perturbative step. The final spectrum is determined by the perturbed energies and 

by the oscillator strengths computed with the first-order corrected density matrix. 

 

Spectral lineshapes 

Once energy and oscillator strength are determined (either at DFT or CI-MRPT2 level) for a given 

snapshot, the absorption spectrum is obtained by a convolution with a Gaussian function of 

FWHM=0.20 eV. A simple average of the spectra for all snapshots is then made to obtain the final 

absorption profile. It is worth pointing out that in this way the broadening of the spectral lines, 

related to both solvent effects and solute vibrational dynamics (driven by the specific FF), can be 

obtained and directly compared to the experimental data.  

 

Results and discussion 
 

FF parameterization 

The parameterization of pyrimidine’s intra-molecular FF, as well as of the inter-molecular part for 

water and CCl4 solvents was performed in Ref. [
12

] and all the details can be found therein. 

Conversely, as far as pyrimidine in CH3CN solvent is concerned, the point charges entering 

equation (3) were obtained in this work. For the sake of completeness, all the FF parameters 

obtained for pyrimidine in vacuo and in the considered solvents are reported in the Supporting 

Information (see Tables ST1-ST4).  

In Table 1, the molecular dipolar moments computed from the FF point charge sets obtained for 

each solvent are reported together with those resulting from the reference QM calculations. As 

already noted in Ref. [
38

], the dipole moment for H2O (3.47 D) is remarkably larger that the 

original
46

 OPLS one (2.52 D), and in better agreement with those computed by Canuto and co-

workers (3.5 and 4.0 D). Furthermore, by looking at all the dipole values exhibited in the sequence 
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of the considered solvents, it appears as the PCM derived charges are able to account for the 

increase of pyridine’s polarization when the solvent polarity is augmented. 

 

Method and molecular geometry in vacuo CCl4 CH3CN H2O 

DFT on optimized structure in PCM 2.38 2.84 3.24 3.47 

RESP charges on optimized MM structure 2.34 2.81 3.21 3.41 

RESP charges from MD trajectories 2.32 ± 0.02 2.83 ± 0.14 3.23 ± 0.14 3.49 ± 0.15 

 

Table 1. Dipole moments (Debye) obtained for pyrimidine in different solvent through DFT calculations and RESP 

charges. The latter have been used both on the optimized structure and on MD trajectories. 

 

MD simulations 

The structural features of the solvent embedding were investigated by computing several pair 

correlation functions over the MD trajectories. It should be mentioned that the MD runs performed 

with carbon tetrachloride and water solvents were carried out employing the same FFs and in the 

same thermodynamic conditions as in Ref. [
12

], but extending the simulations to a longer time-scale.  

 

Figure 2. Top: Pair correlation function g(r) between the center of mass of pyrimidine and the different embedding 

solvents. Bottom: Atomic pair correlation gkl(r) functions between the atom N of pyrimidine and the closest solvent 

atom. In both panels green, red and blue lines were employed for carbon tetrachloride, acetonitrile and water, 

respectively. 

 

From inspection of the top panel of Figure 2, where the g(r) functions computed between 

pyrimidine and solvent centres of mass are displayed, no major differences appear, being the 

maximum peak position centred around 4 Å for each solvent. On the contrary, the atomic pair 
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correlation functions are much more effective in distinguishing the three solvents, as the first peak 

shifts toward larger distances when the embedding medium polarity is decreased. In particular when 

water is considered, a well-defined N-Hw peak appears around 2 Å: a clear indication that some 

hydrogen bond (HB) is taking place. This feature is confirmed by an HB analysis over the water 

solvated pyrimidine trajectories, resulting in an average number of HBs of 2.5, with a residence 

time of slightly more than 3 ps.  

The stronger interaction between the protic water solvent with pyrimidine should reflect in first 

place in a distortion of pyrimidine’s geometry, increased with respect to the one achieved in 

acetonitrile and CCl4. To verify this feature a planarity distortion index χ was computed as the 

average dihedral formed by all heavy atom quadruples forming the ring backbone, and its 

distribution in the investigated environments is shown in Figure 3. It is apparent that the solvent has 

the effect of inducing larger geometry distortions with respect to vacuum, whereas its specificity is 

almost irrelevant. The broad curves are consistent with the higher fluctuations of the dipole moment 

along the MD trajectories in solutions with respect to vacuum (0.14 D vs. 0.02 D, see Table 1). This 

data are also consistent with the general feature that the absorption spectra are broader in solution 

than in vacuo.  

 

 

Figure 3. Distribution of pyrimidine planarity distortion index χ in different solvents.  

 

TD-DFT calculations 

The TD-DFT calculations of the first 10 electronic excited states were performed over set of 100 

snapshots extracted from the different MD trajectories. This number was selected after preliminary 
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calibrations, computing the pyrimidine absorption spectrum over sets of 100, 500 and 1000 (see 

Figure S2 in the Supporting Information). 

Firstly, a continuum model was chosen to account for each solvent, retaining from each snapshot 

only the pyrimidine geometry. Hence, the subsequent QM calculations were performed representing 

the solvent entirely by PCM. The final spectra, obtained as described in the Methods section, are 

reported in Figure 4. To compute solvatochromic shifts, the same procedure was employed over 

100 snapshots extracted from the trajectory in vacuo, and the resulting absorption band is also 

reported in Figure 4. 

 

 

Figure 4. TD-DFT pyrimidine absorption spectra for the nπ* transition in vacuo and in different solvents, accounted 

for at PCM level. 

 

The theoretical peak maximum in vacuo at 4.28 eV is in rather good agreement with the 

experimental
31

 value (4.183 eV) suggesting that at least for this system, the B3LYP functional here 

employed is more effective than the previously used CAM-B3LYP, which gave 4.56 eV.
12

 The 

band is much narrower than those in solution, due to the much minor geometry distortions in gas 

phase (see Figure 3).  The effect of the apolar solvent CCl4 shifts the peak maximum only slightly, 

whereas the blue shift is more evident when the polar CH3CN is considered. The maximum of the 

band in CH3CN is ~ 4.4 eV is in reasonable agreement with experiment which detects 4.32 eV
35

. 

Surprisingly, in water a further broadening is observed with no relevant shift with respect 

acetonitrile. The position of the absorption band in water is only in qualitative agreement with the 

experimental data,
31, 35

 where a rather large (~ 0.39 eV) blue shift was detected with respect to 
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vacuum. This unpleasant finding accords with previous
12, 38-42, 45

 computational studies performed 

on pyrimidine, where the best results were obtained by the explicit inclusion in the calculation of a 

number of water molecules. 

To get further insight about the behaviour of the solute in water, which appears as the most 

interacting solvent, we have passed to step ii) including explicitly two water molecules in the TD-

DFT calculation. Figure 5 displays all the 100 selected snapshots sorted by MD trajectories, 

superimposed in order to appreciate the most probable distribution of water around the solute. 

Driven by the solute symmetry, the sampling accounts for a rather symmetric distribution of the 

water molecules around the N proton acceptor. However it is worthwhile noticing that, despite the 

strong HB between the N atoms and water, the thermal motions originate a rather spread 

distribution, including cases where the N-H distance is much larger than the typical HB distance in 

N⋅⋅⋅H-O. 

 

 

Figure 5. Configurations used for the calculation of the absorption spectra of pyrimidine in water accounting for the 

solvent through the explicit models (2H2O (QM) and 2H2O (QM)+PCM). a) Front view b) Side view 

 

 

The absorption spectra in water, computed with the different solvent models are shown in Figure 6, 

together with the experimental band.
35

 As already noticed, the PCM model severely underestimates 

the blues shift of the band position. Similarly, the inclusion of the two neighbouring waters, without 

accounting for the bulk polarizations (2H2O(QM) model), underestimates the maximum peak 

position of about 0.3 eV. In conclusion it seems that the best results is obtained by the 

2H2O(QM)+PCM) model, even if the obtained shift of ~ 0.2 eV is still smaller than the value of 0.4 

eV, observed in experiment.
35

 Moreover the absolute maximum of the band is about 0.1 eV lower 

than the experimental value of 4.57 eV. 
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Figure 6. Computed pyrimidine absorption spectra for the nπ* transition in water by TD-DFT, accounting for the 

solvent at different levels of theory. The experimental molar absorption coefficient in arbitrary units is also reported for 

comparison (right scale). 

 

CI-MRPT2 calculations 

Based on TD-DFT results and in consideration of the computational cost of the post-HF 

calculations, we decided to account for solvent effect through the PCM for the aprotic solvents, and 

to resort to the hybrid model for the accurate calculation of the spectra in water. 

Despite our CI calculations have been made for the first 16 eigenstates, experimental data in 

solution are limited to the low energy part of the UV spectrum, that in the range 3.8-4.8 eV 

(~31000-39000 cm
-1

). In this region the only allowed, little intense, transition is the nN*, which 

involves the two orbitals of Figure 7. The nN orbital, of σ symmetry, is the HOMO in DFT/TDDFT 

calculations and the HOMO-1 in HF-SCF, where the HOMO is a orbital. 

 

 

Figure 7. Orbitals involved in the lowest UV transitions of pirymidine. 

 

The absorption spectra in vacuo (black), in CCl4 (green), acetonitrile (red) and water treated with 

PCM (violet) and also considering in addition two explicit water molecules (blue), computed using 
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our CI-MRPT2, are reported in Figure 8. The comparison between experimental and computational 

results is instead shown in Figure 9 for the cases in vacuo, in acetonitrile and in water. 

 

 

Figure 8. Computed absorption spectra of pyrimidine in vacuum (black), in CCl4, CH3CN and water by 

PCM (green, red and violet, respectively), in water considering two explicit water molecules and PCM 

(blue).  

 

In Figure 8 it is confirmed how non-polar solvents like CCl4, whose effect is considered by PCM, 

do not cause any significant displacement in the position of the band with respect to that observed 

in vacuum, while polar non-protic solvents like acetonitrile are found to give rise to a blue shift. In 

all cases a broadening similar to the previous TD-DFT results is observed on going from vacuum to 

solvent. In the case of water, PCM predicts a small blue shift of the band (less than 0.2 eV), in 

agreement with TDDFT computations 
12

. Such shift is, however, too small in comparison with that 

observed experimentally of about 0.4 eV. On the contrary the CI-MRPT2 calculations averaged on 

the 100 snapshots taken from MD, accounting for the solvent through the hybrid 2H2O+PCM 

approach, yields a larger shift (Figure 8) and well reproduce both position and width of the 

observed band, as shown in Figure 9. The results with PCM alone appear to exhibit a sort of two-

component band, not present when including two explicit water molecules. Its origin, according to 

the tests reported in the Supporting Information (see Figure S2), seems to have no correlation with 

the variety of geometries of pyrimidine in the two apparent components of the band, but disappears 

as the statistical sample is enlarged.  

Turning to the spectra in vacuo, the computed spectrum seems slightly shifted with respect to its 

experimental counterpart, and shows a clear difference in its width. The first difference is mostly 
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due to the rather large vibrational distribution and small intensity of the gas phase experimental 

spectrum of Ref. [
31

], which makes hard the visual comparison with vertical transitions computed in 

the present paper. In fact, notwithstanding the experimental band displayed in Figure 9 has been 

smoothed by a convolution with a Gaussian function of FWHM 0.2 eV, the band maximum seems 

not coincident with the value of 4.183 eV reported in Ref. [
31

] (see Figure 2 and Table 1 therein) for 

the energy of the band maximum. However, in the following discussion, the latter value will be 

used for the comparison between theoretical predictions and experimental data, as well as for 

computing the experimental solvent shift of the absorption spectra measured in solvent in Ref. [
35

] 

On the contrary, the different broadening exhibited by computed and experimental gas phase 

spectra can probably be ascribed to the classical treatment of vibrations, which becomes much more 

critical in vacuo than in solution, where instead classical dynamics seems adequate to model 

vibrational effects (see e.g. the CCl4 case of Figure 8).  

 

 
Figure 9. Comparison between computed (solid line, left scale) and experimental (dashed line, right scale) spectra of 

pyrimidine in vacuum (black), in acetonitrile (red) and in water (blue).  

 

In Tables 2 and 3 the computed absolute peak positions and the solvatochromic shifts in the 

examined solvents are compared with experimental and literature results. It should be mentioned 

that in most computational works the solvatochromic shifts and the relative peak position were 

computed from vertical energy differences and not from the actual maximum of the absorption 

band.  
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Ref. Method Nw Emax  (eV) ΔEmax  (eV/cm
-1) 

45
 ZINDO CIS + SCRF 2 4.68  0.48 (3900) 

44
 MC/QM 1000 - 0.42 (3400) 

43
 CIS QM/MM 510 4.18 0.282 (2275) 

42
 CASPT2/ANO + SCRF 2 4.38 0.19 (990) 

41
 MC/TD-DFT ∞ - 0.275 (2220) 

40
 TD-DFT + PCM 2 4.61 0.32 (2580) 

39
 MD/TD-DFT 4 4.48 0.20 (2580) 

38
 MC/TD-DFT 28 4.58 0.33 (2640) 

12
 MD/TD-DFT + charges ~ 100 4.84

a)
 0.32 (2600)

 a)
 

this work MD/CI-MRPT2  2 4.58 0.45 

35
 (exp ) UV - 4.58 0.39 (3160)

 b)
 

 

Table 2. Experimental and computed peak maxima and solvent shifts for pyrimidine in water. a) Computed from 

effective band shapes b) The experimental shift is computed with respect to the value (4.183 eV) reported in gas phase 

by Ref. [
31

]. 

 

It appears from Table 2 that the present approach is able not only of a very accurate estimate of the 

blue shift due to hydration, but also quantitatively agrees with the experiment in the absolute 

position of the band maximum. This accuracy is not lost for the other investigated solvents even 

when the solvent is not treated explicitly. Indeed, as shown in Table 3, the excellent agreement 

holds for all the investigated cases, confirming that the adopted protocol is able to account for the 

different polarization effects at the origin of the solvatochromic series. 

 

 in vacuo CCl4 CH3CN H2O 

Emax   

(eV) 

ΔEmax  

(eV/cm-1) 

Emax   

(eV) 

ΔEmax  

(eV/cm-1) 

Emax   

(eV) 

ΔEmax  

(eV/cm-1) 

Emax   

(eV) 

ΔEmax  

(eV/cm-1) 

this work 4.13 - 4.15 0.02 4.28 0.15 4.58 0.45 

Exp. 
35 4.18 - 4.24

 a)
 0.06

 a)
 4.32 0.14 4.58 0.39 

 

Table 3. Experimental and computed peak maxima and solvent shifts for pyrimidine in different solvents. All 

experimental shifts are computed with respect to the value (4.183 eV) reported in gas phase by Ref. [
31

] a) The value 

was measured in iso-octane. 

 

At energies above 4.8 eV, for which, up to our knowledge, no experimental data in water has been 

reported, we find a more intense * transition (see also Ref. [
12

]). This band is not expected to 

show a strong solvent dependence, since involves orbitals not interested in the formation of 

hydrogen bond with water. This can be seen in Figure 10, where the CI-MRPT2 result in vacuo and 

for the case with explicit water molecules fit very well the experimental spectrum in gas phase of 



 17 

Ref. [
31

]. On the other hand PCM alone, i.e. without the explicit solvent molecules seems to fail, as 

it predicts band positions at lower energies. 

 

Figure 10. Absorption spectra in the [3.8-5.8] eV range. The experimental absorption in vacuo (dashed line) was taken 

form Ref. [
31

].  

 

Conclusions 
 

Solvatochromic effects of different solvation environments on the lowest UV bands of pyrimidine 

were investigated by a sequential MD/QM approach. MD trajectories were exploited both to 

incorporate vibrational effects at a classical level and to reliably sample the solvent positions, when 

the local character of the solvent-solute interaction was thought to be relevant. In all cases, one 

hundred snapshots were selected from the MD trajectories obtained for pyrimidine in vacuo or in 

the investigated solvents. Subsequently, TD-DFT and CI-MRPT2 calculations were performed on 

each frame to obtain position and oscillator strength of each band. A final average gives rise to the 

final spectrum that can be directly compared  to experimental band shapes. 

One of our aims was to investigate by accurate quantum mechanical methods, how a PCM 

treatment of solvents with different polarity and forming hydrogen bond, is adequate for studies of 

solvatochromic effects. It turned out that, in vacuo and in non-protic solvents the PCM description 

reliably accounts for the observed solvent effects, for both nN→π*and lowest π→π* bands. On the 

contrary, in presence of specific local interactions as hydrogen bonds, it is necessary to consider 

explicit solvent molecules, at least one molecule for each involved heteroatom. With two water 

molecules for the present case, we have then been able to reproduce the solvatochromic shift by 

both TDDFT and CI-MRPT2 methods. The latter, although computationally more expensive, yields 
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a quantitative agreement not only in the considered shifts but also in the absolute position of the 

absorption bands. Considering the ab initio nature of the CI-MRPT2 methods and their intrinsic 

predictive abilities, these results strongly suggest that the presented MD/CI-MRPT2 protocol could 

be a very useful tool in the design of novel chromophore based materials. 
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