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Abstract 

Acoustic particle velocity sensors have been obtained applying simple low resolution micromachining 

steps to chips fabricated using a standard microelectronic process. Each sensor consists of four silicided 

polysilicon wires, suspended over cavities etched into the substrate, and connected to form a 

Wheatstone bridge. Full compatibility of the micromachining procedure with the original process is 

demonstrated by integrating a simple pre-amplifier on the same chip as the sensors and showing that 

both blocks are functional. Proper design of the sensing structures allows them to operate with a single 

3.3 V power supply. Sensitivity and noise measurements, performed to estimate the sensor detection 

limit, are described. Excess noise with a flicker-like behavior, not ascribable to the amplifier, is found 

when the bridges are biased in working conditions. In addition, the dependence of the sensitivity on the 

dc bias voltage of the bridges is investigated, comparing the experimental data with the results of a 

simple analytical model and Finite Element Method simulations. 
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1. Introduction 

Microphones are by far the most common type of sensor used for measuring sound; they actually sense 

sound pressure waves, to which human ears are sensitive too. Pressure, however, is only one of two 

inseparable physical quantities constituting sound waves: the other one being the local velocity of the 

transmitting medium (macroscopic) particles. The ratio of pressure to velocity is the so-called acoustic 

impedance [1]. It is very interesting to notice that, while pressure is a scalar quantity, velocity is a 

vector, thus described by both a magnitude and a direction. Whenever the approximation of plane 

wave, or at least spherical wave, is applicable, the direction of the sound particle velocity is 

immediately related to the propagation direction of sound. By measuring sound velocity instead of 

pressure is thus straightforward to extract the sound direction of arrival (DOA). This is very useful, just 

to name a few applications, for sound source localization [2,3] and beam-forming [4,5]. An important 

case that, in the near future, might justify mass production of DOA detectors is constituted by systems 

designed to individuate humans requesting attention with vocal commands in order, for example, to 

steer a video camera in teleconferences or guide a robot for disabled person assistance. A popular 

alternative method for the DOA determination consists in using an array of two (or more) microphones, 

and in measuring the sound wave phase difference between them to compute the incoming sound wave 

inclination with respect to the array axis. This solution, however, cannot be arbitrarily miniaturized due 

to constraints on the distances between the microphones. Furthermore it is intrinsically narrow-banded 

and requires strict sensor matching [5,6,7]. 

For these reasons, over the last few years there has been quite some interest in the development of 

acoustic particle velocity (APV) sensors; the first effective implementation was proposed by de Bree et 

al. [8,9], and was based on forced thermal convection between two heated wires. Further development 

of this sensor has led to more sensitive [10], three-dimensional probes [11] and to a few available 

commercial products [12]. However, the intrinsically fragile sensor geometry makes them not 
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sufficiently rugged for some applications; alternative layouts have been more recently proposed [13] in 

order to improve this aspect. An alternative approach for the development of APV sensors, based on a 

mechanical principle and inspired by the wind receptor hairs of insects, is detecting the force exerted 

by the local oscillating airflow on microscopic artificial hairs [14]. This “biomimetic” approach has 

been demonstrated to be particularly suitable for hydrophone fabrication [15] while, similarly to 

thermal APV sensors, the critical aspect for application in air is the detection limit, being currently 

1 mm/s [16].  

Recently, we have demonstrated the possibility of using a CMOS-compatible process to fabricate APV 

sensors [17] based on the same thermal principle as those in refs [8-13]. Use of a CMOS compatible 

fabrication flow enables integration of the readout circuits on the same substrate as the sensing 

structures, improving immunity to electromagnetic interference, an aspect that is critical due to the very 

low signal levels produced by the thermal APV sensors. Additional advantages of this approach are 

overall system compactness and, at least for high volume production, cost reduction. These sensors, 

consisting of two wires arranged in a half-bridge configuration, have been used for fabricating devices 

with a programmable directivity [18] and compact probes for acoustic impedance measurements [19]. 

In order to maximize the output voltage, the sensors are biased at nearly constant current, using large 

series resistors. The current is set to heat the wires up to the maximum temperature that can be reliably 

withstood by the materials employed. This leads to a larger supply voltage than typically used in 

modern low-voltage applications. 

In this work we propose a novel device that has been specifically designed for low voltage applications. 

Since the sensitivity is proportional to the static voltage across the wires, we have partially recovered 

the detection limit degradation caused by low supply voltage by doubling the sensitivity with a full-

bridge configuration and lowering the wire resistance in order to reduce thermal noise. The subsequent 

amplifier needs to be designed in order to match the low-noise characteristics of the sensors; this has 

been obtained with a CMOS chopper pre-amplifier, integrated on the same die. Pre-amplifier 
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integration also improves the electromagnetic interference rejection, which may be very significant 

because of the low output voltage levels of this kind of sensors. Furthermore, successful integration of 

the pre-amplifier demonstrates the compatibility of the used micromachining process needed for the 

sensor fabrication with standard Integrated Circuit (IC) technology. 

Preliminary experimental characterization of these sensors, demonstrating correct operation of both the 

sensing elements and the integrated pre-amplifier, were presented in [20]. In this work, we present 

additional measurements, showing the sensitivity dependence on frequency and sensor orientation. 

New noise measurements, performed on samples that were not post-processed, are described, in order 

to add information about the causes of the excess noise observed in operating conditions. Furthermore, 

the relationship between sensitivity and bias voltage has been thoroughly investigated by means of a 

lumped element model and numerical simulations. This aspect is particularly important, since 

increasing the bias voltage up to the maximum value that can be reliably withstood by the sensor is the 

principal method to maximize the sensitivity. Unfortunately, experimental data show that the large 

sensitivity increments that can be envisioned on the basis of intuitive considerations (see end of 

Sect.3.3) or first order approximations (see Sect. 4.1) are widely overestimated. The causes of this 

discrepancy were investigated by means of Finite Element simulations.  

2. Device description and fabrication 

2.1. Principle of operation 

Similarly to the already cited Microflown [8,9,10] (specifically the two sensor microflown, TSM), the 

proposed sensor is based on a pair of parallel electrically conducting wires of micrometric cross-section 

immersed in the medium (typically air) where the acoustic waves to be detected propagate. The wires 

are heated by an electrical current as large as to produce an overheating of up to a few hundreds Kelvin 

with respect to surrounding air (static overheating). Thermal coupling between the wires occurs 

through the micrometric air gap that separates them.  



 6 

In absence of any externally imposed air flow, the surrounding air reaches a steady state temperature 

profile which is qualitatively shown in Fig. 1 (solid line). When an air flow is added, its effect simply 

consists in deforming the temperature distribution (dashed line in Fig.1) in the direction of the fluid 

velocity, as a result of convective heat transfer (forced convection). In this perturbed state, the two 

wires are in contact with air at different temperatures, so that a temperature difference between them is 

generated. In the case of an oscillating air flow stimulus (e.g. a sound wave) the overheating profile of 

air simply oscillates back and forth, and so does the temperature difference between the two wires. 

This temperature difference induces a proportional resistance variation, through the temperature 

coefficients of resistance (TCR) of the wires. The resistance difference, for typical sound intensities of 

practical interest, can be considered a small signal perturbation. For the steady state resistance value RT 

of the wires we can write 

 𝑅𝑇 = 𝑅0[1 + 𝛼(𝑇 − 𝑇0) + 𝛽(𝑇 − 𝑇0)2] (1) 

where α and β are, respectively, the first and second order temperature coefficients, and R0 is the 

resistance at the reference temperature T0 , which we have assumed to be the room temperature, to 

simplify calculations. The small signal temperature perturbation T, caused by the air flow, produces 

an infinitesimal resistance variation, 𝛿𝑅 = 𝑅0[𝛼 + 2𝛽(𝑇 − 𝑇0)] ∙ 𝛿𝑇, which can be added to the 

quiescent (hot) resistance as 

 𝑅𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑒𝑑 = 𝑅𝑇 ± 𝛿𝑅 (2) 

where the presence of both signs represents the fact that, due to the symmetry of the sensor, when one 

resistance experiences a negative value variation, the other experiences a positive one, and vice-versa. 

Detection of the resistance variation allows measurement of the instantaneous local air velocity. This 

principle has been used for a long time to detect the intensity and direction of static or slowly varying 

flow (mass flow sensors). Reduction of the wire dimensions to the micrometric range causes a 

significant reduction of the thermal masses, extending the operating frequency up to the audio range. 
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2.2. Sensor layout and fabrication 

The sensor layout presents important differences with respect to previous works [8,9,13]. In the 

proposed device, the wires have been split into different short segments, sustained by U-shaped silicon 

dioxide membranes suspended over cavities etched into the bulk silicon. By this approach, the wire 

robustness is improved and the etching times required to open the cavities are short enough to be 

applicable as post-processing steps to chips fabricated with standard IC technologies. A schematic 

perspective representation of the sensing structure is shown in Fig. 2 (a). The two wires are made up of 

titanium silicide polysilicon (Ti-Si), which is a material commonly available in many CMOS processes. 

Titanium silicide polysilicon has a relatively high temperature coefficient [21], which, in the process 

used in this work, was about 3×10-3 K-1; the second order coefficient, indicated with  in Eq. (1), was 

of the order of 8×10-7 K-2. The wires are formed by distinct (Ti-Si) lines, placed on the longest side of 

the U-shaped membranes. The other two sides of the membranes support aluminum interconnections to 

the wire terminals. The first interconnection layer of the process (Metal 1) is used for this purpose. 

Each wire is composed of three sections, connected in parallel and placed in such a way that each 

section of one wire is thermally coupled to a corresponding section of the other wire. The dimensions 

of two coupled sections are indicated in Fig. 2(b). 

Due to the parallel connection, the required bias voltage of a wire is the same as that of each one of the 

composing sections. This is an advantage in terms of low voltage operation with respect to the series 

connection used in [17], but does not imply any sensitivity improvement with respect to using a single 

section. However, connecting multiple sections in parallel reduces the output resistance of the sensor 

and then lowers the output thermal noise, improving the Signal-to-Noise Ratio (SNR). In [17] the wires 

were biased with a constant current and the resistance variations were detected by monitoring the 

voltage variations. In order to approximate the condition of constant current, the wires were placed in 

series with auxiliary resistors whose value was much higher than the sensor one. This further 
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exacerbated the need of a high power supply voltage (up to 40 V). In this work, we connected two 

distinct wire pairs in order to form a Wheatstone full-bridge configuration. As it will be shown in 

Subsec. 2.3, this allows obtaining a constant current condition with a power supply voltage which is 

only twice the required bias voltage of a single wire, resulting well within the typical supply voltage 

used in modern analog ICs. The resistance of a single wire section was set to 321 by design, so that 

each wire has a resistance of 107 at room temperature.  

The chip has been designed with the BCD6s process of STMicroelectronics and simple post-processing 

steps were applied to thermally insulate the sensing structures from the substrate. The post-processing 

phase is similar to that described in detail in [17] and the main steps are schematically shown in Fig. 3. 

Briefly, after the passivation opening performed by the silicon foundry, the dielectric layers in the front 

side of the chip were selectively removed with reactive ion etching (RIE) in CF4 / Ar (50% / 50%) gas 

mixture. As far as the RIE mask is concerned, the selectivity of CF4 plasma towards aluminum has 

been used to define the U-shaped membrane using the second metal layer (Metal 2), as shown in 

Fig 3(a). In this way we have obtained two positive effects. First, the Metal 2 mask is aligned during 

the chip layout design and fabricated by the silicon foundry, relaxing the resolution requirement of the 

post-processing lithography. Second, all the dielectric layers above the Metal 2 are removed (see 

Fig. 3(b)) reducing the mass of the suspended dielectric membranes with clear advantages in terms of 

frequency response of the device. Note that aluminum can be used to mask RIE exclusively in the 

membrane area where electrical interconnections are made only with the first metal layer (Metal 1). 

Outside the cavity, all the metal layers are used for interconnections and so thick photoresist has been 

used to define the cavity borders and protect the remaining chip area. After the RIE, the Metal 2 and 

the photoresist masks have been removed and the silicon substrate has been anisotropically etched in a 

solution of 100 g of 5 wt% TMAH with 2.5 g of silicic acid and 0.8 g of ammonium persulfate, as 

schematically shown in Fig. 3b.  
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In Fig. 4 a SEM micrograph of the full bridge structure after post-processing is shown: the U-shaped 

membranes are suspended over a cavity with a depth of about 25 m.  

2.3. Biasing strategy 

The sensor full-bridge (W1,4 of Fig. 5) and the two biasing resistors RB are connected to the ideal 

voltage source Vdd. In absence of any input (null local fluid velocity) and ignoring any mismatch 

between the resistors, the resulting voltage on the bridge is 

 
𝑉𝑏𝑟𝑖𝑑𝑔𝑒 =  

𝑅𝑇

𝑅𝑇 + 2𝑅𝐵
𝑉𝑑𝑑 

(3) 

where RT is the resistance assumed by the single wire at the working temperature T. 

The series resistances RB are required in order to lower the available voltage from Vdd to a value 

sustainable by the bridge resistors. 

Eq.(3) holds true even when the surrounding air is moving, thus unbalancing the bridge: since the two 

resistors in each branch of the bridge are arranged as to be influenced by external stimuli with opposite 

phases (see Fig. 5), the resistance seen from top to bottom of the bridge is always equal to 

 

 𝑅𝑏𝑟𝑖𝑑𝑔𝑒 = (𝑅1 + 𝑅4)//(𝑅2 + 𝑅3) = (𝑅𝑇 + δ𝑅 + 𝑅𝑇 − δ𝑅)//(𝑅𝑇 − δ𝑅 + 𝑅𝑇 + δ𝑅)

= 𝑅𝑇  

(4) 

 

where Ri is the resistance value of the wire Wi. 

The consequence is that the current flowing through each resistor of the bridge is constant, and simply 

equal to 

 
𝐼𝑟𝑒𝑠 =  

𝑉𝑏𝑟𝑖𝑑𝑔𝑒

2 𝑅𝑇
=

1

2

𝑉𝑑𝑑

𝑅𝑇 + 2𝑅𝐵
 

(5) 

The differential output voltage can then be expressed as 𝑉𝑜𝑢𝑡−𝑏𝑟𝑖𝑑𝑔𝑒 = 𝑉1 − 𝑉2 = 2 ∙ δ𝑅 ∙ 𝐼𝑟𝑒𝑠. 
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2.4. Integrated pre-amplifier 

A simple but effective low noise pre-amplifier has been integrated on the same chip of the sensors. Use 

of an integrated pre-amplifier strongly improves immunity to electromagnetic interference, a problem 

that is particularly serious due to the extremely low level of the sensor output signal. 

The preamplifier is a simple n-MOSFET differential pair loaded with polysilicon resistors. Schematic 

view of the amplifier is shown in Fig. 6 where also the sensor bridge (wires W1-4) and a few external 

components are shown. The pair is biased by a current (Ibias) provided by a simple on-chip block, not 

shown. Since MOSFETS available in most CMOS process are characterized by very high noise levels 

(flicker noise) up to frequencies of several kHz, a chopper modulation approach [22] has been applied 

to reject these noise components. SA1 and SA2 chopper modulators are composed by four 

complementary n-MOSFET-p-MOSFET switches driven by a 200 kHz clock. The clock is produced by 

a conventional on chip relaxation-type oscillator. The sensor bridge and the pre-amplifier are not 

directly connected but their terminals are routed to distinct bonding pads. In this way it is possible to 

independently characterize the pre-amplifier and the sensors. The nominal gain of the pre-amplifier is 

28, sufficient for making the noise contribution of subsequent amplification stages (off-chip) 

negligible. Connection between the two blocks is obtained by means of external conductors. In 

addition, a few external components are required for correct operation of the circuit: CLP are used to 

reduce the typical high frequency chopper byproducts (e.g. chopper ripple), while CHP and RHP form a 

high pass filter to reject output dc components. The power supply voltage Vdd was set to 3.3V. 

Differently from the simplified schematic of Fig. 6, two different resistors RB1 and RB2 are used to bias 

the bridge. The voltage Vbridge is varied by changing the sum RB1+RB2, while tuning of the output 

common mode voltage of the bridge is also possible by changing the RB2/RB1 ratio. This operation is 

necessary to match the input common mode range of the pre-amplifier which spans from 1.0 to 1.4 V. 

The maximum voltage applied to the bridge was 2.2 V corresponding to an adsorbed current of 12 mA 
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and bridge power consumption of nearly 26 mW. Considering that the amplifier supply current is 18 

mA, the total power drawn from the 3.3 V voltage source is about 100 mW.  

An optical photograph of the sensing structure and amplifier is shown in Fig. 7. Since the pre-amplifier 

devices are concealed by the planarization dummies placed by the silicon foundry, the amplifier layout 

was superimposed on the photograph and carefully aligned to the visible structures in order to show the 

actual area occupied by the electronic circuits. A magnification of the sensor area is shown in the 

figure.  

3. Experimental characterization 

3.1. Experimental setup and methods 

Measurement of the current vs. voltage curve of the bridges was performed using an HP4145B 

parameter analyzer to sweep Vbridge and acquire the resulting current. The resistance estimated from 

these curves coincides with the resistance of the individual wire (supposed identical). The temperature 

of the wires was estimated from the resistance datum by inverting Eq.(1) with the first and second order 

TCR reported in the process manual for silicided polysilicon. Due to non-uniform temperature 

distribution along the wire length, this procedures yields the average temperature of the wire.  

Measurement of the output signal of the bridge was obtained by connecting it to the on-chip pre-

amplifier and reading the pre-amplifier output voltage by means of an analog interface board that 

performs differential to single-ended conversion and provides an additional voltage gain of 200. A 

programmable 5th order low pass filter is used to avoid aliasing of the signal before analog-to-digital 

conversion, performed using a 16 bit 2-channel digitalizer (Pico Technology Ltd, mod. ADC216). In 

order to measure the sensitivity to the APV, the sensors were placed into a standing wave tube similar 

to that used in [17], equipped with a loudspeaker driven by a waveform generator (Agilent 33220A). 

The acoustical intensity in the tube was monitored by means of a reference microphone placed at the 

end of the pipe, where a condition of maximum pressure (minimum APV) is present at any frequencies. 
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The output of the APV sensor was considered at frequencies such that the distance between the sensor 

location and the end of the tube is /4, where  is the acoustic wavelength. At these frequencies the 

APV at the sensor location is maximum and can be easily calculated from the pressure data measured 

by the microphone. Varying the sensor to pipe end distance by means of a piston, it is possible to vary 

the frequencies at which these maxima occurs, enabling dense frequency scans. More details about the 

measurement set-up can be found in [17]. A series of programs running on a personal computer were 

used to control all the instruments and automate the measurements. The bias voltage (Vbridge) of the 

bridge was varied by changing resistors RB1 and RB2.  

The maximum output voltage of the bridge (Vout-bridge) measured in the experiment described in this 

work was 100 V (peak value) which, on the basis of the considerations made in Sect. 2.3, corresponds 

to a maximum resistance variation of 8.4 m.  

3.2. Noise Measurements 

Noise, together with sensitivity, affects the minimum detectable signal, defined as the magnitude (rms) 

of the acoustical particle velocity (umin) for which the SNR is unity. Indicating with vn the total rms 

noise, referred to the amplifier input (sensing structure output), in the frequency bandwidth of interest, 

then the detection limit is given by: 

 𝑢𝑚𝑖𝑛 =
𝑣𝑛

𝑆
 (6) 

where S is the sensitivity of the sensing structure, given by the ratio of the output voltage of the bridge 

over the input acoustic particle velocity. In order to characterize the noise behavior of the sensing 

structure and pre-amplifier, a series of noise PSD (Power Spectral Density) measurements have been 

performed. The results of noise density measurements performed in four different conditions are shown 

in Fig. 8. All the measurements were referred to the pre-amplifier input. The background noise of the 

amplifier was measured by shorting its inputs and connecting them to a 1.25 V voltage source (required 
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common mode voltage). The result, represented by curve (d), is a constant noise density of nearly 2.3 

nV/sqrt(Hz) across the whole audio frequency range. The noise density measured with the bridge in 

normal operating conditions (Vbridge=2.2 V) is represented by curve (a). Note that a much larger noise 

with respect to the amplifier background noise is present. This density is also much larger than the 

expected thermal noise density of the bridge (1.72 nV/sqrt(Hz)), calculated considering that the wire 

resistance at the maximum operating temperature (530 K) is equal to RT= 186 . Furthermore, a 

flicker-like noise frequency dependence can be observed. Integration of the noise in the bandwidth 50-

5000 Hz gives a total input referred noise of nearly 400 nV rms.  

Further experiments have been performed in order to obtain more information about the origin of the 

measured excess noise. Curve (c) shows the noise spectrum measured with the bridge connected to the 

amplifier but with the Vbridge diagonal shorted (Vbridge=0). In this way the bridge is in thermal 

equilibrium (no current flows into the sensor wires). Resistors RB were set to provide the correct 

common mode voltage to the amplifier. This experiment was aimed at checking if a significant 

contribution from the amplifier input noise current was present. Note that significant input current 

noise in chopper amplifier cannot be excluded [23]. The result represented by curve (c) clearly proves 

that the noise density in this condition is only slightly higher than the amplifier background noise by an 

amount given by the thermal noise of the bridge resistances at room temperature (1.32 nV/sqrt(Hz)). 

No significant contribution due to the amplifier input current noise (flowing into the bridge resistances) 

can be observed. Excess noise could also derive from resistance fluctuations of the wires as suggested 

by previous studies performed on polysilicon [24] and silicided polysilicon [25] resistors. In order to 

characterize the noise level of the silicided polysilicon wires used in this work, we have measured the 

noise produced by a sensing structure present on a chip which was not post-processed, so that a cavity 

was not created under the wires. The difference with a normal sensing structure is that, due to lack of 

thermal insulation from the substrate, the wire self-heating is negligible and they can be considered to 

operate at room temperature. The noise measurement was performed by applying a bridge voltage of 
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2.2 V, as in the case of curve (a). The noise density measured in this way is represented by curve (b). 

Note that no excess noise with the respect to the case of unbiased bridge can be observed, except for 

the presence of a small flicker component below 100 Hz. The preliminary conclusion that can be drawn 

at this stage is that the excess noise measured from the sensors in operating condition does not come 

from the amplifier and is not a property exhibited at room temperature by the material used for the 

wires.  

3.3. Sensitivity measurements 

These measurements were devoted to characterize the dependence of the sensitivity on various 

parameters of interest. Fig. 9 shows the sensitivity dependence on frequency, together with the 

frequency response of the system used to read the signals, including the preamplifier, providing a total 

gain of 5600 (75 dB). The roll-off frequency of the anti-alias filter was set to 10 kHz. The frequency 

response of the sensors was limited to the range 145 Hz 4.5 kHz, dictated by the dimensions of the 

standing wave tube used in the experiments. Sensitivity data are normalized with respect to the value at 

855 Hz. Note that the frequency response of the measurement system is nearly flat below 5 kHz, 

therefore the sensitivity dependence on frequency can be wholly ascribed to the sensors. The sensitivity 

drop at high frequency is probably due to the thermal mass of the wires, while the decrease at low 

frequency could derive from the boundary layer dependence on frequency, which was also believed to 

be the cause of the band-pass behavior of airflow sensors based on hair deflection [26].  

The dependence of the normalized sensitivity (magnitude) on the angle formed with the APV direction, 

considered parallel to the standing wave tube longitudinal axis, is shown in Fig. 10 for two frequencies, 

namely 530 Hz and 855 Hz, at which the APV exhibits a maximum for a sensor to pipe end distance of 

50 cm. A typical figure-of-eight can be clearly observed. Comparison with a cosine dependence shows 

an excellent agreement, indicating that the sensor output is proportional to the APV component along 

its axis of maximum sensitivity.  
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The dependence of the sensor sensitivity with respect to the bias voltage Vbridge is shown in Fig.11 at 

530 Hz and 855 Hz. The axis of maximum sensitivity of the sensor was aligned to the tube axis in these 

experiments. Measurements of the sensitivity and average wire static overheating (T) as a function of 

Vbridge are shown in Fig. 11; note that static voltage across a single wire is Vbridge/2. The temperature 

was estimated using the procedure described in Sec. 3.1.  

Note that the sensitivity is the most critical parameter for this type of sensors: applying Eq. (6) with the 

maximum sensitivity in Fig. 11 (around 10-3 Vm-1s) and the rms noise reported in Sec. 3.2, the 

detection limit is 4 x 10-4 m/s. The corresponding acoustic intensity is 78 dBa, a value much higher 

than the typical intensity of human voice during conversations (60 dBa [27]). Thus, considering 

Fig. 11, it is desirable to increase the bias voltage until the maximum allowed temperature is reached. 

We have found that, considering a room temperature of 300 K, the average overheating should not 

exceed 250 K to avoid permanent resistance changes and eventually failure of one of the bridge arms. 

Note that thermal runaway phenomena may be responsible of failure at temperature well below the 

melting point of the structural materials. Furthermore, it should be observed that the overheating shown 

in Fig.11 is the average value along the wire length, while the maximum value, occurring in the wire 

middle point, is nearly 28 % higher, (see Sect. 4.2). With an average overheating of 250 K, a maximum 

overheating of 320 K can be estimated, resulting in a wire temperature of less than 620 K. This is much 

less than the 880 K value indicated in Ref. [21] as the threshold for permanent damage of titanium 

silicide resistors. The stability of the material in all the bias conditions reported in this work is 

confirmed by the fact that no detectable permanent resistance changes were found across several weeks 

of measurements.  

The mechanism by which the bias voltage affects the sensitivity is twofold. First, increasing bias 

voltage the overheating grows, and so do the temperature gradients, proportionally increasing 

consequently also the resistance variations R. Second, the current in the wires increases with Vbridge, so 

that the output signal, proportional to IresR, also increases. For moderate overheating, the wire 
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resistance can be considered still equal to the room temperature value, thus the overheating, which is 

proportional to Joule power, would increase as the square of Vbridge, while the bridge current would be 

proportional to Vbridge. Taking into account both mechanisms, the sensitivity should be proportional to 

(Vbridge)
3. This behavior is followed only for very low Vbridge voltages, while a linear behavior is visible 

at higher voltages in Fig.11. The practical consequence is that the actual sensitivity gain that can be 

achieved increasing Vbridge are considerably diminished with respect to the prediction of the simple 

cubic model. This discrepancy is further investigated in the next Section.  

4. Analysis of the transduction mechanism 

4.1. Lumped element sensitivity model 

In order to understand how the sensitivity depends on the bias point, we have developed a lumped 

element model that employs a first-order linearization approach. Considering θ as the total thermal 

resistance from one wire to the ambient, the instantaneous wire temperature can be written as: 

 𝑇 = 𝑇𝑎𝑚𝑏 + 𝜃𝑃 (7) 

where P is the total power entering the wire, given by the sum of the Joule heating and external 

contributions, Pext, deriving from forced convection terms induced by the acoustic wave. Joule heating 

is given by: 

 𝑃𝐽 = 𝑅𝐼2 (8) 

where I and R are the instantaneous current and resistance of the wire.  

It is useful to separate the static temperature, equal to Tamb+T, where T is the static overheating, from 

the variation T induced by the wave. The static overheating is given by: 

 Δ𝑇 = 𝜃𝑅𝑇𝐼𝑟𝑒𝑠
2  (9) 

where Ires is the static current given by Eq.(5). Differentiating Eqs. (7) and (8), we find the following 

equation, valid for the variations: 
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 𝛿𝑇 = 𝜃(𝛿𝑃𝑒𝑥𝑡 + 𝐼𝑟𝑒𝑠
2 𝛿𝑅) (10) 

where we have considered that the current through the wire is not affected by the APV, as explained in 

Subsec.2.3.  

Differentiating Eq.(1), we obtain: 

 𝛿𝑅 = 𝑅0[𝛼 + 2𝛽Δ𝑇]𝛿𝑇 (11) 

Substituting Eq.(10) into Eq.(11) we can derive R as a function of Pext. Considering also that 

V=IresR we get: 

 
𝛿𝑉 =

[𝛼 + 2𝛽Δ𝑇]𝑅0𝐼𝑟𝑒𝑠 𝜃

1 − [𝛼 + 2𝛽Δ𝑇]𝑅0𝐼𝑟𝑒𝑠
2 𝜃

 𝛿𝑃𝑒𝑥𝑡 
(12) 

The dependency of 𝛿𝑃𝑒𝑥𝑡 on the bias point is not straightforward. The APV (ua) produces a 

perturbation on the temperature distribution that can be considered proportional to ua [28]. Since the 

origin of this perturbation is the local oscillatory displacement of the static temperature distribution, 

larger effects can be expected where the gradients are higher. The perturbation on the temperature 

profile of the air surrounding the wires produces the Pext heat flux. Thus, Pext, whose average over 

time is zero, can be considered proportional to ua and to the local temperature gradient. Neglecting the 

dependence of the air parameters on temperature, heat transfer equations are linear, so that the 

distribution of the static overheating (equal to T-T0, where T0 is the room temperature) is everywhere 

proportional to the stimulus, i.e the total heat generated by the wire (heating power). Due to the linear 

property of the gradient operator, also the temperature gradient is proportional to the heating power. 

For the above reasons, we can assume that Pext is proportional to both ua and the heating power. 

Clearly, due to the mentioned linearity, also the wire overheating T (or average overhating for 

non-uniform temperature distributions along the wire) is proportional to the heating power. For these 

reasons, Pext is proportional to the product ua T. Then the following proportionality relationship for 

the sensitivity can be written:  
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𝑆 ≡

𝛿𝑉

𝑢𝑎
∝

[𝛼 + 2𝛽Δ𝑇]𝑅0𝐼𝑟𝑒𝑠 𝜃

1 − [𝛼 + 2𝛽Δ𝑇]𝑅0𝐼𝑟𝑒𝑠
2 𝜃

Δ𝑇 
(13) 

It is important to notice that this result only shows a factor to which the sensitivity is proportional, thus 

it is not useful to compute the absolute value of sensitivity. Nevertheless, Eq. (13) can be used to 

predict the type of dependence of S on Vbridge. To this purpose, it is simply necessary to express Ires and 

T as a function of Vbridge using Eq. (5) and (9), respectively.  For low Vbridge values, the overheating is 

so small that the following relationships are reasonable: 

 

 |2𝛽Δ𝑇| ≪ |𝛼|;   [𝛼 + 2𝛽Δ𝑇]𝑅0𝐼𝑟𝑒𝑠
2 𝜃 ≪ 1;   𝑅𝑇 ≅ 𝑅0 (14) 

Using conditions (14), Eq. (13) can be approximated by: 

 
𝑆 ≡

𝛿𝑉

𝑢𝑎
  ∝   𝛼𝑅0𝐼𝑟𝑒𝑠 𝜃Δ𝑇 ≅ 𝛼𝑅0

2𝜃2𝐼𝑟𝑒𝑠
3  ≅ 𝛼𝜃2

𝑉𝑏𝑟𝑖𝑑𝑔𝑒
3

𝑅0
 

(15) 

This suggests that a proportionality of the sensitivity to  𝑉𝑏𝑟𝑖𝑑𝑔𝑒
3  can be expected for low Vbridge values. 

For higher Vbridge values, conditions (14) stop being applicable, and the dependence gets more 

complicate. Numerical evaluation of (13) with substitution (5) and (9), performed with parameters 

estimated from the experimental data, gives a sensitivity vs Vbridge dependence that, even for the highest 

applied voltages (2.2 V), can be still approximated with a power law such that 𝑆 ∝ 𝑉𝑏𝑟𝑖𝑑𝑔𝑒
2.3 .  

This result does not explain the data obtained from the actual sensor, in which the sensitivity becomes 

essentially linear at higher voltages. 

A comparison of experimental and analytical data is shown in Fig. 12. Since the analytical sensitivity 

data lack the appropriate scale factor, we have chosen to determine it by fitting this data to the actual 

measurements with a least squares method. This has been done only on the initial data points (up to 

Vbridge=0.7 V) since the non-idealities of the sensitivity are less noticeable at low bridge voltages. 
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4.2. Numerical model 

The limited usefulness of the lumped element model was expected, because of the intrinsic difficulty of 

representing in such a way a complex continuous systems, as the sensor of interest. In order to 

overcome the limitations of this analytical model, we have developed a FEM model which is able to 

completely simulate the physics underlying sensor behavior. 

The geometry of the sensing structure is essentially three-dimensional; thus, the depth (i.e. the axis 

parallel to the heater length) cannot be ignored by simply relying on a purely 2D model. Fig. 13 shows 

the 3D FEM model we have developed with COMSOL software to investigate not only the thermal 

interaction between the sensing structure and the sound wave but also the mechanical strain of the 

structure that could contribute to the resistance variation by means of the piezoresistive effect. 

First, the deformation of the structure due to the heating has been simulated by applying a constant 

voltage to the wire and considering the different thermal expansion coefficient values of the materials 

constituting the sensing structure. The displacement along the vertical direction (z-axis in Fig. 13) 

resulted greater than those along the other two axes and a maximum value of 20 nm has been obtained 

in the center of the wire with a bridge voltage of 2.2 V. So, thermal expansion causes deformations that 

are at least two orders of magnitude less than the minimum dimensions of the structure for the supply 

voltage values used in this work. In order to investigate also the onset of mechanical oscillations 

induced by the sound wave, the natural frequency has been calculated both for the structure at room 

temperature and for the structure stressed by the thermal expansion. In both cases a natural frequency 

of about 1 Mhz has been obtained, suggesting that oscillations at the audible frequencies can be 

neglected. Furthermore, mechanical deformations caused by the sound wave can be considered 

identical for all the wires, since the latter are separated by distances that are negligible with respect to 

the acoustic wavelength. With this assumption, all the resistors experience the same variations and the 

Wheatstone bridge remains balanced. All these considerations suggested to us that in our case the 

mechanical deformations caused by thermal expansion and the sound wave can be neglected, 
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simplifying the simulation of the thermo-acoustic phenomena. In spite of this simplification, simulating 

the sensor behavior with a 3D model requires very long simulation times, which is particularly critical 

for parametric sweeps; moreover, the mesh complexity must be reduced in order to comply with 

memory limitations, thus reducing accuracy. 

Because of these drawbacks, we have tried to find a more efficient, but still reasonably accurate 

alternative. The solution we have adopted is to introduce the most important depth-related effects as 

lumped elements of a 2D model, as previously demonstrated in [29]. The depth-dependent quantities, 

for both stimuli and outputs, are considered as the averages along the “collapsed” direction. 

The 3D model is used in order to calculate the steady state operating point (i.e. the static power 

dissipation) and the magnitude of the heat losses through the lateral suspension beams. The temperature 

profile along the wire length was found to be nearly parabolic, with a maximum overheating in the 

middle point which was found to be nearly 28 % higher than the average value. These data are then 

included as the inputs of another, independent model, which is a 2D section of the sensor; this is shown 

in Fig. 14. In particular, the average static power dissipation is used as an input heat source, while the 

heat losses to the substrate through the lateral beams are considered as an out-of-plane heat flux; both 

of these conditions are imposed on the wire section domains. With these definitions, the wire 

temperature obtained in the 2D simulations and the average temperature along the wire length predicted 

by the 3D model, coincides. The validity of the 2D simulations is subordinated to the assumption that 

the average temperature is also the effective temperature for the conversion from the ua to T and hence 

to R. 

The 2D FEM simulation encompasses three steps: 

1. A heat transfer simulation is used to calculate the steady state temperature distribution (i.e. the 

quiescent point), which is generated by the power dissipated from the wires. Fixed temperature 

(Tamb) boundary conditions (BC) are applied to the edges of air and silicon volumes. 
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2. An acoustic simulation is run in order to obtain the sound-wave propagation through air; 

viscous effects near the substrate walls are taken into account, since they are very noticeable 

because of the small sensor scale (tens of μm). An input sound velocity is imposed on one side 

wall of the air volume, while the opposite wall has an acoustic impedance BC. The substrate 

edge is considered a fixed wall and the air volume is taken as infinite in the direction above. 

3. A time dependent heat transfer simulation is run, starting from the steady state temperature 

distribution previously obtained; the air is moved in a sinusoidal fashion with the spatial particle 

velocity distribution (phase and magnitude) found in the acoustic simulation (output of step2), 

so that convective heat transfer induced by the acoustic wave is taken into account. The time 

harmonic temperature oscillations in the wires are finally sampled. 

The results provided by the compact 2D COMSOL model for the sensitivity dependence on bridge 

voltage Vbridge are shown in Fig. 15, where the experimental data are also reported for comparison. As it 

can be seen a good agreement between simulations and measurements has been obtained.  

Furthermore the FEM model has been used to investigate the effects which contribute to the sensitivity 

reduction at higher bridge voltages. The most important effect to be considered is the dependence on 

temperature of air physical properties, especially the thermal conductivity k and the density ρ. 

Thermal conductivity roughly varies from 22 mW/(m·K) at 250 K, to 52 mW/(m·K) at 700 K [30]; 

because of its increase at higher temperatures, the final overheating reached by the polysilicon wires is 

lower than what would be expected for constant  thermal conductivity. In addition, the increase of the 

thermal conductivity of air inside the gap that separates the wires increases the contribution of thermal 

conduction to the heat transfer between the wires. This component, being independent of the air 

velocity, dampens the temperature difference between the wires, reducing the sensitivity at higher 

temperature, partly counterbalancing the beneficial effects of a higher temperature of the heaters. 

As far as the effect of density is concerned, it can be easily shown that the overheating and, more 

generally, the static temperature distribution are not affected by this parameter. Nevertheless, since 
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density affects forced convection heat transfer [31], it is reasonable to expect an influence on the 

sensitivity.  

A comparison of the effects of variable air density and thermal conductivity on the sensitivity, together 

with the estimate provided by the analytical model and the experimental data is shown in Fig. 16. It is 

apparent that the reduction of the sensitivity at higher voltages with respect to the simple analytical 

model is due to both the increase of air thermal conductivity and the reduction of air density. 

Conclusions 

The experiments shown in this paper demonstrate that the proposed APV thermal sensors, consisting of 

Wheatstone bridges of thermally coupled wires integrated with a simple low noise pre-amplifier, are 

capable of operating with a single 3.3 V supply voltage. The proposed fabrication technology uses only 

inexpensive custom micromachining steps, applied to chips produced with a standard IC technology. 

This represents a considerable advantage with respect to previously proposed devices that use either a 

CMOS-incompatible technology or require unconventionally high supply voltages. Noise 

measurements show that there is considerable excess noise with respect to the expected thermal noise 

floor. This property, combined with the low sensitivity, gives a detection limit of 78dBa, corresponding 

to relatively loud sounds. In order to enable applications in real scenarios, a significant improvement of 

the detection limit is necessary, and this can be accomplished only increasing the sensitivity and, 

possibly, reducing the noise level. It should be observed that the geometry of proposed devices was not 

optimized in terms of sensitivity, due to the lack of a simulation tool at the time the chip was designed. 

Previous work [28], devoted to the optimization of the Microflown, suggests that considerable 

sensitivity improvements can be obtained by increasing the distance between the wires (LG). Increasing 

the length of the wire segments (WC) and suspending arms (LC) improves thermal insulation with 

benefits in terms of sensitivity but requires longer times for the wet etching step. The dimensions of WC 

and LC used in this work are the result of a trade-off between these contrasting issues.  
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Noise is dominated by a flicker component in the whole frequency range of interest (20 Hz – 10 kHz). 

Experiments show that the amplifier does not introduce a significant contribution to the excess noise; in 

addition, the excess noise is also negligible in samples where the wires were not thermally insulated 

from the substrate, so that their overheating was negligible also when fully biased. The results of these 

experiments suggest that some thermally activated process should be the cause of the observed excess 

noise. The only method that could be envisioned so far to reduce the noise level is increasing the 

number of sections to be connected in parallel, resulting in averaging a larger number of statistically 

independent noise sources. The drawbacks of this approach are clearly larger area occupation and 

higher power consumption.  

As far as the sensitivity is concerned, the main issue is that the effect of the bias voltage of the bridge is 

considerably smaller than predicted. Indeed, while a simple lumped element model predicts a power 

law dependence of the sensitivity on the bias voltage, with an exponent between two and three, only a 

modest linear behavior is observed in the upper half of the allowed Vbridge interval. FEM simulations 

show that the dependence on temperature of air physical parameters, namely thermal conductivity and 

density, is the main cause of the observed phenomenon. The satisfactory agreement between the 

simulated data and experimental results indicates that the developed FEM model can be used for future 

studies aimed at designing more effective sensing structures. 
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Figure Captions. 

Fig. 1. Qualitative temperature profiles of air along an imaginary straight line (parallel to the x axis) 

placed just above the sensor heaters. The sections of the wires are drawn for reference. The solid line 

represents the symmetric steady state overheating with respect to ambient temperature, while the 

dashed line represents the temperature profile deformation in presence of an air flow in the positive x 

direction. 

Fig. 2. (a) Schematic perspective view of a sensing structure; (b) symbolic layout of two facing wire 

segments with indication of the main geometrical parameters: WC=102 m, WH=80 m, LC=32 m, 

LG=5m, LB=5m.  

Fig. 3. Schematic view of a cross section of the chip (a) prior to RIE, (b) after the RIE and (c) at the 

end of the TMAH etching (not to scale) 

Fig. 4. SEM micrograph showing the suspended membranes after the silicon etching with a TMAH 

solution; each wire consists of three sections electrically connected in parallel. 

Fig. 5. Electrical schematic of the sensor bridge biasing arrangement. 

Fig. 6. Schematic view of the device: the components in the grey boxes (chopper pre-amplifier and 

wires W1-4, forming the Wheatstone full bridge) are integrated on the chip. The bridge representation 

reflects the actual position of the wires on the chip, while the topology of the electrical connection is 

equivalent of that of Fig. 5. 

Fig. 7. (a) Optical micrograph of the chip area including the sensing structure and the pre-amplifier; the 

pre-amplifier layout has been superimposed on the area covered by planarization dummies for clarity. 

(b) Magnification view of the sensing structure. 

Fig. 8. Input referred noise spectral densities in the frequency band 20 Hz – 10 kHz. Curve (a) is the 

total noise measured with the sensor bridge in operating conditions (Vbridge=2.2 V); (b) is the same as 

(a) but with a sensor not post-processed; (c) is measured with a normal sensor but with Vbridge=0; (d) is 

the amplifier background noise (input shorted). 

Fig. 9. Normalized sensor sensitivity (dB) as a function of frequency (top) and frequency response of 

the readout channel used to interface the sensors, including the integrated pre-amplifier (bottom). The 

gain drop at 10 kHz is the effect of the anti-alias filter that precedes the digitalizer.  

Fig. 10. Polar plot of the normalized sensitivity as a function of the angle formed between the sensor 

axis of maximum sensitivity and the APV vector, considered coincident with the longitudinal axis of 

the standing wave tube.  

Fig. 11. Sensitivity and average wire overheating as a function of the voltage applied to the bridge. The 

sensitivity is referred to the bridge output voltage. 

Fig. 12. Sensitivity dependence on bridge voltage: comparison between cubic curve, analytical 

calculation results and experimental measurements. The sensor measurements are relative to a 530 Hz 

input sound wave. The cubic curve and the analytical results are normalized with a least squares 

method over the first four data points. 

Fig. 13. Axonometric projection of the 3D COMSOL model used for the FEM numerical simulations. 

Fig. 14. 2D COMSOL model used for the sensitivity parametric simulations. The figure above is the 

complete simulation environment, which consists of both the silicon substrate and the surrounding air. 

The figure below shows a magnification of the sensing structure, with a steady state temperature profile 

plotted (lines are the isotemperature curves, temperature scale is in Kelvin). 
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Fig. 15. Sensitivity dependence on bridge voltage: comparison between COMSOL simulation results 

and experimental measurements. 

Fig. 16. Sensitivity dependence on bridge voltage: comparison between analytical model and several 

COMSOL simulations: a) is the sensitivity obtained from the analytical model; the remaining plots are 

the results of numerical simulations, with b) constant thermal conductivity and density, c) constant 

thermal conductivity and variable density, d) variable thermal conductivity and constant density, e) 

variable thermal conductivity and density. Experimental measurements are also shown. 



 31 

FIGURES 

 

 

 

Figure 1 

 

 

 

 

 

Figure 2 



 32 

 

Figure 3 

 

 

 

Figure 4 

 

  



 33 

 

 

 

Figure 5 

 

 

 

Figure 6 

 

  



 34 

 

 

Figure 7 

 

10 100 1000 10000
1

10

(d)

(c)

(b)

 

 

In
p

u
t 

n
o

is
e

 d
e

n
s
it
y
 (

n
V

/
H

z
)

Frequency (Hz)

(a)

 

 

Figure 8 

 



 35 

100 1k 10k

-10

-8

-6

-4

-2

0

1 10 100 1k 10k

60

65

70

75
N

o
rm

a
liz

e
d

 

s
e

n
s
it
iv

it
y
 (

d
B

)

Frequency (Hz)

Sensor frequency response

 

 

M
a

g
n

it
u

d
e

 (
d

B
)

Frequency (Hz)

Frequency response of the

Measurement system

 

Figure 9 

 

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0

30

60

90

120

150

180

210

240

270

300

330

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

 530 Hz

 855 Hz

 ideal cosine

N
o

rm
a

liz
e

d
 s

e
n

s
it
iv

it
y

 

Figure 10 

  



 36 

 

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2
-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

 

 

S
e

n
s
it
iv

it
y
 (

m
V

 m
-1
s
)

V
bridge

  (V)

 sensitivity at 530 Hz

 sensitivity at 855 Hz

0

100

200

300

400

 T (K)


T

 (K
)

 

Figure 11 

 

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2
-0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

S
e
n
s
it
iv

it
y
 (

m
V

 m
-1
s
)

V
bridge

 (V)

 Cubic

 Analytical

 Experimental

 

Figure 12 

  



 37 

 

 

Figure 13 

 

 

 

Figure 14 



 38 

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2

0.0

0.5

1.0

S
e

n
s
it
iv

it
y
 (

m
V

 m
-1
s
)

V
bridge

 (V)

 Experimental

 COMSOL

 

 

Figure 15 

 

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2

0.0

0.5

1.0

1.5

2.0

2.5

3.0 a)

b)

c)

d)

S
e
n
s
it
iv

it
y
 (

m
V

 m
-1
s
)

V
bridge

 (V)

 a) Analytical

 b) COMSOL, const k and rho

 c) COMSOL, const k

 d) COMSOL, const rho

 e) COMSOL

 Experimental

e)

 

 

Figure 16 

 

 


