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#### Abstract

We consider a class of nonlinear elliptic systems and we prove regularity up to the boundary for second order derivatives. In the proof we trace carefully the dependence on the various parameters of the problem, in order to establish, in a further work, results for more general systems.


Dedicated to P. Secchi and A. Valli on the occasion of their $60^{\text {th }}$ birthday

1. Introduction. We consider a nonlinear elliptic system in $n \geq 2$ space variables, with Dirichlet boundary conditions

$$
\begin{align*}
-\nu_{0} \Delta u-\nu_{1} \nabla \cdot S(\nabla u) & =f & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega \tag{1}
\end{align*}
$$

where $\Omega \subset \mathbf{R}^{n}$ is a smooth and bounded domain, while the unknown is the vector valued field $u: \mathbf{R}^{n} \rightarrow \mathbf{R}^{N}$. Here, the "extra-stress tensor" is $S(\nabla u)$, where $S$ : $\mathbf{R}^{N \times n} \rightarrow \mathbf{R}^{N \times n}$ is a nonlinear function satisfying, for each $A, B \in \mathbf{R}^{N \times n}$ and for some $k_{1}, k_{3}>0$ and $1<p<2$

$$
\begin{align*}
& S(A) \cdot A \geq k_{1}|A|^{p}-k_{2} \\
& |S(A)| \leq k_{3}\left(|A|^{p-1}+1\right)  \tag{2}\\
& (S(A)-S(B)) \cdot(A-B) \geq 0
\end{align*}
$$

With the exception of an interior regularity result (see Theorem 1.4) which is valid for a wider class of tensors $S$, the practical example we will treat, which is motivated by a further understanding of the $p$-Laplace equation and certain shear thinning non-Newtonian fluids is the following

$$
\begin{equation*}
S(A)=\left(\mu+|A|^{2}\right)^{\frac{p-2}{2}} A, \quad 0 \leq \mu, \quad 1<p<2 \tag{3}
\end{equation*}
$$

With the stress tensor defined above, we can estimate that $k_{1}=2^{\frac{p-2}{2}}, k_{2} \leq 4 \mu^{\frac{p}{2}}$ and $k_{3}=1$.

[^0]For such a stress tensor we will also have the following estimates: There exist $\gamma_{1}, \gamma_{2}>0$, independent of $\mu$, such that

$$
\begin{align*}
& |S(A)-S(B)| \leq \gamma_{1}(\mu+|A|+|B|)^{p-2}|A-B|  \tag{4}\\
& (S(A)-S(B)) \cdot(A-B) \geq \gamma_{2}(\mu+|A|+|B|)^{p-2}|A-B|^{2} \tag{5}
\end{align*}
$$

for a proof see for instance [12]. We highlight that we consider the case $p<2$, since our work is a starting point for a better understanding of properties of shearthinning fluids.

The constants $\nu_{0} \geq 0$ and $\nu_{1}>0$ play a very relevant role, since when $\nu_{0}$ is positive the problem is a nonlinear perturbation of the Poisson equation, while when $\nu_{0}=0$ the principal part is non-linear. In particular, the equation is the so-called $p$-Laplacian, if $\nu_{0}=\mu=0$.

We are mainly interested in obtaining estimates in Lebesgue spaces for the second order derivatives. We use customary Lebesgue spaces $L^{p}(\Omega)$, with norm $\|.\|_{p}$ and Sobolev $W^{k, p}(\Omega)$ spaces with norm $\|.\|_{k, p}$, see Adams [2] for further properties (when needed we also explicitly write if we are using norms evaluated in open sets different from $\Omega$ ). For shortness of notation we also write $\partial_{j}:=\frac{\partial}{\partial x_{j}}$ to denote partial derivatives. In this short paper we consider just the case $\nu_{0}>0$, and we say that $u \in W_{0}^{1,2}(\Omega)$ is a weak solution to the boundary valued problem (1) if

$$
\begin{equation*}
\nu_{0} \int_{\Omega} \nabla u \cdot \nabla \phi d x+\nu_{1} \int_{\Omega} S(\nabla u) \cdot \nabla \phi d x=\langle f, \phi\rangle \quad \forall \phi \in W_{0}^{1,2}(\Omega) \tag{6}
\end{equation*}
$$

where $\langle$,$\rangle denotes the duality pairing between W_{0}^{1,2}(\Omega)$ and its topological dual $W^{-1,2}(\Omega):=\left(W_{0}^{1,2}(\Omega)\right)^{*}$. Due to the Poincaré inequality, we use as equivalent norm $\|\nabla u\|_{p} \sim\|u\|_{1, p}$. A well-known basic result is the following (see for instance Lions [17, Ch. 2.2])

Theorem 1.1. Let the tensor $S$ satisfy conditions (2), $\nu_{0}>0, \nu_{1} \geq 0,1<p \leq 2$, and $f \in W^{-1,2}(\Omega)$, then there exists a unique weak solution $u$ to system (1) and it satisfies

$$
\nu_{0}\|\nabla u\|_{2}^{2}+\nu_{1} k_{1}\|\nabla u\|_{p}^{p} \leq \frac{1}{\nu_{0}}\|f\|_{W^{-1,2}}^{2}+\nu_{1} k_{2}|\Omega|
$$

where $|\Omega|$ denotes the Lebesgue measure of $\Omega$.
Our principal aim is that of obtaining results of regularity up to the boundary, with a non-zero given $f$. It is important to note that, differently from most results of partial regularity, we do not assume neither boundedness nor a given sign for the weak solution $u$. In particular we will use in an essential way that the domain is smooth enough, see Nečas [21, Ch. 1] for the precise definition of a domain of class $C^{k}$. The study of this problem seems not complete at all and the main result of this paper is the following

Theorem 1.2. Let be given $\nu_{0}>0, \nu_{1} \geq 0, \mu>0,1<p \leq 2$, $S$ defined by means of the relation (3) and $f \in L^{2}(\Omega)$. Let also $\Omega$ be a bounded domain of class $C^{2}$, then the unique weak solution to (1) belongs to $W^{2,2}(\Omega)$ and there exists a constant $C$ depending only on $\Omega$ and $p$ such that

$$
\|u\|_{2,2} \leq \frac{C}{\nu_{0}}\|f\|_{2} .
$$

After having established this result, we will use it to study also the degenerate problem.

Theorem 1.3. Let the same hypotheses as before be satisfied, with the only difference that $\mu=0$. Then, the same $W^{2,2}(\Omega)$-regularity result holds true.

In proving the previous results we get also an intermediate interior regularity which holds not only for the specific tensor defined by (3) but for a more general class:

Theorem 1.4. Let $S$ satisfy conditions (2), (4), (5), $\nu_{0}>0, \nu_{1} \geq 0, \mu>0,1<p \leq$ 2 and $f \in L^{2}(\Omega)$, then the weak solution to (1) belongs to $W_{\text {loc }}^{2,2}(\Omega)$. Moreover the system (1) is satisfied in a strong form, that is for almost every point (in the sense of the Lebesgue measure) of the open set $\Omega$.

The proof of the above theorem is developed in subsection 3.3.
Since the problem we study is very classical, we recall the main results about it. The problem with the $p$-Laplacian $1<p<2$ for which concerns interior regularity (especially $C^{1, \alpha}$ ) has been studied by DiBenedetto [11], Lewis [15] and Tolksdorf [23, 24], independently and more or less in the same period. They extended to the case $p<2$ earlier well-known results by Uralt'seva [26], Uhlenbeck [25], and Evans [14]. These results concern interior regularity (of bounded solutions) and in many cases the external force must be zero. Further interior results are those by Acerbi and Fusco [1] and Naumann and Wolf [20].

Concerning boundary regularity we can cite Lieberman [16] and more recently Beirão da Veiga and Crispo [6, 7], Crispo [9], Crispo and Maremonti [10]. Anyway, our result differs from all of these since: a) we assume the force to be just in $L^{2}(\Omega)$; b) we do not have limitations on $p \in] 1,2]$; c) the non flat domain is treated in a slightly different way; d) we also have a Laplacian term which makes the problem slightly simpler; e) the use of (tangential) finite quotients allows calculations which are probably easier to be followed, and which are extremely explicit.

Anyway, we will treat the case without the Laplacian in a forthcoming paper and the motivation for our studies are that equation (1) can be considered as a suitable regularization to study the degenerate problem involving the $p$-Laplacian.

Moreover, the system we are considering is just a first step to tackle the problem involving incompressible shear-dependent fluids, to extend and improve results (from which we took great inspiration) of Beirão da Veiga [3, 4] and Málek, Nečas, and Růžička [19], mainly to have a very explicit and complete proof of the regularity of second order derivatives of the solution.
2. Local estimates near the boundary. In order to treat the regularity up to the boundary, we will employ a technique borrowed from [19] where it is used in the case $p>2$. The technique is a suitable adaption of the translation method, to obtain estimates for derivatives taken along the boundary of the domain, and then in the normal direction. We use the following notation for $x \in \mathbf{R}^{n}, x=\left(x^{\prime}, x_{n}\right)$, and also we will denote by $\nabla^{\prime}$ the gradient operator acting only on the first $n-1$ variables. By $B(x, R) \subset \mathbf{R}^{n}$ we denote the open ball centered at $x$ and of radius $R>0$, while $B^{\prime}\left(x^{\prime}, R\right) \subset \mathbf{R}^{n-1}$ is the $n-1$-dimensional open ball, centered at $x^{\prime}$ and of radius $R$.

By the assumption of regularity $\partial \Omega \in C^{2}$ it follows that for each $\bar{x} \in \partial \Omega$ there exist $0<\rho_{\bar{x}}<1$ and a function $a_{\bar{x}}\left(x^{\prime}\right)$ of class $C^{2}\left(B^{\prime}\left(\bar{x}^{\prime}, \rho_{\bar{x}}\right)\right)$ such that

$$
\begin{equation*}
\max _{x^{\prime} \in B^{\prime}\left(\overline{x^{\prime}}, \rho_{\bar{x}}\right)}\left|\nabla^{\prime} a_{\bar{x}}\left(x^{\prime}\right)\right|<\frac{1}{6(n-1)} \frac{p-1}{3-p} \quad \text { and } \quad \nabla^{\prime} a_{\bar{x}}(0)=0 \tag{7}
\end{equation*}
$$

and also (after a rigid rotation of axis around the point $\bar{x}$, in such a way that the outward normal unit vector at $\bar{x}$ becomes the vector $(0, \ldots, 0,-1)$ ) we define

$$
\begin{aligned}
& V^{+}\left(\bar{x}, \rho_{\bar{x}}\right):=\left\{\left(x^{\prime}, x_{n}\right): x^{\prime} \in B^{\prime}\left(\bar{x}^{\prime}, \rho_{\bar{x}}\right), a_{\bar{x}}\left(x^{\prime}\right)<x_{n}<a_{\bar{x}}\left(x^{\prime}\right)+\rho_{\bar{x}}\right\} \subset \Omega, \\
& V^{=}\left(\bar{x}, \rho_{\bar{x}}\right):=\left\{\left(x^{\prime}, x_{n}\right): x^{\prime} \in B^{\prime}\left(\bar{x}^{\prime}, \rho_{\bar{x}}\right), a_{\bar{x}}\left(x^{\prime}\right)=x_{n}\right\} \subset \partial \Omega \\
& V^{-}\left(\bar{x}, \rho_{\bar{x}}\right):=\left\{\left(x^{\prime}, x_{n}\right): x^{\prime} \in B^{\prime}\left(\bar{x}^{\prime}, \rho_{\bar{x}}\right), a_{\bar{x}}\left(x^{\prime}\right)-\rho_{\bar{x}}<x_{n}<a_{\bar{x}}\left(x^{\prime}\right)\right\} \cap \bar{\Omega}=\emptyset,
\end{aligned}
$$

for further details, see Nečas [21]. We define

$$
V\left(\bar{x}, \rho_{\bar{x}}\right):=V^{-}\left(\bar{x}, \rho_{\bar{x}}\right) \cup V^{=}\left(\bar{x}, \rho_{\bar{x}}\right) \cup V^{+}\left(\bar{x}, \rho_{\bar{x}}\right),
$$

and we consider the following covering of $\partial \Omega$

$$
\partial \Omega \subset \bigcup_{\bar{x} \in \partial \Omega} V\left(\bar{x}, 2^{-3} \rho_{\bar{x}}\right)
$$

Since $\partial \Omega$ is compact, we can select a finite number of points $\bar{x}_{m} \in \partial \Omega$, with $m=$ $1, \ldots, \mathcal{N}$ such that defining $\rho_{m}:=\rho_{\bar{x}_{m}}$ the open sets $\left\{V\left(\bar{x}_{m}, 2^{-3} \rho_{m}\right)\right\}_{m=1}^{\mathcal{N}}$ still determine a sub-covering of $\partial \Omega$. The corresponding parametrization of $\partial \Omega \cap V\left(\bar{x}_{m}, \rho_{m}\right)$ is again such that $\left|\nabla^{\prime} a_{\bar{x}_{m}}\left(x^{\prime}\right)\right|$ satisfies (7) in $B^{\prime}\left(\bar{x}_{m}^{\prime}, \rho_{m}\right)$, for $m=1, \ldots, \mathcal{N}$. We define $\rho:=\min \left\{\rho_{m}\right\}_{m=1}^{\mathcal{N}}$. Regarding the interior of $\Omega$, there exists an open set $V_{0} \subset \subset \Omega$ such that

$$
V_{0} \cup\left(\cup_{m=1}^{\mathcal{N}} V^{+}\left(x_{m}, \rho_{m}\right)\right)=\Omega \quad \text { and } \quad d\left(\Omega_{0}, \mathbf{R}^{n} \backslash \Omega\right)=\rho_{0}>0
$$

We fix $m \in\{1, \ldots, \mathcal{N}\}$ (and we will show estimates independent of it) denoting for easiness of notation

$$
U:=V\left(\bar{x}_{m}, 2^{-1} \rho_{m}\right), \quad \Theta:=V\left(\bar{x}_{m}, \rho_{m}\right), \quad \text { and } \quad a:=a_{\bar{x}_{m}}\left(x^{\prime}\right)
$$

2.1. Tangential derivatives. We follow now the approach in $[19,3]$ and instead of flattening the boundary, we perform suitable derivatives in the directions tangential to the boundary and then we use the equations point-wise to determine all the first order derivatives of $\nabla u$. It is important to observe that in this way the equations are not changed (see subsection 3.1), and this allows to make extremely explicit and precise calculations, exploiting in a very clear way the growth of $S$ and the structure of the equations. The role of the smallness assumption (7) will appear only in the estimates for normal derivatives. We are very complete in all this section, since many details will be needed in a future work to handle more challenging problems, related to non-Newtonian fluids. It seems that some of the explicit calculations we are going to do are not easy to find in literature and they are needed to completely justify some hard regularity results. Moreover, we follow a slightly different track, which we believe is more elementary, and easier to be followed by the reader interested in a thorough check of all needed details.

Let be given $h \neq 0$ such that $|h|<\frac{\rho}{2}$ and $s \in\{1, \ldots, n-1\}$. As in [19] we define a mapping $T_{s, h}: U \rightarrow \Theta$ in the following way

$$
T_{s, h}(x):=\left(x^{\prime}+h \mathrm{e}_{s}, x_{n}+a\left(x^{\prime}+h \mathrm{e}_{s}\right)-a\left(x^{\prime}\right)\right),
$$

where $\mathrm{e}_{s}$ is the $s$ th term of the canonical basis of $\mathbf{R}^{n}$. Observe that

$$
T_{s, h}\left(U^{+}\right) \subseteq \Theta^{+}, \quad T_{s, h}\left(U^{=}\right) \subseteq \Theta^{=}, \quad T_{s, h}\left(U^{-}\right) \subseteq \Theta^{-}
$$

with obvious notation for $U^{+}, \Theta^{+}$and so on. Moreover $T_{s, h}$ is injective, has derivatives up to the second order, and if $\left[\nabla T_{s, h}(x)\right]_{i j}:=\partial_{j}\left[T_{s, h}(x)\right]_{i}$, then

$$
\nabla T_{s, h}(x)=\left(\begin{array}{ccccc}
1 & 0 & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 \\
\vdots & & & & \vdots \\
0 & 0 & 0 & 1 & 0 \\
{[x]_{1}} & {[x]_{2}} & \ldots & {[x]_{n-1}} & 1
\end{array}\right)
$$

where the symbol $[x]_{j}$ denotes terms, which are explicitly given by

$$
[x]_{j}:=\left[\nabla T_{s, h}(x)\right]_{n j}=\partial_{j} a\left(x^{\prime}+h \mathrm{e}_{s}\right)-\partial_{j} a\left(x^{\prime}\right), \quad j=1, \ldots, n-1
$$

The lower-triangular shape of the matrix of first derivatives of the transformation implies that $\operatorname{det}\left[\nabla T_{s, h}(x)\right] \equiv 1$, for all $x \in U$.

Let be given $v: \Theta \rightarrow \mathbf{R}$ and $s \in\{1, \ldots, n-1\}$, we denote by $\partial_{\tau_{s}} v$ the tangential derivative defined as follows

$$
\partial_{\tau_{s}} v(x):=\lim _{h \rightarrow 0} \frac{v\left(T_{s, h}(x)\right)-v(x)}{h}=\partial_{s} v+\partial_{n} v(x) \partial_{s} a\left(x^{\prime}\right),
$$

where the last equality is valid for smooth functions. (If $v$ is vector valued, the same derivative has to be intended component-wise). We have the following results (see for instance Evans [13] and also Málek, Nečas, Růžička, [19])

Lemma 2.1. If $v \in W^{1, p}(\Theta)$ and $0<|h|<\rho / 2$, then

$$
\int_{U}\left|\frac{v\left(T_{s, h}(x)\right)-v(x)}{h}\right|^{p} d x \leq\left\|\nabla^{\prime} a\right\|_{L^{\infty}(\Theta)}^{p}\|\nabla v\|_{L^{p}(\Theta)}^{p}
$$

On the other hand, given $v \in L^{p}(\Theta)$, if for some $0<h_{0}<\rho / 2$

$$
\left.\exists C>0: \quad \int_{U}\left|\frac{v\left(T_{s, h}(x)\right)-v(x)}{h}\right|^{p} d x \leq C \quad \forall h \in\right]-h_{0}, h_{0}[\backslash\{0\},
$$

then the tangential derivative $\partial_{\tau_{s}} v$ exists in the sense of distributions and also it holds $\left\|\partial_{\tau_{s}} v\right\|_{L^{p}(U)}^{p} \leq C$.

We observe that the transformation $T_{s, h}$ generalizes the usual translation operator $\tau_{s, h}(x):=\left(x^{\prime}+h \mathrm{e}_{s}, x_{n}\right)$ which can be used in the case of the half-space $\mathbf{R}^{n-1}$. Moreover in the interior, that is in $V_{0}$, one can also make translations in all the directions, see Section 3.3.
2.2. Commutation terms. In the case of the translation operator $\tau_{s, h}$ it is immediate to check that it commutes with all space-derivatives, while certain commutation terms appear with the operator $T_{s, h}$, and these terms (even if of lower order, hence negligible) must be carefully estimated.

Without restrictions we can suppose that $s=1$ (in the other cases we need just to rename variables) and we write $T_{h}(x):=T_{1, h}(x)$. Observe that in the last row of $\nabla T_{h}(x)$ we have, by Taylor formula,

$$
\left|\left[\nabla T_{h}(x)\right]_{n j}\right|=\left|\partial_{j} a\left(x^{\prime}+h \mathrm{e}_{1}\right)-\partial_{j} a\left(x^{\prime}\right)\right| \leq|h|\left\|D^{2} a\right\|_{L^{\infty}(\Theta)}, \quad j=1, \ldots, n-1
$$

We also recall that if $y=\left(y^{\prime}, y_{n}\right)=T_{h}(x)$, then $x^{\prime}=y^{\prime}-h \mathrm{e}_{1}$ and $x_{n}=y_{n}+a\left(y^{\prime}-\right.$ $\left.h \mathrm{e}_{1}\right)-a\left(y^{\prime}\right)=y_{n}+a\left(x^{\prime}\right)-a\left(x^{\prime}+h \mathrm{e}_{1}\right)$. Hence, the inverse of $T_{h}$ is the curvilinear
translation in the opposite direction, that is $T_{-h}=\left(T_{h}\right)^{-1}$ and

$$
\nabla\left(\left(T_{h}\right)^{-1}\right)(y)=\nabla T_{-h}(y)=\left(\begin{array}{ccccc}
1 & 0 & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 \\
\vdots & & & & \vdots \\
0 & 0 & 0 & 1 & 0 \\
\{y\}_{1} & \{y\}_{2} & \ldots & \{y\}_{n-1} & 1
\end{array}\right)
$$

where $\{y\}_{j}$ denote terms, which are given explicitly by

$$
\{y\}_{j}:=\left[\nabla T_{-h}(y)\right]_{n j}=\partial_{j} a\left(y^{\prime}-h \mathrm{e}_{1}\right)-\partial_{j} a\left(y^{\prime}\right), \quad j=1, \ldots, n-1
$$

We also define the operator $\Delta_{h}$ acting on functions $v: \Theta \rightarrow \mathbf{R}$. The function $\Delta_{h} v: U \rightarrow \mathbf{R}$ is defined on $U$ as follows

$$
\Delta_{h} v(x):=v\left(T_{h}(x)\right)-v(x) \quad \forall x \in U
$$

and observe that since $|h|<\rho / 2$, then $T_{h}(U) \subseteq \Theta$.
As in the usual method of translations, the following formula of integration by parts holds true for all couples of function $v, w$ defined on $\Theta$, with the support contained in $U$. If $x=T_{h}(y)$ and $y=T_{-h}(x)$, then

$$
\begin{aligned}
\int_{\Theta} v\left(\Delta_{-h} w\right) d x & =\int_{\Theta} v\left(w \circ T_{-h}-w\right) d x \\
& =\int_{U \cap T_{h}(U)} v(x)\left(w\left(T_{-h}(x)\right) d x-\int_{U} v(x) w(x) d x\right. \\
& =\int_{T_{-h}(U) \cap U} v\left(T_{h}(y)\right) w(y) d y-\int_{U} v(x) w(x) d x
\end{aligned}
$$

Since the support of both functions is contained in $U$, if $y \notin T_{-h}(U)$, then $v\left(T_{h}(y)\right)=$ 0 . Hence, the first integral over $T_{-h}(U) \cap U$ is equal to the same computed over the whole $U$. Then we have

$$
\begin{align*}
\int_{\Theta} v\left(\Delta_{-h} w\right) d x & =\int_{U} v\left(T_{h}(x)\right) w(x) d x-\int_{U} v(x) w(x) d x \\
& =\int_{\Theta} v\left(T_{h}(x)\right) w(x) d x-\int_{\Theta} v(x) w(x) d x \\
& =\int_{\Theta}\left(v\left(T_{h}(x)\right)-v(x)\right) w(x) d x  \tag{8}\\
& =\int_{\Theta}\left(\Delta_{h} v\right) w d x
\end{align*}
$$

This formula is formally the same as in the case of standard Nirenberg translations [22].

Remark 2.2. In the sequel we will use in an extensive way that the latter formula is still valid when at least one of the two functions has support contained in $U$.

We also observe that the composition of the translation operator $\Delta_{h}$ with gradients leads to the following formula

$$
\begin{align*}
\nabla\left(\Delta_{h} \psi\right) & =\nabla\left(\psi \circ T_{h}\right)-\nabla \psi=\nabla \psi_{\left.\right|_{T_{h}}} \nabla T_{h}-\nabla \psi \\
& =\nabla \psi_{\left.\right|_{T_{h}}} \nabla T_{h}-\nabla \psi_{\left.\right|_{T_{h}}}+\nabla \psi_{\left.\right|_{T_{h}}}-\nabla \psi  \tag{9}\\
& =\nabla \psi_{\left.\right|_{T_{h}}}\left(\nabla T_{h}-\mathrm{I}\right)+\Delta_{h}(\nabla \psi)
\end{align*}
$$

This shows that the commutator $\left[\nabla, \Delta_{h}\right](\psi)=\nabla \psi_{\left.\right|_{T_{h}}}\left(\nabla T_{h}-\mathrm{I}\right)$ is non-vanishing, but it can be easily estimated. Due to the particular expression of the transformation $T_{h}$, and by using Taylor formula we have

$$
\begin{equation*}
\left\|\nabla T_{h}-\mathrm{I}\right\|_{L^{\infty}(U)} \leq\left\|D^{2} a\right\|_{L^{\infty}(\Theta)}|h|, \quad \text { for all } \quad|h|<\frac{\rho}{2} \tag{10}
\end{equation*}
$$

3. Proof of Theorem 1.2. In this section we prove the main result of the paper and the proof is split into three-different group of estimates. The first relevant point is that we need to change the reference frame by sending the origin into the point $\bar{x}_{m}$, for $m=1, \ldots, \mathcal{N}$. Then, we need to apply a rotation in order to have a reference frame $\left(x^{\prime}, x_{n}\right)$ as in the previous section. To do this it is relevant that the system is invariant by these transformations.
3.1. Rotation invariance. Let us consider a rotation of the axes $y=R x$ where $R=\left(r_{i j}\right)$ is a $n \times n$ matrix such that $R^{T} R=I$ that is $r_{k j} r_{s j}=\delta_{k s}$. We remark that $\frac{\partial R_{k}}{\partial x_{j}}(x)=r_{k j}$ and $|\operatorname{det}(\nabla R)|=1$.

For a generic weakly differentiable function $v(y)$ we set $u(x)=v(R x)$ hence we have

$$
(\nabla u(x))_{i j}=\frac{\partial u_{i}}{\partial x_{j}}(x)=\frac{\partial v_{i}}{\partial y_{k}}(R x) \frac{\partial R_{k}}{\partial x_{j}}(x)=(\nabla v(R x))_{i k} r_{k j}
$$

We remark that the transformation preserves the modulus of the gradient, indeed

$$
\begin{array}{r}
|\nabla u(x)|^{2}=(\nabla u(x))_{i j}(\nabla u(x))_{i j}=(\nabla v(R x))_{i k} r_{k j}(\nabla v(R x))_{i s} r_{s j} \\
=(\nabla v(R x))_{i k}(\nabla v(R x))_{i s} \delta_{k s}=|\nabla v(R x)|^{2}
\end{array}
$$

For a generic test function $\phi(x) \in W_{0}^{1,2}(\Omega)$ we set $\psi(y)=\phi\left(R^{T} y\right)$ hence we have $\psi \in W_{0}^{1,2}(R(\Omega))$,

$$
\nabla \psi(y)=\nabla \phi\left(R^{T} y\right) R^{T}
$$

and multiplying on the right by $R$

$$
\left(\nabla \phi\left(R^{T} y\right)\right)_{i j}=\left((\nabla \psi(y) R)_{i j}=(\nabla \psi(y))_{i s} r_{s j}\right.
$$

Hence

$$
\begin{array}{r}
\int_{\Omega}\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla u(x)|^{2}\right)^{\frac{p-2}{2}}\right] \nabla u(x) \cdot \nabla \phi(x) d x \\
=\int_{\Omega}\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla u(x)|^{2}\right)^{\frac{p-2}{2}}\right](\nabla u(x))_{i j}(\nabla \phi(x))_{i j} d x \\
=\int_{\Omega}\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla v(R x)|^{2}\right)^{\frac{p-2}{2}}\right](\nabla v(R x))_{i k} r_{k j}(\nabla \phi(x))_{i j} d x \\
=\int_{R(\Omega)}\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla v(y)|^{2}\right)^{\frac{p-2}{2}}\right](\nabla v(y))_{i k} r_{k j}\left(\nabla \phi\left(R^{T} y\right)\right)_{i j}|\operatorname{det}(\nabla R)| d y \\
=\int_{R(\Omega)}\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla v(y)|^{2}\right)^{\frac{p-2}{2}}\right](\nabla v(y))_{i k} r_{k j}(\nabla \psi(y))_{i s} r_{s j} d y \\
=\int_{R(\Omega)}\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla v(y)|^{2}\right)^{\frac{p-2}{2}}\right](\nabla v(y))_{i k}(\nabla \psi(y))_{i s} \delta_{k s} d y \\
=\int_{R(\Omega)}\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla v(y)|^{2}\right)^{\frac{p-2}{2}}\right](\nabla v(y)) \cdot(\nabla \psi(y)) d y
\end{array}
$$

Considering the right-hand side of the equation we have

$$
\int_{\Omega} f(x) \cdot \phi(x) d x=\int_{R(\Omega)} f\left(R^{T} y\right) \cdot \phi\left(R^{T} y\right)|\operatorname{det}(\nabla R)| d y=\int_{R(\Omega)} \tilde{f}(y) \cdot \psi(y) d y
$$

where we have set $\tilde{f}(y)=f\left(R^{T} y\right)$. Hence, if $u$ is a weak solution of the system with force $f \in L^{2}(\Omega)$ then $v$ is a weak solution of the same type of system with force $\tilde{f} \in L^{2}(R(\Omega))$. This is what we mean saying that the system is rotation invariant.

Remark 3.1. We want to observe that what we have just described is not an invariance property in the physical sense. Indeed, the correct transformation would be $u(x)=R^{T} v(R x)$ but unfortunately the system is not invariant for this kind of change of variables. Roughly speaking we are reading the domain in a reference frame and the function in a different one producing a sort of distortion. This does not affect our system in its mathematical aspects and the main reason is that there is no interaction between the image of the function and the domain. The scene changes dramatically if one deals for instance with Neumann boundary conditions or if in the system there is a transport term, like in Navier-Stokes equations. This is the main reason why our result does not hold without changes to fluid mechanical problems. It has to be remarked that the quantity physically relevant is not $\nabla u$ but $D u=\frac{1}{2}\left(\nabla u+\nabla u^{T}\right)$ and making this change in our system makes it rotation invariant in the physical sense.
3.2. Estimates on tangential derivatives. In this section we obtain estimates on tangential derivatives. First, with a slight abuse of notation, we denote by $u$ the weak solution of (1) extended by zero for all $x \in \mathbf{R}^{n} \backslash \Omega$, in such a way that $u \in W^{1,2}\left(\mathbf{R}^{n}\right)$ and formulæ from the previous section using integrals over $\Theta$ are well-defined (recall that $\left.\Theta \cap\left(\mathbf{R}^{n} \backslash \bar{\Omega}\right) \neq \emptyset\right)$.

Next, note that we essentially would like to use $\Delta_{-h}\left(\Delta_{h} u\right)$ as test function, but this function does not belong to $W_{0}^{1,2}(\Omega)$ even if $u \in W_{0}^{1,2}(\Omega)$, hence we have to localize it with a suitable cut-off function. As in the previous section, we fix $m \in\{1, \ldots, \mathcal{N}\}$ and we denote $a\left(x^{\prime}\right):=a_{\bar{x}_{m}}\left(x^{\prime}\right)$ as before and we define

$$
\Xi:=V\left(\bar{x}_{m}, 2^{-3} \rho_{m}\right), \quad U:=V\left(\bar{x}_{m}, 2^{-1} \rho_{m}\right), \quad \text { and } \quad \Theta:=V\left(\bar{x}_{m}, \rho_{m}\right)
$$

We fix a function $0 \leq \xi \leq 1$ of class $C_{0}^{\infty}(\Theta)$ such that

$$
\xi(x)=\left\{\begin{array}{lr}
1 & \forall x \in \Xi \\
0 & \forall x \in \Theta \backslash V\left(\bar{x}_{m}, 2^{-2} \rho_{m}\right)
\end{array}\right.
$$

We then use as test function $\phi$ in the weak formulation the function

$$
\phi(x):=\left\{\begin{array}{lr}
\Delta_{-h}\left(\xi^{2} \Delta_{h} u\right) & x \in U^{+} \\
0 & x \in \Omega \backslash U^{+}
\end{array}\right.
$$

with $|h|<\rho_{m} / 8$. Observe that $\phi \in W_{0}^{1,2}(\Omega)$, but more precisely, due to the choice of the open sets $\Xi, U, \Theta$, and the limitation on $h$, we have

$$
\phi \in W_{0}^{1,2}(\Theta), \quad \text { with } \quad \operatorname{supp} \phi \subset U^{+}
$$

Remark 3.2. In the definition of $\phi$ we have been deliberately somewhat sloppy, since we think that the reader can fill the missing details. Anyway, to be really precise, denoting by a bar the restriction of any function to $U^{+}$, we should first consider $\Delta_{h}(\bar{u})$. Then extend it to 0 for all $x \in \Theta \backslash\left(U^{+} \cup T_{h}\left(U^{+}\right)\right)$, denoting the extension by $\mathcal{E}_{1}\left(\Delta_{h}(\bar{u})\right)$. Then $\overline{\xi^{2} \mathcal{E}_{1}\left(\Delta_{h}(\bar{u})\right)}=\xi^{2} \mathcal{E}_{1}\left(\Delta_{h}(\bar{u})\right)_{\mid U^{+}}$is the further restricted function on which we can apply the translation $\Delta_{-h}\left(\overline{\xi^{2} \mathcal{E}_{1}\left(\Delta_{h}(\bar{u})\right)}\right)$. Finally, we have to extend the latter to 0 for all $x \in \Theta \backslash\left(T_{-h}\left(U^{+}\right) \cup U^{+}\right)$, denoting it $\mathcal{E}_{2}\left(\Delta_{-h}\left(\overline{\xi^{2} \mathcal{E}_{1}\left(\Delta_{h}(\bar{u})\right)}\right)\right)$.

Observe that since $u_{\mid \Theta=} \equiv 0$ (because $\left.u \in W_{0}^{1,2}(\Omega)\right)$, since $T_{h}\left(U^{=}\right) \subset \Theta^{=}$, and due to the choice of the cut-off function, the support of $\phi$ is contained in $U^{+}$.

We now perform the very basic manipulations and integration by parts which will be used several times in the sequel. We employ the function $\phi$ in the weak formulation (6) and we then obtain

$$
\begin{aligned}
\nu_{0} \int_{\Theta} \nabla u \cdot \nabla\left(\Delta_{-h}\left(\xi^{2} \Delta_{h} u\right)\right) d x+\nu_{1} \int_{\Theta} & S(\nabla u) \cdot \nabla\left(\Delta_{-h}\left(\xi^{2} \Delta_{h} u\right)\right) d x \\
& =\int_{\Theta} f \Delta_{-h}\left(\xi^{2} \Delta_{h} u\right) d x
\end{aligned}
$$

With suitable manipulations, we will see that, collecting leading terms end commutation terms, coming from the weak formulation, we obtain

$$
\begin{aligned}
& \nu_{0} \int_{\Theta} \xi^{2}\left|\Delta_{h}(\nabla u)\right|^{2} d x+\nu_{1} \int_{\Theta} \xi^{2}(x)\left(S\left(\nabla u_{\mid T_{h}(x)}\right)-S\left(\nabla u_{\mid x}\right)\right) \cdot\left(\nabla u_{\mid T_{h}(x)}-\nabla u_{\mid x}\right) d x \\
&=\int_{\Theta} f \Delta_{-h}\left(\xi^{2} \Delta_{h} u\right) d x+\text { "lower-order terms" }
\end{aligned}
$$

where in the lower-order terms there are many integrals due to the presence of the cut-off functions and due to the fact that $\Delta_{h}$ and differentiation do not commute. In the flat case of $\Omega=\mathbf{R}_{+}^{n}$ all these lower-order terms vanish, while we need here to check them very carefully, but the reader can understand that the most important terms are the other ones written in the latter equality.
3.2.1. Estimate for the linear part. We manipulate the first integral of the weak formulation by using the commutation formula (9) to obtain

$$
\begin{aligned}
\int_{\Theta} \nabla u \cdot \nabla\left(\Delta_{-h}\left(\xi^{2} \Delta_{h} u\right)\right) d x & =\int_{\Theta} \nabla u \cdot \Delta_{-h}\left(2 \xi \nabla \xi \Delta_{h} u+\xi^{2} \nabla\left(\Delta_{h} u\right)\right) d x \\
& +\int_{\Theta} \nabla u \cdot\left[\nabla\left(\xi^{2} \Delta_{h} u\right)_{\mid T_{-h}(x)}\left[\nabla T_{-h}-\mathrm{I}\right]\right] d x
\end{aligned}
$$

Next, we observe that in the first integral from the right-hand side of the latter formula (thanks to the cut-off function) we are in the hypotheses of Remark 2.2, hence we can apply (8) to the restriction of $\nabla u$ to $U^{+}$and integrate by parts using also (9), to obtain

$$
\begin{aligned}
& \int_{\Theta} \nabla u \cdot \Delta_{-h}\left(2 \xi \nabla \xi \Delta_{h} u+\xi^{2} \nabla\left(\Delta_{h} u\right)\right) d x \\
& =\int_{\Theta} \Delta_{h}(\nabla u) \cdot\left(2 \xi \nabla \xi \Delta_{h} u+\xi^{2} \nabla\left(\Delta_{h} u\right)\right) d x \\
& =\int_{\Theta} \Delta_{h}(\nabla u) \cdot\left(2 \xi \nabla \xi \Delta_{h} u\right) d x+\int_{\Theta} \xi^{2}\left|\Delta_{h}(\nabla u)\right|^{2} d x \\
& \\
& \quad \quad+\int_{\Theta} \xi^{2} \Delta_{h}(\nabla u) \cdot \nabla u_{\mid T_{h}(x)}\left[\nabla T_{h}-\mathrm{I}\right] d x
\end{aligned}
$$

Hence, be defining

$$
\begin{aligned}
\mathcal{R}_{1} & :=\int_{\Theta} \nabla u \cdot\left[\nabla\left(\xi^{2} \Delta_{h} u\right)_{\mid T_{-h}(x)}\left[\nabla T_{-h}-\mathrm{I}\right]\right] d x \\
\mathcal{R}_{2} & :=\int_{\Theta} \xi^{2} \Delta_{h}(\nabla u) \cdot \nabla u_{\mid T_{h}(x)} \cdot\left[\nabla T_{h}-\mathrm{I}\right] d x \\
\mathcal{R}_{3} & :=\int_{\Theta} \Delta_{h}(\nabla u) \cdot\left(2 \xi \nabla \xi \Delta_{h} u\right) d x
\end{aligned}
$$

we have finally

$$
\nu_{0} \int_{\Theta} \nabla u \cdot \nabla\left(\Delta_{-h}\left(\xi^{2} \Delta_{h} u\right)\right) d x=\nu_{0} \int_{\Theta} \xi^{2}\left|\Delta_{h}(\nabla u)\right|^{2} d x+\nu_{0}\left(\mathcal{R}_{1}+\mathcal{R}_{2}+\mathcal{R}_{3}\right)
$$

We now carefully estimate the three integrals coming from commutation terms as follows, by using also (10) and the bounds

$$
\|\xi\|_{\infty} \leq 1 \quad \text { and } \quad\|\nabla \xi\|_{\infty} \leq \frac{8}{\rho_{m}} \leq \frac{8}{\rho}
$$

For the first one we have

$$
\begin{aligned}
\left|\mathcal{R}_{1}\right| & \leq c(a)|h|\|\nabla u\|_{2}\left\|\nabla\left(\xi^{2} \Delta_{h} u\right)\right\|_{2} \\
& \leq c(a)|h|\|\nabla u\|_{2}\left\{2\left\|\nabla \xi \Delta_{h} u\right\|_{2}+\left\|\xi^{2} \nabla\left(\Delta_{h} u\right)\right\|_{2}\right\} \\
& \leq c(a)|h|\|\nabla u\|_{2}\left\{\frac{16|h|}{\rho}\|\nabla u\|_{2}+\left\|\xi^{2} \Delta_{h}(\nabla u)\right\|_{2}+\left\|\xi^{2} \nabla u_{\mid T_{h}(x)}\left[\nabla T_{h}-\mathrm{I}\right]\right\|_{2}\right\} \\
& \leq c(a) h^{2}\|\nabla u\|_{2}^{2}+c(a)|h|\|\nabla u\|_{2}\left\|\xi \Delta_{h}(\nabla u)\right\|_{2} \\
& \leq \frac{1}{4}\left\|\xi \Delta_{h}(\nabla u)\right\|_{2}^{2}+c(a) h^{2}\|\nabla u\|_{2}^{2},
\end{aligned}
$$

where all norms are evaluated over $\Theta$ and with $c(a)$ we denote a constant depending only on $\left\|D^{2} a\right\|_{\infty}$, hence on the smoothness of $\partial \Omega$.

Next, we have

$$
\left|\mathcal{R}_{2}\right| \leq c(a)|h|\|\nabla u\|_{2}\left\|\xi \Delta_{h}(\nabla u)\right\|_{2} \leq c(a) h^{2}\|\nabla u\|_{2}^{2}+\frac{1}{4}\left\|\xi \Delta_{h}(\nabla u)\right\|_{2}^{2}
$$

Concerning the last term, we have

$$
\left|\mathcal{R}_{3}\right| \leq c(a)|h|\|\nabla u\|_{2} \frac{1}{\rho}\left\|\xi \Delta_{h}(\nabla u)\right\|_{2} \leq c(a) h^{2}\|\nabla u\|_{2}^{2}+\frac{1}{4}\left\|\xi \Delta_{h}(\nabla u)\right\|_{2}^{2}
$$

Hence, by collecting all estimates we get

$$
\begin{equation*}
\frac{\nu_{0}}{4}\left\|\xi \Delta_{h}(\nabla u)\right\|_{L^{2}\left(\Theta^{+}\right)}^{2} \leq \nu_{0} \int_{\Theta} \nabla u \cdot \nabla\left(\Delta_{-h}\left(\xi^{2} \Delta_{h} u\right)\right) d x+c(a) \nu_{0} h^{2}\|\nabla u\|_{L^{2}(\Omega)}^{2} \tag{11}
\end{equation*}
$$

3.2.2. Estimate for the monotone term. We now use the same tools to handle the other term coming from the extra stress tensor. First, in analogy with standard notation used in the context of $p$-Laplace and $p$-fluids we define the following quantity

$$
\mathcal{I}_{h}(u):=\int_{\Theta} \xi^{2}(x)\left(\mu+\left|\nabla u_{\mid T_{h}(x)}\right|+\left|\nabla u_{\mid x}\right|\right)^{p-2}\left|\nabla u_{\mid T_{h}(x)}-\nabla u_{\mid x}\right|^{2} d x
$$

which is the natural one coming out when testing the equations and it is related with the coercivity of the problem. Standard calculations lead us to the following
equality

$$
\begin{aligned}
\int_{\Theta} S(\nabla u) \cdot \nabla\left(\Delta_{-h}\left(\xi^{2} \Delta_{h} u\right)\right) d x= & \int_{\Theta} S(\nabla u) \cdot \Delta_{-h}\left(2 \xi \nabla \xi \Delta_{h} u+\xi^{2} \nabla\left(\Delta_{h} u\right)\right) d x \\
& +\int_{\Theta} S(\nabla u) \cdot\left(\nabla\left(\xi^{2} \Delta_{h} u\right)_{\mid T_{-h}(x)}\left[\nabla T_{-h}-\mathrm{I}\right]\right) d x \\
= & I_{1}+I_{2}
\end{aligned}
$$

and, as before,

$$
\begin{aligned}
I_{1} & =\int_{\Theta} \Delta_{h}(S(\nabla u)) \cdot\left(2 \xi \nabla \xi \Delta_{h} u+\xi^{2} \nabla\left(\Delta_{h} u\right)\right) d x \\
& =\int_{\Theta} \Delta_{h}(S(\nabla u)) \cdot \xi^{2} \nabla\left(\Delta_{h} u\right) d x+\int_{\Theta} S(\nabla u) \cdot \Delta_{-h}\left(2 \xi \nabla \xi \Delta_{h} u\right) d x \\
& =: I_{3}+I_{5} .
\end{aligned}
$$

The main term is $I_{3}$, which is handled as follows:

$$
\begin{aligned}
I_{3}= & \int_{\Theta} \Delta_{h}(S(\nabla u)) \cdot \xi^{2} \Delta_{h}(\nabla u) d x+\int_{\Theta} \Delta_{h}(S(\nabla u)) \cdot \xi^{2} \nabla u_{\mid T_{h}(x)}\left[\nabla T_{h}-\mathrm{I}\right] d x \\
& =: I_{4}+I_{6} .
\end{aligned}
$$

Next, by the assumption (5) on the stress-tensor $S$

$$
\begin{aligned}
I_{4} & =\int_{\Theta} \Delta_{h}(S(\nabla u)) \cdot \xi^{2} \Delta_{h}(\nabla u) d x \\
& =\int_{\Theta} \xi^{2}(x)\left(S\left(\nabla u_{\mid T_{h}(x)}\right)-S\left(\nabla u_{\mid x}\right)\right) \cdot\left(\nabla u_{\mid T_{h}(x)}-\nabla u_{\mid x}\right) d x \\
& \geq \gamma_{2} \int_{\Theta} \xi^{2}(x)\left(\mu+\left|\nabla u_{\mid T_{h}(x)}\right|+\left|\nabla u_{\mid x}\right|\right)^{p-2}\left|\nabla u_{\mid T_{h}(x)}-\nabla u_{\mid x}\right|^{2} d x \\
& =\gamma_{2} \mathcal{I}_{h}(u) .
\end{aligned}
$$

The other integral is estimated as follows, by using the growth assumption (4) on $S$, Hölder inequality (for any $\epsilon>0$ ) and (10)

$$
\begin{aligned}
& \left|I_{6}\right|=\left|\int_{\Theta} \Delta_{h}(S(\nabla u)) \cdot \xi^{2} \nabla u_{\mid T_{h}(x)}\left[\nabla T_{h}-\mathrm{I}\right] d x\right| \\
& \leq \gamma_{1} c(a)|h| \int_{\Theta} \xi^{2}\left(\mu+\left|\nabla u_{\mid T_{h}(x)}\right|+\left|\nabla u_{|x|}\right|\right)^{p-2}\left|\nabla u_{\mid T_{h}(x)}-\nabla u_{\mid x}\right|\left|\nabla u_{\mid T_{h}(x)}\right| d x \\
& \leq \gamma_{1} c(a)|h| \int_{\Theta} \xi^{2}\left(\mu+\left|\nabla u_{\mid T_{h}(x)}\right|+\left|\nabla u_{|x|}\right|\right)^{p-1}\left|\nabla u_{\mid T_{h}(x)}-\nabla u_{|x|}\right| d x \\
& \leq \gamma_{1} c(a)|h| \int_{\Theta}\left(\mu+\left|\nabla u_{\mid T_{h}(x)}\right|+\left|\nabla u_{\mid x}\right|\right)^{p-2} \xi\left|\Delta_{h}(\nabla u)\right|\left(\mu+\left|\nabla u_{\mid T_{h}(x)}\right|+\left|\nabla u_{\mid x}\right|\right)^{\frac{p}{2}} \xi d x \\
& \leq \epsilon \int_{\Theta}\left(\mu+\left|\nabla u_{\mid T_{h}(x)}\right|+\mid \nabla u_{|x|}\right)^{p-2} \xi^{2}\left|\Delta_{h}(\nabla u)\right|^{2} d x+\frac{c(a) h^{2}}{\epsilon}\left(\mu^{p}+\|\nabla u\|_{p}^{p}\right) \\
& =\epsilon \mathcal{I}_{h}(u)+\frac{c(a) h^{2}}{\epsilon}\left(\mu^{p}+\|\nabla u\|_{p}^{p}\right) .
\end{aligned}
$$

We next estimate $I_{2}$ as follows (by using again commutation formulæ, (10) and also Hölder inequality)

$$
\begin{aligned}
&\left|I_{2}\right| \leq c(a)|h| \int_{\Theta}|S(\nabla u)| \xi^{2}\left|\nabla\left(\Delta_{h}(u)\right)\right| d x+c(a)|h| \int_{\Theta}|S(\nabla u)| 2 \xi|\nabla \xi|\left|\Delta_{h}(u)\right| d x \\
& \leq c(a) k_{3}|h| \int_{\Theta}|\nabla u|^{p-1} \xi^{2}\left|\Delta_{h}(\nabla u)\right| d x \\
&+c(a) k_{3}|h| \int_{\Theta}\left(|\nabla u|^{p-1}+1\right) \xi^{2}\left|\nabla u_{\mid T_{h}}\left[\nabla T_{h}-\mathrm{I}\right]\right| d x \\
&+\frac{k_{3} c(a)}{\rho} h^{2} \int_{\Theta}\left(|\nabla u|^{p-1}+1\right)\left|\frac{\Delta_{h}(u)}{h}\right| d x+c(a) k_{3}|h| \int_{\Theta} \xi^{2}\left|\Delta_{h}(\nabla u)\right| d x \\
& \leq c(a) k_{3}|h| \int_{\Theta}\left(\mu+\left|\nabla u_{\mid T_{h}}\right|+|\nabla u|\right)^{\frac{p-1}{2}} \xi\left|\Delta_{h}(\nabla u)\right| \xi\left(\mu+\left|\nabla u_{\mid T_{h}}\right|+|\nabla u|\right)^{\frac{p}{2}} d x \\
&+c(a) k_{3} h^{2} \int_{\Theta}\left(|\nabla u|^{p-1}+1\right)\left|\nabla u_{\mid T_{h}(x)}\right| d x+c(a) k_{3} h^{2}\|\nabla u\|_{p}^{p} \\
&+c(a) k_{3}|h| \int_{\Theta} \xi\left|\Delta_{h}(\nabla u)\right|\left(\mu+\left|\nabla u_{\mid T_{h}}\right|+|\nabla u|\right)^{\frac{p-2}{2}} \xi\left(\mu+\left|\nabla u_{\mid T_{h}}\right|+|\nabla u|\right)^{\frac{2-p}{2}} d x \\
& \leq \epsilon \mathcal{I}_{h}(u)+c(a) k_{3} h^{2}\left(1+\frac{1}{\epsilon}\right)\left(\|\nabla u\|_{p}^{p}+\|\nabla u\|_{p}\right) .
\end{aligned}
$$

Concerning the term $I_{5}$ we observe that

$$
\begin{aligned}
& \left\|\xi \Delta_{h}(\nabla u)\right\|_{p}^{p}= \\
& \int_{\Theta}|\xi|^{p}\left|\Delta_{h}(\nabla u)\right|^{p}\left(\mu+\left|\nabla u_{\mid T_{h}(x)}\right|+\left|\nabla u_{\mid x}\right|\right)^{\frac{(p-2) p}{2}}\left(\mu+\left|\nabla u_{\mid T_{h}(x)}\right|+\left|\nabla u_{\mid x}\right|\right)^{\frac{(2-p) p}{2}} d x \\
& \quad \leq c \mathcal{I}_{h}(u)^{\frac{p}{2}}\left(\mu+\|\nabla u\|_{p}\right)^{\frac{(2-p) p}{2}}
\end{aligned}
$$

hence

$$
\begin{aligned}
\left|I_{5}\right| & \leq\|S(\nabla u)\|_{p^{\prime}}\left\|\Delta_{-h}\left(2 \xi \nabla \xi \Delta_{h} u\right)\right\|_{p} \\
& \leq k_{3}\left(\|\nabla u\|_{p}^{p-1}+|\Theta|^{\frac{p-1}{p}}\right)|h| c(a)\left\|\nabla\left(2 \xi \nabla \xi \Delta_{h} u\right)\right\|_{p} \\
& \leq c(a) k_{3}|h|\left(\|\nabla u\|_{p}^{p-1}+1\right)\left[\frac{1}{\rho^{2}}\left\|\Delta_{h} u\right\|_{p}+\frac{1}{\rho}\left\|\xi \nabla\left(\Delta_{h} u\right)\right\|_{p}\right] \\
\leq & \frac{c(a) k_{3}|h|}{\rho}\left(\|\nabla u\|_{p}^{p-1}+1\right)\left[\frac{|h| c(a)\|\nabla u\|_{p}}{\rho}+\left\|\xi \Delta_{h}(\nabla u)\right\|_{p}+\left\|\xi\left(\nabla T_{h}-\mathrm{I}\right) \nabla u_{\mid T_{h}}\right\|_{p}\right] \\
\leq & \left(\frac{1}{\rho^{2}}+\frac{1}{\rho}\right) c(a) k_{3} h^{2}\left(\|\nabla u\|_{p}^{p}+1\right)+\epsilon \mathcal{I}_{h}(u)+\frac{c(a) k_{3}^{2}}{\epsilon \rho^{2}} h^{2}\left(\|\nabla u\|_{p}^{p}+\mu^{p}+1\right),
\end{aligned}
$$

for all $\epsilon>0$.
By choosing $0<\epsilon$ small enough, say $\epsilon<\gamma_{2} / 8$, we have that

$$
\begin{align*}
\int_{\Theta} S(\nabla u) \nabla\left(\Delta_{-h}\left(\xi^{2} \Delta_{h} u\right)\right) d x & \geq I_{4}-\left|I_{6}\right|-\left|I_{5}\right|-\left|I_{2}\right|  \tag{12}\\
& \geq \frac{\gamma_{2}}{2} \mathcal{I}_{h}(u)-c h^{2}\left(\|\nabla u\|_{p}^{p}+\mu^{p}+1\right)
\end{align*}
$$

where the constant $c$ is independent of $u$ and depends essentially on $\|a\|_{C^{2}}$.
3.2.3. The external force. The external force is estimated as follows

$$
\begin{aligned}
& \left|\int_{\Theta} f \Delta_{-h}\left(\xi^{2} \Delta_{h} u\right) d x\right| \leq c(a)|h|\|f\|_{2}\left\|\nabla\left(\xi^{2} \Delta_{h} u\right)\right\|_{2} \\
& \leq c(a)|h|\|f\|_{2}\left\{\left\|2 \xi \nabla \xi \Delta_{h} u\right\|_{2}+\left\|\xi^{2} \nabla\left(\Delta_{h} u\right)\right\|_{2}\right\} \\
& \leq c(a)|h|\|f\|_{2}\left\{\frac{|h|}{\rho}\|\nabla u\|_{2}+\left\|\xi^{2} \Delta_{h}(\nabla u)+\xi^{2}\left(\nabla u_{\mid T_{h}}\left[\nabla T_{h}-\mathrm{I}\right]\right)\right\|_{2}\right\} \\
& \leq c(a)|h|\|f\|_{2}\left\{\frac{|h|}{\rho}\|\nabla u\|_{2}+\left\|\xi \Delta_{h}(\nabla u)\right\|_{2}+|h|\|\nabla u\|_{2}\right\}
\end{aligned}
$$

Hence, we get

$$
\begin{equation*}
\left|\int_{\Theta} f \Delta_{-h}\left(\xi^{2} \Delta_{h} u\right) d x\right| \leq \frac{\nu_{0}}{8}\left\|\xi \Delta_{h}(\nabla u)\right\|_{2}^{2}+\frac{c(a) h^{2}}{\nu_{0}}\|f\|_{2}^{2}+c(a) h^{2}\|\nabla u\|_{2}^{2} \tag{13}
\end{equation*}
$$

By collecting estimates (11)-(12)-(13), we obtain

$$
\begin{equation*}
\frac{\nu_{0}}{8}\left\|\xi \Delta_{h}(\nabla u)\right\|_{2}^{2}+\nu_{1} \gamma_{2} \mathcal{I}_{h}(u) \leq \frac{h^{2}}{\nu_{0}}\|f\|_{2}^{2}+c(a) \nu_{1} h^{2}\left(\|\nabla u\|_{2}^{2}+\mu^{p}+1\right) \tag{14}
\end{equation*}
$$

Hence dividing by $h^{2}$ we get that

$$
\nu_{0}\left\|\xi \frac{\Delta_{h}(\nabla u)}{h}\right\|_{2}^{2} \leq \frac{c(a)}{\nu_{0}}\|f\|_{2}^{2}+c(a) \nu_{1}\left(\|\nabla u\|_{2}^{2}+\mu^{p}+1\right)=: C
$$

where $C$ is a bounded function in terms of its arguments $\|f\|_{2}, h, \nu_{1}$, and $\|a\|_{C^{2}}$. The constant $C$ depends in a critical way only on $\nu_{0}$. This implies that on $\Xi^{+}$, where the cut-off function satisfies $\xi \equiv 1$, there exists the tangential derivative $\partial_{\tau} \nabla u \in L^{2}\left(\Xi^{+}\right)$and its norm is estimated by $C$, which depends on the data of the problem. Since estimates on $\Xi=\Xi_{m}$ are uniform with respect to $m=1, \ldots, \mathcal{N}$ and since $\cup_{m=1}^{\mathcal{N}} \Xi_{m}=\cup_{m=1}^{\mathcal{N}} V\left(\bar{x}_{m}, 2^{-3} \rho_{m}\right)$ represents a covering of $\partial \Omega$, these facts imply that in a neighborhood of the boundary all the tangential derivatives of $\nabla u$ belong to $L^{2}$. We have then proved the following proposition
Proposition 3.3. Let be given $f \in L^{2}(\Omega)$, then there exists a constant $\widetilde{C}$, independent of $u$ and of $s$ such that

$$
\begin{equation*}
\left\|\partial_{\tau_{s}} \nabla u\right\|_{L^{2}\left(\Xi_{m}^{+}\right)} \leq \frac{\widetilde{C}}{\nu_{0}}\|f\|_{L^{2}(\Omega)} \quad m=1, \ldots, \mathcal{N} \tag{15}
\end{equation*}
$$

for all tangential derivatives $\partial_{\tau_{s}}$ associated with the transformation $T_{s, h}$, for $s=$ $1, \ldots, n-1$.
3.3. Interior estimates. The interior estimates follow now easily from the previous calculations.

We believe that these estimates can be found somewhere in literature, but since we did not find appropriate references, for the sake of completeness, we briefly describe how to get them. We stress that the knowledge of all second derivatives in the interior, will be crucial for the following. Let be given any $\lambda>0$ and let the open set $\Omega_{\lambda}$ be defined as follows

$$
\Omega_{\lambda}:=\{x \in \Omega: d(x, \partial \Omega)>\lambda\} .
$$

Then, for any $0 \neq h \in]-\lambda / 4, \lambda / 4[$, the following transformation is well defined for $s \in\{1, \ldots, n\}$, as a mapping $\tau_{s, h}: \Omega_{\lambda} \rightarrow \Omega$

$$
\tau_{s, h}(x):=\left(x+h \mathrm{e}_{s}\right)
$$

where $\mathrm{e}_{s}$ is the $s$ th term of the canonical basis of $\mathbf{R}^{n}$. These are the usual translations in all directions and we also define

$$
\left(\delta_{h} f\right)(x):=f\left(\tau_{h}(x)\right)-f(x) \quad \forall x \in \Omega_{\lambda}
$$

We observe that now the operator $\delta_{h}$ commutes with spatial derivatives, hence relations in the previous section become much easier. Take then a smooth function $\xi \in C_{0}^{\infty}(\Omega)$ such that

$$
\xi(x)=\left\{\begin{array}{lr}
1 & \forall x \in \Omega_{\lambda} \\
0 & \forall x \in \Omega \backslash \Omega_{\lambda / 2}
\end{array}\right.
$$

By using as test function

$$
\phi(x)=\left\{\begin{array}{lr}
\delta_{-h}\left(\xi^{2} \delta_{h} u\right) & x \in \Omega_{\lambda / 2}, \\
0 & x \in \Omega \backslash \Omega_{\lambda / 2}
\end{array}\right.
$$

for $0 \neq h \in]-\lambda / 8, \lambda / 8[$, we can easily deduce, re-doing previous calculations, that

$$
\nu_{0}\left\|\delta_{h}(\nabla u)\right\|_{L^{2}\left(\Omega_{\lambda}\right)} \leq \frac{h^{2}}{\nu_{0}}\|f\|_{2}^{2}+c \nu_{1} h^{2}\left(\|\nabla u\|_{2}^{2}+\mu^{p}+1\right) .
$$

This proves that for any compact set $\Omega^{\prime} \subset \subset \Omega$

$$
\partial_{i j} u \in L^{2}\left(\Omega^{\prime}\right) \quad \forall i, j=1, \ldots, n
$$

Observe that the norm of the second order derivatives is not bounded uniformly (at this stage) since the constants in the above estimate depend on the choice of the cut-off function $\xi$ which gradient increases when $\Omega_{\lambda}$ gets closer and closer to $\partial \Omega$.

Anyway this is enough to prove that $u \in W_{l o c}^{2,2}(\Omega)$. Moreover for any $0<h<\lambda$ and $1 \leq s \leq n$, by (4) we have the estimate

$$
\begin{aligned}
& \int_{\Omega_{2 \lambda}} \mid S\left(D u\left(x+h e_{s}\right)\right)-S\left(\left.D u(x)\right|^{2} d x\right. \\
& \leq \gamma_{1}^{2} \int_{\Omega_{2 \lambda}}\left(\mu+\left|D u\left(x+h e_{s}\right)\right|+|D u(x)|\right)^{2(p-2)}\left|D u\left(x+h e_{s}\right)-D u(x)\right|^{2} d x \\
& \\
& \leq \gamma_{1}^{2} \mu^{2(p-2)} h^{2}\left\|D^{2} u\right\|_{2, \Omega_{\lambda}}^{2}
\end{aligned}
$$

It follows that $\partial_{s} S(D u) \in W^{1,2}\left(\Omega_{2 \lambda}\right)$ for any $s=1, \ldots, n$ and for any $\lambda>0$. In particular $\nabla \cdot S(D u)$ is a function il $L_{l o c}^{2}(\Omega)$ and we can write system (1) almost everywhere in $\Omega$. This concludes the proof of Theorem 1.4, which will be of paramount importance in the following subsection.
3.4. Estimates for the second order "normal derivative". In this subsection we will consider only the case

$$
S(A)=\left(\mu+|A|^{2}\right)^{\frac{p-2}{2}} A, \quad \mu>0
$$

A very relevant point is that we are considering a non-degenerate stress tensor, that is we are treating the case $\mu>0$. With this assumption, Theorem 1.4 allows us to write point-wisely the equations, in order to recover regularity of the normal derivatives and also of all other second order partial derivatives, near to the boundary. In this context near to the boundary means that we will prove not only that $\partial_{i j} u(x) \in L_{l o c}^{2}(\Omega)$, but also that $\partial_{i j} u(x) \in L^{2}(\Omega)$, and this will be obtained by showing that the estimates are uniform in $\Omega^{\prime} \subset \subset \Omega$. So the knowledge of the interior regularity plays a fundamental role in the proof.

We estimate now the quantity $\partial_{n n} u$ (which we call "normal derivative" since it corresponds to the normal derivative at $x=0$ ) close to the boundary and in the
reference frame we use in $\Theta$. We use the name "normal derivative" since in the flat case this operation corresponds to the normal derivative.

We recall that in $\Xi^{+}$we proved existence of $\partial_{\tau} u$ as function of $L^{2}\left(\Xi^{+}\right)$. We now prove, in the reference frame corresponding to the definition of $\Xi^{+}$that $\partial_{n n} u \in$ $L^{2}\left(\Xi^{+}\right)$). First observe that, since we know the interior regularity, we can write the equations point-wise for a.e. $x \in \Theta^{+} \subset \Omega$ and we obtain, for any $i=1, \ldots, N$

$$
\sum_{j, k=1}^{n}\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right] \partial_{j j} u_{i}+(p-2) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-4}{2}} \partial_{j k} u_{i} \partial_{k} u_{i} \partial_{j} u_{i}=-f_{i}
$$

We can explicitly write the normal derivative as follows

$$
\begin{aligned}
& {\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}+(p-2) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-4}{2}}\left(\partial_{n} u_{i}\right)^{2}\right] \partial_{n n} u_{i}} \\
& =-\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right] \sum_{j \neq n} \partial_{j j} u_{i} \\
& \quad+(2-p) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-4}{2}}\left[\sum_{(j, k) \neq(n, n)} \partial_{j k} u_{i} \partial_{k} u_{i} \partial_{j} u_{i}\right]-f_{i} .
\end{aligned}
$$

We observe now that, since $1<p<2$, then both $p-2<0$ and $p-1>0$, hence

$$
\begin{aligned}
\nu_{0}+ & \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}+(p-2) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-4}{2}}\left(\partial_{n} u_{i}\right)^{2} \\
& \geq \nu_{0}+\nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}+(p-2) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-4}{2}}|\nabla u|^{2} \\
& \geq \nu_{0}+(p-1) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}} \\
& \geq \nu_{0}>0 .
\end{aligned}
$$

We then obtain

$$
\begin{aligned}
& {\left[\nu_{0}+(p-1) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right]\left|\partial_{n n} u_{i}\right|} \\
& \leq\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right] \sum_{j \neq n}\left|\partial_{j j} u_{i}\right| \\
& \quad+(2-p) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-4}{2}}|\nabla u|^{2}\left(\sum_{(j, k) \neq(n, n)}\left|\partial_{j k} u_{i}\right|\right)+|f| \\
& \quad \leq\left[\nu_{0}+\nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right] \sum_{j \neq n}\left|\partial_{j j} u_{i}\right| \\
& \quad+(2-p) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\left(\sum_{(j, k) \neq(n, n)}\left|\partial_{j k} u_{i}\right|\right)+|f|
\end{aligned}
$$

so finally

$$
\begin{align*}
& {\left[\nu_{0}+(p-1) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right]\left|\partial_{n n} u_{i}\right|} \\
& \quad \leq\left[\nu_{0}+(3-p) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right]\left(\sum_{(j, k) \neq(n, n)}\left|\partial_{j k} u_{i}\right|\right)+|f| \tag{16}
\end{align*}
$$

We set, for a fixed $i \in\{1, \ldots, N\}$

$$
\begin{equation*}
g_{r s}:=\partial_{r s} u_{i}+\left(\partial_{r} a\right) \partial_{n s} u_{i} \quad r=1, \ldots, n-1, s=1, \ldots, n \tag{17}
\end{equation*}
$$

and observe that $g_{r s}: \Xi^{+} \rightarrow \mathbf{R}$ is exactly $\partial_{\tau_{r}} \partial_{s} u_{i}$, that is the tangential derivative of $\partial_{s} u_{i}$ calculated by means of $T_{r, h}$ and -due to the results from Proposition 3.3-
we know that $g_{r s} \in L^{2}\left(\Xi^{+}\right)$. By (17) we obtain, for any $1 \leq k \leq n-1$

$$
\begin{equation*}
\partial_{n k} u_{i}=\partial_{k n} u_{i}=g_{k n}-\left(\partial_{k} a\right)\left(\partial_{n n} u_{i}\right) \tag{18}
\end{equation*}
$$

Using (17) and (18) we obtain, for any $1 \leq j, k \leq n-1$

$$
\begin{align*}
\partial_{j k} u_{i} & =g_{j k}-\left(\partial_{j} a\right)\left(\partial_{n k} u_{i}\right)= \\
& =g_{j k}-\left(\partial_{j} a\right) g_{k n}+\left(\partial_{j} a\right)\left(\partial_{k} a\right)\left(\partial_{n n} u_{i}\right) \tag{19}
\end{align*}
$$

By (18) and (19) we get

$$
\begin{align*}
\sum_{(j, k) \neq(n, n)}\left|\partial_{j k} u_{i}\right| & =\sum_{j, k=1}^{n-1}\left|\partial_{j k} u_{i}\right|+2 \sum_{k=1}^{n-1}\left|\partial_{n k} u_{i}\right| \\
& \leq 2\left(\sum_{j=1}^{n-1} \sum_{k=1}^{n}\left|g_{j k}\right|\right)+\left(\sum_{j, k=1}^{n-1}\left|\partial_{j} a \| g_{k n}\right|\right)  \tag{20}\\
& +\left[\left\|\nabla^{\prime} a\right\|_{\infty}^{2}(n-1)^{2}+2\left\|\nabla^{\prime} a\right\|_{\infty}(n-1)\right]\left|\partial_{n n} u_{i}\right|
\end{align*}
$$

and we can substitute in the right hand side of (16) to get

$$
\begin{aligned}
& {\left[\nu_{0}+(p-1) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right.} \\
& \left.-\left[\left\|\nabla^{\prime} a\right\|_{\infty}^{2}(n-1)^{2}+2\left\|\nabla^{\prime} a\right\|_{\infty}(n-1)\right]\left(\nu_{0}+(3-p) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right)\right]\left|\partial_{n n} u_{i}\right| \\
& \leq\left[\nu_{0}+(3-p) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right]\left[2\left(\sum_{j=1}^{n-1} \sum_{k=1}^{n}\left|g_{j k}\right|\right)+\left(\sum_{j, k=1}^{n-1}\left|\partial_{j} a\right|\left|g_{k n}\right|\right)\right]+|f| .
\end{aligned}
$$

Hence, if (7) holds, since $\frac{p-1}{3-p}<1$ we have that

$$
\left\|\nabla^{\prime} a\right\|_{\infty}^{2}(n-1)^{2}+2\left\|\nabla^{\prime} a\right\|_{\infty}(n-1)<\frac{p-1}{2(3-p)}
$$

hence

$$
\begin{aligned}
& \nu_{0}+(p-1) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}} \\
& \begin{aligned}
&-\left[\left\|\nabla^{\prime} a\right\|_{\infty}^{2}(n-1)^{2}+2\left\|\nabla^{\prime} a\right\|_{\infty}(n-1)\right]\left(\nu_{0}+(3-p) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right) \\
& \geq \frac{p-1}{2(3-p)}\left(\nu_{0}+(3-p) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}\right)
\end{aligned}
\end{aligned}
$$

then, for a.e. $x \in \Xi^{+}$,

$$
\begin{aligned}
\left|\partial_{n n} u_{i}\right| \leq 2 \frac{3-p}{p-1} & {\left[2\left(\sum_{j=1}^{n-1} \sum_{k=1}^{n}\left|g_{j k}\right|\right)+\left(\sum_{j, k=1}^{n-1}\left|\partial_{j} a\right|\left|g_{k n}\right|\right)\right] } \\
& +\frac{3-p}{p-1} \frac{2|f|}{\nu_{0}+(3-p) \nu_{1}\left(\mu+|\nabla u|^{2}\right)^{\frac{p-2}{2}}} \\
\leq & 2 \frac{3-p}{p-1}\left[2\left(\sum_{j=1}^{n-1} \sum_{k=1}^{n}\left|g_{j k}\right|\right)+\left(\sum_{j, k=1}^{n-1}\left|\partial_{j} a\right|\left|g_{k n}\right|\right)\right]+\frac{2}{\nu_{0}}|f|
\end{aligned}
$$

By using Proposition 3.3 we finally obtain that there exists $C(p, n)>0$, depending only on $p$ and on $n$, such that

$$
\begin{equation*}
\left\|\partial_{n n} u_{i}\right\|_{L^{2}\left(\Xi^{+}\right)} \leq \frac{C(p, n)}{\nu_{0}}\|f\|_{L^{2}(\Omega)} \quad i=1, \ldots, N \tag{21}
\end{equation*}
$$

3.5. Estimates for all non-tangential derivatives. We now use the results of the previous section to end the proof of the main result. We observe that by using (18) and (19), we obtain by comparison

$$
\begin{equation*}
\left\|\partial_{j k} u_{i}\right\|_{L^{2}\left(\Xi^{+}\right)} \leq \frac{3 C(p, n)}{\nu_{0}}\|f\|_{L^{2}(\Omega)} \quad j=1, \ldots, n-1, k=1, \ldots, n, i=1, \ldots, N \tag{22}
\end{equation*}
$$

since all terms from the right-hand sides belong to $L^{2}\left(\Xi^{+}\right)$.
Finally collecting the estimates (15)-(21)-(22), and by observing that estimates in $\Xi_{m} \subset V_{m}$ are uniform in $m=1, \ldots, \mathcal{N}$, we end the proof of Theorem 1.2.
4. The degenerate case. In this section we consider the degenerate case $\mu=0$, that is we consider the problem, for $\nu_{0}, \nu_{1}>0$

$$
\begin{align*}
-\nu_{0} \Delta u-\nu_{1} \nabla \cdot\left(|\nabla u|^{p-2} \nabla u\right) & =f & & \text { in } \Omega  \tag{23}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}
$$

which corresponds to a Laplacian plus a $p$-Laplacian.
The difficulty stems in the fact that is it not possible to use the calculations of the previous section in a direct manner, since many terms can have a non-controlled growth near the points where $\nabla u=0$. To this end we follow path similar to Barrett and Liu [18] and [8] and we use problem (1) as a suitable approximation to (23). To this end we explicitly denote by $u^{\mu}$ the solution to (1), where $\mu>0$ is given.

The results of Theorem 1.2 show that, there exists $C$, independent of $\mu \in] 0,1$ [ (the upper bound is unessential, since we are interested in the behavior near zero) such that

$$
\left\|u^{\mu}\right\|_{W^{2,2}(\Omega)} \leq \frac{C}{\nu_{0}}\|f\|_{L^{2}(\Omega)} \quad \text { for each given } \mu>0
$$

Hence, by using weak compactness and Rellich theorem, we can select a sequence $\left\{\mu_{r}\right\}_{r \in \mathbf{N}}$ such that $\mu_{r} \rightarrow 0^{+}$and a function $u \in W^{2,2}(\Omega)$ such that

$$
\left\{\begin{array} { l } 
{ u ^ { \mu _ { r } } \rightharpoonup u \quad \text { in } W ^ { 2 , 2 } ( \Omega ) , } \\
{ u ^ { \mu _ { r } } \rightarrow u \quad \text { in } W ^ { 1 , q } ( \Omega ) } \\
{ \nabla u ^ { \mu _ { r } } \rightarrow \nabla u \quad \text { a.e. in } \Omega . }
\end{array} \quad \left\{\begin{array}{l}
\text { for all } q<2^{*}=\frac{2 n}{n-2}, \text { if } n \geq 3, \\
\text { for all } q \geq 1, \text { if } n=2,
\end{array}\right.\right.
$$

We next observe that

$$
\left|\left(\mu_{r}+\left|\nabla u^{\mu_{r}}(x)\right|^{2}\right)^{\frac{p-2}{2}} \nabla u^{\mu_{r}}(x)\right| \leq\left|\nabla u^{\mu_{r}}(x)\right|^{p-1} \quad \text { a.e. } x \in \Omega
$$

hence, recalling that $u^{\mu_{r}}$ is a weak solution and since $p<2$ implies $p^{\prime}>2$, there exists $C>0$ independent of $r \in \mathbf{N}$ such that

$$
\begin{aligned}
\left\|\left(\mu_{r}+\left|\nabla u^{\mu_{r}}(x)\right|^{2}\right)^{\frac{p-2}{2}} \nabla u^{\mu_{r}}(x)\right\|_{L^{2}} & \leq|\Omega|^{\frac{2-p}{2 p}}\left\|\left(\mu_{r}+\left|\nabla u^{\mu_{r}}(x)\right|^{2}\right)^{\frac{p-2}{2}} \nabla u^{\mu_{r}}(x)\right\|_{L^{p^{\prime}}} \\
& \leq|\Omega|^{\frac{2-p}{2 p}}\left\|\nabla u^{\mu_{r}}(x)\right\|_{L^{p}}^{p-1} \leq C .
\end{aligned}
$$

Next, by recalling that $\Omega$ is bounded and $\psi^{\mu_{r}}:=\left(\mu_{r}+\left|\nabla u^{\mu_{r}}(x)\right|^{2}\right)^{\frac{p-2}{2}} \nabla u^{\mu_{r}}(x)$ is such that

$$
\begin{aligned}
& \left\|\psi^{\mu_{r}}\right\|_{L^{2}} \leq C \\
& \psi^{\mu_{r}} \rightarrow \psi^{0}:=|\nabla u(x)|^{p-2} \nabla u(x) \quad \text { a.e. } x \in \Omega
\end{aligned}
$$

by Lions [17, Lemma I.1.3] it follows that $\psi^{\mu_{r}} \rightharpoonup \psi^{0}$ in $L^{2}(\Omega)$, that is

$$
\left(\mu_{r}+\left|\nabla u^{\mu_{r}}(x)\right|^{2}\right)^{\frac{p-2}{2}} \nabla u^{\mu_{r}}(x) \rightharpoonup|\nabla u(x)|^{p-2} \nabla u(x) \quad \text { in } L^{2}(\Omega)
$$

Hence, we can pass to the limit in the weak formulation in both terms on the left-hand side of (6) to get

$$
\begin{aligned}
\lim _{r \rightarrow+\infty} & \nu_{0} \int_{\Omega} \nabla u^{\mu_{r}} \cdot \nabla \phi d x+\nu_{1} \int_{\Omega}\left(\mu_{r}+\left|\nabla u^{\mu_{r}}\right|^{2}\right)^{\frac{p-2}{2}} \nabla u^{\mu_{r}} \cdot \nabla \phi d x \\
& =\nu_{0} \int_{\Omega} \nabla u \cdot \nabla \phi d x+\nu_{1} \int_{\Omega}|\nabla u|^{p-2} \nabla u \cdot \nabla \phi=\int_{\Omega} f \cdot \phi d x \quad \forall \phi \in W_{0}^{1,2}(\Omega) .
\end{aligned}
$$

This shows that $u$ is a weak solution to (23) and by uniqueness it is also the unique strong- $W^{2,2}(\Omega)$ solution to (23).
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