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Abstract—In this paper we used clustering algorithms to compare  different classes of customers can be used by energy stgpplie
the typical load profiles of different European countries in  to offer tailored, and in principle more attractive, enetapffs.
different day of the weeks. We find out that better results are

obtained if the clustering is not performed directly on the data, Accordingly, the objective of this paper is to analyze
but on some features extracted from the data. Clustering result - 1ha consumption data of some European countries of differen
can be exploited by energy providers to tailor more attractive g, oo ang of different latitudes. While it is clear that thado

time-varying tariffs for their customers. In particular, despite t he is diff tf b f | ther th .
relevant differences among the several compared countries, we IS difrerent for a number or reasons, namely, other than size

obtained the interesting result of indentifying a single feature that ~and geographical reasons, there are also different leviels o
is able to distinguish weekdays from holidays and pre-holidays the industrial sector, and use of electrical energy foredéht

in all the examined countries. purposes (e.g., heating), an interesting finding of thisepap
is that there are also some important common patterns. In
. INTRODUCTION particular, as it will be further elaborated in the papemso
I features are equivalently informative in all the considere
A. Motivation countries.

There are two main motivations to accurately analyze
electrical load consumption data: the first reason is to makdhis paper is organized as follows: the remainder of
the power grid operate in a more efficient way, possibly closéhe Section is dedicated to explain why we are interested
to real-time. In fact, the recent increase of power gendratein applying clustering algorithms to the load data, and to
from renewable sources, mainly PhotoVoltaic (PV) plants an review the current state of the art in this specific applarati
wind farms, has in turn increased the quantity of power thaSection Il introduces the used data-base, provides sortigl ini
is injected in the grid in a non-dispatchable and fluctuatingnsight on the available data, and shortly illustrates thedu
manner. On the other hand, conventional power plants (e.gclustering algorithms and the adopted performance indices
thermo-electric power plants) are continuously maintaine Section Il thoroughly compares the hourly load patterns
switched on at a low-level, as a back-up to match the energgmong the considered countries in different cases. Finally
demand, if needed (i.e., if they were switched off, then itwe summarize our findings and outline our current ongoing
would take a too long time before they could effectively beresearch in Section V.
used as a back-up). Such an operation is very expensive,
especially as it is usually very rare that they are used ir]3 Clustering
practice. In this framework, the ability to predict the ldadan '
accurate manner would clearly provide a helpful informratio Classification and clustering of time series signals is
to the energy suppliers to schedule the operation of powean important area of research in several fields, such as
plants in a more efficient, and economically convenient,.wayeconomics, engineering, finance, medicine, biology, msysi
geology, and many others. Clustering refers to the abibity t
There is also a second motivation to learn the patternaggregate similar objects together, and the basic clasteri
of electrical load consumption. The electricity market isoperation corresponds to take a setMNfobjects and group
in fact shifting towards a more dynamic, liberalized andthem into K clusters. There are three main motivations for
competitive environment; the number of Distributed Systemdoing so (from [1]):
Operators (DSOs) and energy retailers is increasing inside
single countries, and have also started competing in othdi): First, a good clustering has predictive power; in
national markets. In such a context, energy suppliers havthis case, we perform clustering because we believe the
started to offer more diversified energy tariffs, following underlying cluster labels are meaningful, will lead to a enor
the trend of diversified bills in other more-establishedefficient description of our data, and will help us choosedret
fields (e.g., telecommunications). From this perspectitie, actions. This type of clustering is sometimes called “nrigtu
ability to know the typical load consumption patterns of density modelling”, and the objective function that measur
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how well the predictive model is working is the information belonging to working days, pre-holidays and festive dayss T
content of the data. In the load consumption example, thisesult is rather surprising since the selected countriesegmt
property suggests that clusters can be used to predictefututoad data that are completely different due to the different
energy consumption as well; sizes of the countries, different latitudes, and differasés

of energy (e.g., France, where electrical energy is alsal use
(ii): Secondly, clusters allow people to compress thefor heating purposes). A second result is the identificatibn
information into a single information, corresponding teeth the typical load consumption profile in different days of the
center of the cluster, i.e., centroid. For instance, bysifgisg  week in the selected country, which is an interesting curve
load consumption into two categories (working days andhat can be used, for instance, by energy retails or sugplier
holidays), it is possible to identify two clusters and thiewo  to tailor tariffs upon typical consumption habits. This was
corresponding centroids. The centroids can be used toifigent a natural extension of [14], where clustering techniquesewe
the “typical” consumption of that day of the week. Thus, used to analyze only the Italian electrical load.
it summarizes in only one 24-hour profile the information
content of the load profiles during the, say, whole year. This II. DATA ANALYSIS AND ALGORITHMS
type of clustering is sometimes called “vector quantizatio A Data Set

(iii): A third reason to make clusters is to identify the we used the electrical load data freely available from the
“outliers”, i.e., the cases in which clusters fail to actalp ~ ENTSO-E database ENTSO-E is the European Network
represent particular data. An example of this, in our loadsf Transmission Systems Operators for Electricity. The
consumption case, is represented by working days that faENTSO-E statistical database includes a range of historica
some reasons present load consumptions that are very olosedata sets regarding power systems of ENTSO-E member
holidays (e.g., working days in the middle of two holidays). Transmission Systems Operators (TSOs). Following the
Clearly, such anomalous days should be identified and naherging of former TSOs associations in 2009, ENTSO-E has
considered when building the profile of typical working days become the single data competence centre of the Europea
electricity transmission systems; in particular, 41 TSOs
from 34 countries are members of ENTSO-E. Among other
C. State of the Art data, the ENTSO-E database provides hourly and monthly
consumption aggregated data for each country (i.e., the
The adoption of clustering techniques to analyze load dat@hole national load value is given). Note that according to
is not fully novel: for instance, reference [2] analyses thethe EC Regulation no. 1228/2003, the national TSOs have
load profiles of a representative sample of Spanish resaent to obligatorily communicate the data relating the eleetric
users, by means of dynamic clustering (i.e., dynamic in thehysical flows in transmission systems operators’ networks
sense that the load profiles are interpreted as a time-series
database). A similar attempt to classify electricity coséos  In our analyses, we downloaded daily data of six countries,
has been previously performed, among others, in [4], in théyamely, Italy, France, Germany, Belgium, United Kingdom
case of 234 non-residential customers in Italy connected tand Ireland, from year 2010 to 2013The countries were
the Medium Voltage (MV) distribution system. One of the chosen in order to cover most latitudes in Europe (i.e., from
objectives of [4] is to compare some clustering algorithms,Southern to Northern Europe), different sizes, and differe

but the results (i.e., the habits of the customers) are natlectrical loads, as it will be further illustrated in Seti
interpreted. In [3], a clustering analysis is performed thoe  ||-B.

specific case of a building in a university campus in Greece.

In some references, clustering analysis is mainly perfdre® g Ejectrical Load Data

a basis for load forecast. Among other, we remind references ] ] ) ]
[5]-[8]. In [9], the authors find out that also aggregatiorfs o Figure l_lllustrates the_z electrical load data in year 201t
several consumers can be convenient to improve forecastirgx considered countries.

accuracy. Other interesting very recent related worksutiel g can be seen from the figure, there are major differences
[10], where the authors use clustering algorithms to agalySamong the different electrical loads, apart from the obsiou
the electrical load profile and for peak load assessmengjifference of the average magnitude of the load which degend

[11] where load patterns are identified using an initial $et 0 3mong other things, on the size of the countries. In pagticul
centroids specified according to a user-defined centroiceinod j; s possible to note that:

[12] where the residential electrical load is modelled gsin
mixture model clustering and Markov models; and finally we e The electrical load in France is particularly large in

mention [13] where neuro-fuzzy classification methods are winter days. This is due to the fact that electrical
used to monitor the load in a non-intrusive fashion. energy is also used for heating, as an alternative to

gas which is the conventional fuel in (most) of the
The contribution of this paper with respect to the others other European countries;

previously mentioned is that here clustering algorithms ar
used to compare the different load profiles in different
European countries with the specific objective of identifyi

some common patterns. In domg So, we 'dentlfy a SpeCIfIC https://www.entsoe.eu/data/data-portal/consumptigeB/default.aspx

feature, . na_lmely, “morning S|0pe’j, Fhat. i.S partjcularly 2At the time when the manuscript was prepared, complete data yeam
informative in all the selected countries in distinguighiolays 2014 was not available yet for all countries

The electrical load is particularly high in Italy in
summer days due to air conditioning. The same effect
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Fig. 1. Hourly electrical load in the different consideredr&pean countries in the whole year 2013.

is not as clear in other considered countries, due tadhe most popular clustering algorithms: Fuzzy c-Means. The
the fact that the weather is not as hot as in Italy; alsofuzzy c-Means (FCM) algorithms is a soft version of the so-
note that the load is dramatically low for a couple of called K-means algorithm. In the K-means algorithm, K aiiti
weeks around August 15, this is due to the fact thatpoints are randomly chosen as the center of the K classes
almost all companies and offices close for holidays; denoted as centroids. Then assignment stepwhere each
. . . point is assigned to the nearest centroid, andipdate step
e The electrical load is practically constant throughoutere the centroids are adjusted to match the means of thei
the year in Germany. This is due to the fact that a larg&y,t5 points, are performed iteratively. The K-means allori
component of the load is the industrial Ioad.wh|ch IS always converges to a fixed point [1]. A drawback of the K-
not affected too much by seasonal patterns; means algorithm, is that points are assigned to exactly one
cluster, and all points within a cluster equally belong tatth
C. Fuzzy c-Means cluster. One way to circumvent such a criticism, is to make
the algorithm softer, and associate each points with a degre
We used a clustering algorithm to partitidh data points in  to quantify the membership to each cluster. The FCM is an
a 24-dimensional space (i.e., a daily load) iffoclasses, example of such an algorithm, and it was initially proposgd b
where N and K depend to the application of interest. There Dunn [15] and then refined by Bezdek [16]. It can be shown
are many ways to do so, and we decided to adopt one of



that basic fuzzy C-means algorithms correspond to maximumrunning the FCM algorithm, not exploiting the membership
likelihood algorithms for fitting a mixture of Gaussians tatal  degree; this information will be further explored in a fidur
[1]. work.

D. Performance Index Jan| Bk @Ak Ak @ E kA kA @Ak Ak Tk -

It is well known, and also rather obvious, that the electrica
consumption load has a daily pattern that is repeated every
24 hours. However, it is also known that this is not the i
only pattern, and the electrical load does also have a weekly
pattern, which strongly depends on the specific day of the
week, namely, working days vs. holidays. As an illustrative
example, Figure 2 compares the electrical load in two weeks
of year 2013, from April 15 to April 28. The two weeks
were arbitrarily chosen within the year, just for the sake of = %[ * A @Bk @Rk dd k&R ddd Ak o Rhi+te
comparison, in such a way that no holidays occur within the = No[ ®@#dktk itk o ittt uititte 1
week in any of the selected countries for the period under — Pecf BA O i@ it idioatouutonto-
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Saturdays are shown in blue and Sundays are in red. As
Fig. 3. Working (black stars) vs. pre-holidays (blue cisgles. holidays (red
15-28 April, 2013 squares) in ltaly in 2013.
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IIl. CLUSTERING RESULTS
A. Direct Load Clustering

Table | shows what happens if one runs the FCM algorithm
directly on the raw data, or on the normalized dat@he
objective is to obtain two clusters of data, one correspundi
to holidays and pre-holidays, and another one correspgndin
Belgium to working weekdays. As can be seen from Table I, pre-
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TABLE I. ABILITY OF THE CLUSTERING ALGORITHMS TO ASSOCIATE
Mon Tue Wed Thu B Sai Sun Men Tue Wed Thu Fi Sal Sun A GIVEN LOAD PROFILE WITH THE CORRESPONDING DAY IN YEARS
bay of the Week 2011-2013 S A PERCENTAGE OF THE OVERALL NUMBER OF DAY$
Fig. 2. Dalily load in the six countries. Daily patterns (i.e.eekdays vs. 2011-13 Raw Data | Normalized Data
holidays) are clearly visible. Belgium 73.03% 7153%
France 52.84% 52.84%
. . . G 93.70% 92.95%
can be seen from the Figure, the load is typically lower on 1T ey
Sundays (i.e., when many commercial activities and some Ttaly 9281% 89.60%
industries are closed), and is higher during the weekdays. UK 57.15% 57.22%
Some intermediate behaviour is sometimes obtained on ) )
Saturdays. processing of the data does not seem to influence the result:

of the clustering. Also, it can be seen that the direct chirgge

Thus, the objective of this paper is to test the ability ofis already quite effective on both Italy and Germany, while
a clustering algorithm, namely, the fuzzy c-Means explaine the clustering approach classifies data in a different manne
in the previous section, to automatically classify dailpfies in the other countries. In particular, from visual inspeutiof

as belonging to a weekday or to a holiday. In some cases, wi@€ results, it can be seen that the data are not autommticall
shall also be interested in further split them into thressds, clustered upon the day of the week, but rather upon the awerag
i.e., weekdays, holidays and pre-holidays (i.e., nonivfest Vvalue of the load, which is heavily affected by some seastynal
days before holidays). In particular, we are interested ireffects.

comparing the results that are obtained in each of the six

selected countries. Then, the performance index correlsponB. Feature-based Clustering

tho theb numbetr oft'da3|/|s tielor)fglrég' totha glventcllljstg tr_ll_atl'he results of Table | can be improved if the clustering
have te”enl au _?_mat_lca y de?ss' tlek mf € C(:rr]rec ?“Sd € agProcedure is performed on some features extracted from
corréct” classiication 1S thus taken irom the calendar. Aly,a gata  rather than from the data itself. In this work, we

]tchls:[.reggrd, n?te _tha{t d'ffefeFf“ cougtrlgs ha\t’ﬁ altd'r.fe?t'gf consider the features listed in Table Il. Some of them are
efs ve 2%/153 orr:ns atrlhce,d |guLe sbows Ie _?wan fent_ conventional choices in data analysis, others are known to
or year » where the days have been classified as festivgy, interesting for the specific application of interest. ifigk

holidays and pre-holidays. ; X ! . ;
For the reasons listed above, being interested in ﬁnding(;)ne feature at a time into consideration, the cluster aisalys

two or thrge hard partitions (namely' Wee.kdé_lys- holidays 3here, by normalized we intend that the data are pre-procdsskeve a
and pre-holidays) we use a basic defuzzyfication step aftefero mean and a unitary standard deviation




TABLE IlI. 2-CLUSTERS CLUSTERING UPON SELECTED FEATURES RATHER THAN ONHE LOAD DATA IN YEARS 2011-2013 AS A PERCENTAGE OF THE
OVERALL NUMBER OF DAYS)
Feature/Country Belgium | France | Germany | Ireland Italy UK
Daily Load 69.95% 5257% 91.17% 57.02% 90.42% | 56.82%
Daily Mean 69.95% 52.57% 91.17% 57.02% 90.42% | 56.81%
Daily Variance 68.79% 79.26% 84.12% 85.42% 82.89% | 66.32%
Min-max 80.08% | 79.26% | 87.54% | 6126% | 87.82% | 5585%
Max Peak 75.56% 52.70% 94.59% 54.14% 91.92% | 55.85%
Peak Hour 6057% | 64.75% | 6235% | 6256% | 5014% | 59.48%
Morning Slope 96.37% | 9610% | 96.71% | 9308% | 9469% | 9507%
Night Slope 57.70% 59.27% 78.71% 55.99% 60.64% | 51.88%
FFT 81.38% 5387% 9521% 64.20% 94.66% | 60.03%
Kurtosis 59.89% 54.07% 51.27% 57.70% 75.70% | 68.31%
Partial Daily Mean 83.23% 53.46% 95.00% 79.19% 5838% | 58.38%
Partial Daily Variance 65.98% 59.55% 61.05% 7296% | 66.46% | 69.20%
Partial Min-max 6297% | 57.36% | 59.14% | 68.38% | 60.03% | 66.67%
Partial Min-diff 60.78% | 5503% | 5002% | 8433% | 6215% | 8261%
Partial Max-diff 6207% | 6366% | 6824% | 5962% | 6831% | 59.00%
Late Morning 71.25% 56.61% 51.75% 84.12% 69.20% | 83.23%
Late Afternoon 63.38% 58.04% 69.40% 5353% 75.02% | 53.73%
FFT Peak 69.95% 52.57% 9117% 57.02% 90.42% | 56.81%
TABLE II. L IST OF INTERESTING FEATURES o . . .
it is well known that in truth they are holidays. Obviously,
l Feature [ Definition |  the load follows the real life trend, rather than the calenda
DDa_'l'V '\';Ioad I\S/lum Offdg"¥ '?addva'llles A similar pattern can be noticed during Christmas holidays
ally Mean ean of dally load values H . H
Baily Variance Variance of daily Toad values in mo_st countrles_.. Therefore, the only way t£) mcr.eatc:e the
Min-max Difference between the maximum and the minimdm  matching probability closer to 100 %, is to “redefine” the
S KAa'U? of the ?a"y][oaldd R— calendar according to people’'s habits. Since any choice in
ax Peal aximum value of the ally loa H H . H H H
Peak Hour Hour of the day af which we have the maximum valiie this direction can be interpreted as arbitrary, and as in any

of the daily load

Morning Slope

Difference between the load value at 10.00 am and
06.00 am

Partial Daily Mean

Mean of daily load values between 11.00 am and 08
pm

Partial Daily Variance

Variance of the daily load values between 11.00 am 4
08.00 pm

Partial Min-max

Difference between the maximum and the minimuy
value of the load between 11.00 am and 08.00 pm

load between 11.00 am and 08.00 pm

Early Afternoon

Difference between the load value at 11.00 am and

FFT Peak

Maximum of the absolute values of the Fast Fouri
Transform of the daily load values

at

nd

at

e

=

case such operations require some knowledge of the habits
of people in different countries, in this paper we simplydise
the calendar as a term of comparison. However, one should

Night Slope Difference between the load value at 11.00 pm and at . . . i
09.00 pm be aware that reaching higher matching probabilities would
FFT Sum of the absolute values of the Fast Fourier Trahs- pe hard' and under some points of ViEW, even wrong.
form of the daily load values
Kurtosis Kurtosis of daily load values

C. Three-cluster Clustering

In this section, we are interested in investigating theitgbil
of the clustering algorithms to directly classify data into
weekdays, pre-holidays and holidays. This task is conglder

Partial Min-diff Difference between the average load and the mnmim ~more complicated. As previously mentioned, some working
: : load between 11.00 am and 08.00 pm days should be in truth treated as festive days; thus, the dif
Partial Max-diff Difference between the maximum load and the average

ference between pre-holidays/holidays and weekdays bexom
even more subtle. In this section we compare four possible

03.00 pm inae (i ; -
Late Afternoon Difference between the load value at 09.00 pm and at strategles.' (I) a direct cIusFer'l_ng prqcedure that. Seﬁarme
06.00 pm raw data in three classes; (ii) a direct clustering prooedur

that separates the data in three classes based on some;featu
(iii) a hierarchical clustering procedure that first sepesahe

raw data into two classes as before, working days and non-
working days, and then further separates the non-workigg da

is iterated to obtain a significance scoring of each featureinto holidays and pre-holidays; and (iv) the same hieraadhi
Accordingly, Table Il shows the performance of clusteringprocedure of before performed on the features rather than orn
upon the features previously listed. As can be seen fronthe raw data. Table IV illustrates the obtained results, but
Table Ill, feature “Morning Slope” is the most informative due to space limits we only report results for a single (most
feature in each of the six selected country, and in each taseihformative) feature. As can be noted in Table IV, hieracahi
manages to infer the correct day of the week around 95-96%lustering provides better results than direct clusterimigen

of the times. taking features into considerations, while it performsteui
poorly for what regards raw data. Consistently with the 2-
Comment Note that it might be pointless to try to clusters clustering “Morning Slope” appears to be the most

improve the previous results up to, say, 100 %. The reasoimformative feature, performing slightly worse than the-pr

is that some days of the year, though belonging to a certaimious case. On the other hand, other, and generally differen
class just from the point of view of the calendar, still, iregy  features are the most informative in case of direct clusteri
day life, they correspond to another class. As an exampleéQbviously, results could be improved if the clustering was
in ltaly practically every single office and most industriesbased on a set of features, rather than on a single feature
are closed for two weeks around August 15; thus, all theand preliminary analysis show that combinations of two or
weekdays appear as “working days” from the calendar, buthree features perform dramatically better in the case refctli
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Fig. 4. Average and standard deviation of the features inm@ay in the different days of the calendar. Top (black) lireferto weekdays, middle (blue) line
refers to pre-holidays, and the bottom red line refers tadagk.

TABLE IV. ABILITY OF THE CLUSTERING ALGORITHMS TO ASSOCIATE

A GIVEN LOAD PROFILE WITH THE CORRESPONDING DAY IN YEARS in the Correspondlng set of days (tOp, bIaCk' W0rk|ng dayS;

2011-2013 AS A PERCENTAGE OF THE OVERALL NUMBER OF DAY} midd|e,_ blue, pre-h'olidays; bOttQm, red, h0|idays).- C_Jbﬁ'af
- - - e e if the lines are horizontally spatially separated, this lieg
ouptry - Bect rect leraranica rerarchica that the corresponding feature is expected to be useful in
Method Data Feature Data Feature identifying the different days of the week. As anticipated i
Belgium || 5257% (Pgiklfm ) 4244% (Mor?](?%z‘gﬂope) Table 1V, Figure 4 confirms that the “Max Peak” and the
u I “ H ” H
Frarce [ 309.08% TRAET Y YRTIT) 54799 Morning Slope” are two of the most valuable feature in the
(Morning Slope) (Morning Slope) case of Germany.
Germany 54.28% 59.14% 63.72% 90.07%
(Max Peak) (Morning Slope)
Ireland 53.25% 63.18% 3853% 90.82%
(Part. Daily Var.) (Morning Slope) IV. " CONCLUSION
ltaly 54.96% (Zﬁrffz"s) 63.24% (Moi?%o"g"lope) As we had initially anticipated, one of main advantages
UK 5175% 7358% 3833% 89.32% of clustering_ lies in summarizing information in a single
(Kurtosis) (Morning Slope) data-vector (i.e., the centroid of the cluster) which cgpands

to some average consumption profile which is typical of
a specific country. Such an information can be useful, for
clustering, with percentages up to 90% and slightly better i instance, for electrical energy providers to tailor theiriffs
the case of hierarchical clustering with percentages ub% 9 accordingly. Figure 5 shows the centroids of the two cligster
for each country; this aspect will be further investigated i (i.e., weekdays vs. holidays) for the six selected coustrie
future works. We believe that the information shown in Figure 5 can be
For the sake of completeness, in Figure 4, we show howery useful for electrical energy suppliers and retails as a
informative every single feature is, in the case of a particuindication of some average profiles. This information can be
lar country, here Germany. Figure 4 shows the mean valuaseful, for instance, to plan optimal scheduling of dispatide
and the standard deviation of the features of interest in theower plants to support power plants that exploit renewable
German case, in the period 2010-2013. In each subgraplkenergy to provide the required energy.
a line is centered on the mean value of that given feature



Belgium France

12 80 T T

115 |

11

105 |

10f

@
=)
T

L

95 |

a
=]
T

L

Hourly Electrical Load [GW]
B
&
T
.

Hourly Electrical Load [GW]
&
T
1

I T S S N N \ \ I \ Ty - I
7 123 45867 0 fl%\ 13 14 15 16 17 18 19 20 21 22 23 24 35 12 3 4567 10 fl%l 13 14 15 16 17 18 19 20 21 22 23 24
Hour o HOIJI' [9) e Day

Germany Ireland
7T T T T T T T T T T T T T T AS——TTT—T—T—TTTT T T T T T T T 7T

N
o
T
N
T

Hourly Electrical Load [GW]
S~ a o (=2} (o2}
01 o a1 =] 1
T T T T T
. . . . .
Hourly Electrical Load [GW]
w w
o w o IS
T T T T
\ \ \ \

A S N S SR S S 1 1 PR T T N N \ \
35 123 456 7 89 f‘l%l 13 14 15 16 17 18 19 20 21 22 23 24 15 123 456 9 10 11 %13 14 15 16 17 18 19 20 21 22 23 24
our of Hour of t
Italy United Kingdom
50 T T 50 T T T T

Hourly Electrical Load [GW]
w w Py B
=] a1 (=] a1
T T T T
. . . .
Hourly Electrical Load [GW]
N w W B S~
(4 (=] (5 (=] a
T T T T T
. . . . .

25

20 T f'l.% 13 14 15716 17 18 10 20 21 22 23 24
Hou I'O

I
1234567829 #%131415161718192021222324
0[0

Fig. 5. Centroids of the clusters of working days and hol&aythe six selected countries. In all figures, the top cuirvdslue, corresponds to working days,
and the curve below, in red, to holidays.
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