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Abstract—In this paper we present an improved receiver archi- A few years ago an unconventional interesting spread-
tecture for sweep-spread-carrier modulation, a spread-spctrum  spectrum transmission technique was proposed in [7] and
technique proposed to effectively contrast the effects ofirhe applied to the UWA channel. The basic idea is to employ

dispersion over multipath propagation channels in underwaer tooth-f odulated waveform as sianal carrie
acoustic wireless links. The proposed structure is capabl® take a sawtootn-frequency-m 9

advantage of the energy received from all propagation paths (termed S2C, sweep-spread carrier), with linear frequency
rather than only from the strongest path, as envisaged in the ramps, such to facilitate separation at the receiver of the
pioneering paper introducing this modulation technique. Ahard-  signal replicas collected from the various channel paths.
ware version of the modem was implemented in laboratory andts Actually, since these replicas undergo different propagat
behavior was assessgq and compared, using stapdard propaiga del th d to diff t it the f
models, to that exhibited by the traditional single-path-tased 9€'ayS, (ey are mappeda to ditterent positions on the neqyie
scheme in terms of bit error rate. Results are presented shang a@xis when the received signal is downconverted to baseband
that gains of a few decibels can be achieved in signal-to- using a locally-generated copy of the S2C synchronized to
noise-plu.s-inlterference ratio.. Issges relevant to .carrilésymbol the strongest path. A proper design of the signal parameters
synch(onlzatlon, channel estimation and sensitivity to Dppler permits to space the spectral replicas associated with the
distortion are also addressed. . . .
various paths far enough from one another so as to avoid their
Index Terms—Multipath propagation, underwater acous- overlap. It is therefore possible to single out the strohgath
tic communications, spread-spectrum, sweep-spread CcaBf, \yith no interference from the others, thus canceling mattip
multiple-branch receiver, rake receiver, maximal ratio canbining induced distortion.
From the pioneering paper [7] to date a number of im-
provements and variants of the initial scheme of the S2C
I. INTRODUCTION receiver have been proposed and analyzed. In part?cu_kar, th
patent document [8] presents some conceptual receiver arch
Underwater acoustic (UWA) communication systems havectures making use of the energy received through multiple
attracted considerable attention in recent years due to fhepagation paths instead of that from the strongest path
growing interest for issues related to exploration, sulaete only. Specifically, in [8, Fig. 19] a receiver block diagram i
and exploitation of the submarine environment (e.g. [1]]}.[6 sketched wherein two signal replicas collected from déffer
Most of these applications require some form of wirelegsaths are processed by parallel receiver branches, and thei
communication capability between submerged terminals sueadividual phases and relative delay are corrected befoge t
as autonomous underwater vehicles (AUVs), platform/moth@aveforms are applied to a block identified as “combined
ships, nodes of underwater networks etc. As is well knowa, tllemodulator”. The document however does not specify how
UWA multipath channel is plagued by several impairmentghe cited phases and delays are estimated, nor does it provid
notably: i) severe time dispersion due to the low soundetails about the operation of the demodulator. Furthegmor
propagation speed with consequent possible distortiom®f it was out of the scope of [8] to analyze and compare the
received waveformji) for the same reason, amplificationperformance of the above architectures. Additional relate
of Doppler shifts/rates associated to relative movemeits qualitative and quantitative results can be found in [9)}1
terminals, possibly leading to significant signal distmtifor addressing the impact of imperfect separation (and corsequ
wide signal bandwidthsjii) large propagation delaydy) onset of mutual interference) of the signal replicas being
lowpass behavior of the propagation channel caused by soyndcessed by the receiver branches on the estimation of thei
absorption, leading to strong limitation of bandwidth usagindividual phases and relative delays, needed for combined
These factors considerably limit transmission rates angreo demodulation.
age of UWA links in comparison with their electromagnetic In this paper we make some steps ahead, by proposing and
radio counterparts and call for the search of more specitisscussing a further implementation of the S2C receivectvhi
and robust signaling schemes. Comprehensive accountsineégrates the schemes presented in the above referenges. A
the above issues along with presentation and discussionirof8], we consider an advanced receiver structure capdble o
specific transmission schemes can be found e.g. in [3] - [6hhancing the power efficiency of the scheme in [7] through
and references therein. exploitation of the energy received from multiple nonnggli
ble acoustic paths rather than only from the strongest path.
_ _ ) . This goal can be achieved by first identifying the paths of
The authors are with the Department of Information EngiingetJniversity s . .
of Pisa, Via Caruso 16, 56122, Pisa, Italy; (e-mdjileonardo.marchetti, S|gn|f|cant level, then performlng extraction and paraéllvaib-
ruggero.reggiannifi@iet.unipi.it). oration for each of them and finally combining the decision



metrics from each processing branch. A noteworthy diffeeen(differentially-encoded) QPSK symbols in the packet,
with respect to the schemes enumerated in [8] is that here amdg(¢) is a root-raised-cosine pulse with roll-off factar In
resort to an optimal approach to combine the branch outpytarticular, the pseudo-random sequepcé [po, . . . ,pp,l]T

The resulting multiple-branch receiver architecturersilsir to  of pilot symbols is common to all packets, while the sequence
that used for the reception of direct-sequence spreadrspec d £ [do, . . ., dD,l]T represents a specific data segment.

(DS-SS) signals over time-dispersive wireless links, kn@s  After spectral spreading and frequency upconversion, the

“rake receiver” [12, Chapt. 13.5], but the context conséder pandpass signal to be fed to the acoustic projector can be
here is different as we have now to face the peculiar issugtten as

related to the unconventional format of the S2C waveform, z(t) = R{s(t)e(t)} 2)
involving for instance a different mechanism through which ) ) o
the received signal replicas interfere with each otherafte ¢() denoting a frequency-modulated carrier achieving both
despreading/demodulation stage. frequency conversion and bandwidth expansion, as follows
A further _con.trlbut|on qf this paper is .to propose and assess c(t) = exp {j27r [fLT(t) + mr? (t)]} 3)
a synchronization technique for the joint recovery of aarri
and clock references for each of the signal replicas predesgvherer(t) is a sawtooth-shaped periodic sweep function, with
by the receiver. Its accuracy is provided in terms of rooeme period Ty,
square synchronization errors. ()=t — {LJ Tow (4)
A real-time hardware version of the modem, complete Tsw
of synchronization functions, was implemented in labanato | .| peing the largest integer not exceeding In (3), f.
and its behavior was assessed over standard UWA chan@@jresents the lower limit of the frequency ramps, white
emulators and compared to that exhibited by the traditionglthe ramp slope. The instantaneous carrier frequencyagluri

strongest-path-based scheme in terms of bit error rate YBERramp is proportional to the derivative of the argument ef th
vs. signal-to-noise ratio. Moreover, the sensitivity ofethexponential in (3)

multiple-branch receiver to residual Doppler distortignais-
sessed and compared to that exhibited by the single-branch filt) = fL +2m <t— { ¢ J Tsw) ' (5)
scheme.

The paper is organized as follows. In Section Il we brieflyt follows that the upper frequency limit igy = f1, +2mT ..
review signal and channel models, while in Section Il we ilThe limits f; and fz, along with the sweep intervaly,,,
lustrate the modem architecture with emphasis on the ntedtipusually taken an integer multiple of the symbol spacing, are
branch receiver section. Section IV discusses the algosithkey design parameters as they define the sibpe= J‘HT;J‘L
for channel estimation and carrier/timing synchronizatioof the ramps and characterize the ability of the receiver to
Section V defines conditions for path resolvability, pr@sd resolve the multipath channel structure (i.e., to sepaiteate
details on how the received waveform is processed in tB@jnal replicas arriving from the various paths).
multiple-branch structure and also describes the systemt ha afier spreading and frequency upconversion, the signal

ware implementation. Section VI presents simulation satp pandwidth amounts to approximately ~ fy — fi, i.e., it
results. Conclusions are finally drawn in Section VII. is expanded by a factosgreading factor)

sSw

[l. SIGNAL AND CHANNEL MODELS ME fn—fu (6)

14«

Now we briefly review the S2C signal format paralleling T
the presentation in [7], which the reader is referred to favith respect to a conventional narrowband siguied, usually
further details. We assume information is transmitted i@ ttbeing much greater than unity.
form of data packets, each starting with a preamblePof A general expression of the multipath time-varying UWA
known pilot symbols, to be employed for carrier and symbehannel impulse response is as follows
synchronization/tracking, followed by a payload bf sym- Ny (t0)—1
bols. LettingT" denote the symbol spacing, the packet length o
is T = (P+D)T. The number of packets and the instants for re(t;to) = Z hii(t0) [t = to — 7. (to)] @)
their transmission depend on both the amount of information . o
to be transferred and the specific link protocols, and are r¥pere Ny(to) is the number of (nonnegligible-level) paths

of interest for the paper scope. and A (to), 7k (to) are the (complex-valued) gain and delay
Focusing then on a generic packet at the transmitter side, fif the k-th path, respectively, all evaluated at the instant

signal at baseband, prior to spectral expansion and fregueff application of the impulsé = ¢,. In the following we
upconversion, is a conventional linearly-modulated wawef assume that the channel variations are negligible in a time
span comparable to the packet length, so that the informatio

k=0

P , about the channel parameters in (7), estimated from the
s(t) = Z aig(t —iT) (1) packet preamble, can be considered reliable throughout the
=0 whole payload segment. This is not a severe constraint since
where a = [GQ,...,GP+D_1]T = transmission on the UWA link is normally preceded by a

[po,...,pp_hdo,...,dD_l]T denotes the vector of procedure of adjustment of the transmission parameterseto t



channel conditions. Accordingly, the dependence of theehodhe (complex-valued) gains of these paths. This leads to the
in (7) onty can be dropped and all channel parameters ceeceiver architecture indicated in Fig. 1, wherein eachhef t
be regarded as random variables instead of random procességarallel branches is used to process the signal received

Therefore the received waveform can be written as from a single path. Specifically, with regard to thieth
Np—1 branch, the input is applied to an in-phase and quadrature
y(t) = Z yi(t) +w(t) (8) converter which multiplies it by a replica of the S2C wavefior
=0 synchronized with that received from theth path. In this way

the signal spectrum relative to that path is despread aradlgxa
converted to baseband, while subsequent matched filtering
removes interference from the other paths provided that the
spectra do not overlap the “good” spectrum at baseband, i.e.
their differential propagation delays with respect to #héh

path are sufficiently large. The design criteria for thisdition

yi(t) = R{hes(t — m)c(t — 1)} (9) to hold true are discussed in Section V.

We observe that the main purpose of this paper is to prO_As next step, the matched filter output is sampled at symbol

. ! . . rate at the instant&l’ + 7, where7y, is an estimate of,, pro-
pose a multiple-branch receiver architecture alternativihe vided by the CIR estimator. Assuming exact IS| canc%llation
schemes presented in [8] and to demonstrate that it may I(?adﬁ '

to a significant gain in power efficiency in comparison with O (1) and (8)-(9) the generic sample takes on the form
the basic scheme in [7]. In this perspective we felt it adégjua Vg = hga; +wi;, 1=0,...,D—1 (10)

to assume the relatively simple path model (9) and to limit ) )

the receiver functions to those strictly required to purthe Fhe termuy,; denoting the noise sample generated frofm)
above goal. In particular, we decided not to tackle in detdfl (8) after the above processing steps througfktie branch.
the issues related to time variability and Doppler distorti ~ Finally, the K samples relevant to the symbal, are
that in a practical receiver must be dealt with at an earfPMbined according to the maximal ratio combining (MRC)
stage of processing of the incoming packets. This approdciferion [12] prior to being fed to the symbol detector and
is in line with that followed in [7]. However in Section Vi the decoder. With regard to the MRC block, Wg_olbserve that
we provide results about the sensitivity of multiple-brianc@ Sufficient condition for the noise termfsuy.},_, to be

and single-branch receivers to residual Doppler errorsash e Mutually uncorrelated is that the differential delays betw
receiver branch. the various paths obey the same conditions allowing sdéparat

of the respective signal replicas, to be established iniGect
V. Indeed, the spectra of two incoming signal replicas can

] ) ) . be separated by the despreader/demodulator on conditin th
A functional block diagram of the S2C modem is depictefqir relative delay and the slope of the frequency ramps are

in Fig. 1. The transmitter section consists of a standard Sg(siciently large. When this happens, the noise processes a
modulator similar to that discussed in [7]. The informatiogye oytput of the matched filters on the respective receiver
bits are fed to a BCH encoder followed by a DQPSK symb@l5nches occur as well to be generated from the demodulation
mapper. The resulting symbol sequence is used to build §iefequentially non-overlapping segments of the broadban

data packet (function not detailed in the figure) that is edssinput noise, and are therefore uncorrelated, this indegethd
through the shaping filter and finally applied to the S2Gs ihe wideband noise spectral shape.
frequency upconverter.

wherew(t) is AWGN of double-sided spectral densily /2,
accounting for both external and internal disturbance cesir
affecting the receiver, angy(t) is the waveform received
through thek-th path, i.e., scaled by the coefficieht and
delayed byr

IIl. M ODEM ARCHITECTURE

Finally it is noted that wheri{ = 1 the receiver structure
. reduces to that discussed in [7] where only the strongeht pat

source BCH DQPSK X X PROJECTOR H
" Encober MAPPER FILTER H@—» Re{} |[— is processed.

IV. TIMING AND CHANNEL ESTIMATION

PREAMBLE DETECTOR [ -0 ' data gk X i . X .
A S As mentioned earlier, the first operation to be accomplished
‘ symeoL at the receiver site is estimation of the timing of arrival of
i | DETECTOR/DEMAPPER . B} R .
_@I | J I the s!gnal replicas p_ropagatlng along the char_lnel pathis. Th
brancno | CONVERTER FLTER ‘ | I — permits to synchronize locally generated copies of the S2C
’ : § [' WiRC waveform with those associated with tié strongest paths
o £ and then proceed to separate the signal replicas received fr
Fig. 1. Modem architecture. these paths. Another important related task is estimatidineo

complex-valued channel gains so as to identify the stranges
The receiving section includes a block for preamble deteeaths and correctly apply the MRC technique.
tion and channel impulse response (CIR) estimation, whoseBoth the above operations are carried out by means of a
task is to identify, for each packet, the times of arrival oforrelator, as is now briefly outlined. Let>(¢) denote the
the preamble from thé& strongest paths and also to estimatbaseband continuous-time version of the preamble separate



from the payload, as follows

P—-1
t) = Z pig(t —iT) (11) i T,

and also let T,

vr(t) = sp(t)e(t) (12) ¢

denote the complex-valued bandpass version of the preambl
incorporating both frequency upconversion and bandwidth
expansion. It is noted from (2) that the real part of (12)
represents the transmitted preamble.
Using for simplicity continuous-time notation, the task of T

the correlator is to calculate the inner product between the T/ T
template function (12) and a newly received segment of the| .. ‘ ‘ AF/

input waveform, and then take its squared modulus, asfsllow o 20 4 6 8 10 120 140 160 18 200

]

At) =) teT (13) e
Fig. 2. A sample correlation function (square modulus). Vértical scale is
where arbitrary. The number of paths i, = 5, and the other system parameters
Tp are specified in Section VI.
r(t) = / y(t + 71— Tp)ay(r)dr, (14)
0

T is a time interval in which the preamble is expected to be
received andl’> = PT is the preamble length. The receiveculated, a maximum search procedure must be initiated to
stores the functions (13)-(14) in memory along with the raabtain an estimate of the delay associated to each preamble
received waveformy(t) for subsequent processing. replica arriving at the receiver. Of course the procedurstmu

When path delays are sufficiently spaced from one anothe capable to detect “good” correlation peaks against false
and the signal-to-noise-plus-interference ratio on thiagpés peaks produced by noise and possibly by sidelobes assbciate
high, the squared correlation(t) exhibits a definite peak to good peaks. This can be achieved through a simple ap-
in correspondence of each of the deldys }. This can be proach consisting of the following steps. First, the noeseel
verified observing that the width of the correlation peaks ust be estimated by the receiver during the silent periods
approximately equal to the inverse of the template waveforpfior to transmissions or between the transmission of two
to be detected. Figure 2 shows an example of such a functieansecutive messages. Knowledge of the noise level along
obtained from the set of parameters specified in Section With the correlator parameters allows to infer the noiskron
Here the symbol spacing is 1.5 ms and the template sigstatistics of the correlator output, and to fix a threshald
bandwidth is approximately equal to the difference betwestelding a desired tradeoff between false and missed detect
the upper and lower limits of the frequency ramp, i.e., 1@robabilities, with reference to limit conditions chaexized
kHz. Thus the correlation peaks have a width in the ordby the least operating signal-to-noise ratios, e.g. when th
of 0.1 ms, which represents a measure of the delay resolut@istance between terminals is at the limit of coverage. Ad ne
capability of the correlator. In the time scale of Fig. 2,eomg step, the search algorithm looks for the peaks exceeding the
several tens of symbols, and in comparison with typical esluthreshold and tries to classify them according to theimgjtie
of differential delays (see Tab. Il in Section VI), these lga and differential delays. This operation is aimed at idginij
are very narrow and easy detectable at the operating sigrihe “best” paths, i.e., those with largest level and with- suf
to-noise ratios. ficient delay from one another so as to be easily separable

More specifically, assuming for a moment that the receivly the despreading/demodulation block. The algorithmtstar
is driven by a single noiseless signal replica received fioen by estimating the delay associated to the strongest replica
k-th path (see (9)), it is found that (13) peaks at the instat@ssumed relevant to the path of index zero), as follows
Tp + 1, and the corresponding value for the inner product

(14) is - fo = arg max z(t). (16)
teT
T = SP h 15
r(Te + ) m (15) The delays associated to the otliéy — 1 paths of significant
where Eg, = fo Isp(r | dr is the energy ofsp(t). From gain are identified by looking for the other local maxima of

(15) it is seen that at the instant where the squared caoelat” #(t), using the following iterative approach

peaks the inner product yields a value proportional to the

path gainh, while the squared peak level is proportional to 7; = arg max z(t), i=12,...,N,—1 a7
|hx|?. Therefore (14) provides all information necessary for 5&27>’)\

path sorting, ramp synchronization and implementatiorhef t t¢Z;

MRC detector. whereZ; denotes a set of subintervals @f centred around

Collecting the above, once correlation (13) has been c#te values of delay already identified through step1, that



must be excluded from the search at the current &tép.

R R R R 2m§7‘mm 2 HTQ (19)
1 = {(TO — Teor, To + Tcor) U---u (7’1;1 —Teor, Tim1 + Tcor)} . —OMET s + fH . fL > 14«
(18) r
In this way the N, strongest paths are orderly identified wheresr,,;, = min | — 7|, i # j, is the minimum
along with their delays. However, problems may arise Lsolute) diff OtS.ZTSKtFIld lay afid, .. — o
this stage if the peaks are spaced too tightly, i.e., if t gbsolute) differential path delay anda. T o<igemo1 7

corresponding relative path delays are too close to onédanot7;| = Tx -1, i # j, is the maximum differential path delay, or
As noted earlier, the width of the correlation peaks is give¢hannel time dispersion. Using (6) in (19) yields
approximately by the inverse of the template signal banttwid T < Mr:
This provides a measure of the delay resolution capabifity o { W= memn

; T, > M 57
the correlator, inasmuch as peaks that are spaced lesshihan t sw = A1 Y max
measure cannot be distinguished. A further aspect to betakg)r the existence of values @t,,, satisfying both the above
into account is the presence of sidelobes around the coorla congitions it is required that
peaks in (13), that for very strong signal level could exceed
the threshold and be misdetected as additional independent 1< (STM <M-—1. (21)
peaks. To avoid the latter type of error it is convenient that OTmin
the length2T,,, of the windows centered on the correlation The first inequality in (20) sets a lower limit to the abso-
peaks be selected large enough to include a few sidelobeduas difference between the arrival times of any two signal
well, at the cost of accepting a further slight degradation replicas. When the difference exceeds this limit, the rexrei
the detector resolution properties. With reference to #teos is able to accurately resolve the channel multipath strectu
parameters in the example of Section VI, the paranm&igy, Otherwise, when two received replicas are spaced too glosel
can be fixed at 1 ms (covering the main correlation lobe plagter despreading they will overlap in the frequency domain
a few sidelobes on each side), which is still far smaller thahus preventing their exact separation. On the other héued, t
the channel delay spread in a typical scenario. second inequality in (20) puts an upper limit to the diffdiain

When the above procedure of multiple path detection apeth delays, approximately equal fa,, when M is large.
classification is over, the receiver must select a nunitet Actually, a signal replica delayed more thak,, with respect
N, of paths to be processed in if§ branches. A reasonableto the one traveling on the shortest path would generate a
criterion is to select the strongekt paths, but some of thesetiming estimate affected by an ambiguity equal to an integer
could be discarded at this stage it their differential dedayot multiple of T, that could not be detected and recovered, with
sufficient to ensure adequate separation of their spediea ah negative impact on the MRC algorithm.
despreading/demodulation.

In addition to estimating the delay of the main usable paths
of the UWA channel, the receiver must proceed to evaluate
the relevant complex-valued path gains in view of their gsag
within the MRC block (see Fig. 1). As noted earlier, these
gains are provided by (15) as a by-product of the same
correlation algorithm employed for path delay estimation.

(20)

V. DESIGN ISSUES AND HARDWARE IMPLEMENTATION
A. Conditions for path resolvability

Recalling the discussions in Sections Il and I, for the
branch receiver of Fig. 1 to work properly it is required that
for each branch, the signal spectrum converted to baseban
does not collide with the spectra of the signal replicas dpein
processed by the other branches. This allows the signal af™ 1 5 & & & o v % o 10 1 13 13 1 15 16
baseband to be extracted by means of a simple (lowpass) Frequency [kHz]
matched filter. For these conditions to be met, it is necgssaig. 3. Power spectral density of the received signal aftewritonver-
that the differential de|ay5 between all pairs of paths db ngjon/despreading of the strongest paith=( 0). The vertical scale 'is_arbit_rary.
drop below a certain threshold. A further constraint is th%ﬂ @ system parameters are the same as in Fig. 2 and are spivifection
the maximum differential delay must not excegg, to avoid
ambiguities in delay estimation. Figure 3 shows a realization of power spectral density of the

More specifically, with no loss of generality we can treateceived signal after downconversion/despreading for ex fiv
{Tk}kK:_Ol as differential delays with respect tg, arranged in ray scenario, assuming that downconversion is carriedayut f
nondecreasing order, i.e., we sgt=0<7, <--- <7g_1 . the strongest path. Transmission parameters are the same as
Then the constraints to be put on these differential delags ahe example of Fig. 2. Inspection of the figure reveals that in
as follows (see also [7]) this case all paths are resolvable (apart from a marginalajve




of two small spectral replicas located midway on the freqyenthe presence of the out-of-band ripple in the baseband Isigha

axis), and in particular the useful signal (whose spectrigs | spectrum and the rolloff region (with sidelobes as well)haf t

around the origin) can be recovered by means of a lowpasatched filter responses, the amount of mutual interference

filter, without (or with negligible) interference from thah@r depends on the frequency-domain distance between theapect

replicas. The latter signal components, carrying usefwgyo after despreading/demodulation: the larger this distanee

as well, can in turn be extracted by multiplication of th¢he larger the relative delay between the two replicas artléo

received waveform by properly delayed replicascOf) fol- ramp slope, the lower will be the interference, and viceaers

lowed by lowpass filtering, as illustrated in Section Ill. Mo Furthermore, the demodulation process in the S2C system

specifically, from Fig. 3 it is seen that, in addition to thgral is affected by occasional frequency jumps of the interfgrin

spectrum centered on the origin, there are eight other igecteplicas (see e.g. Fig. 4 in [7]), representing a specifienfor

replicas generated by the paths with delays , 73 and of disturbance that is absent in the DS-SS context.

74. Indeed, recalling (19) and the ensuing discussion kttie However, assuming th& paths can be resolved, we can

path gives rise to two spectral components (identified with t borrow from the rake receiver the expression of the asyrtptot

indicesk; andks in Fig. 3), centered around the frequenciegain in power efficiency

2mt, and fg — fr — 2mm, k = 1,2, 3,4, respectively. The K1 9

actual values of these frequencies are specified in Tab. II. Gr = M7 (23)
E{|hol*}

B. Merging branch outputs E{-} denoting statistical expectation, that can be achievel wit

As mentioned earlier, the receiver is made upkoparallel respect to the receiver operating on the single path of g@in
branches, designed to jointly extract and elaborate up This result has been confirmed by simulations (Section VI).
K replicas of the signal received from the multipath UWA
channel. Thek-th branch proceeds to despread/downconvert Hardware implementation
the received signal through its multiplication kyt — 7),
as described in Section IV, wherg is an estimate of the
propagation delay on thie-th path. Assuming error-free delay.

estlmat_es and exaf:t rgs_olva@l_ny (.)f the s_|gnal on all bhasc [13], controlled byl abView (LV) applications. Specifically, we
according to the criteria identified in SectionA/the sampled used the chassis NI PXle-1085 equipped with the controller N
output of thek-th branch takes on t_he form (10). Al br_"’md]:’XIe—8135 and the data acquisition board NI PXle-6361. The
oqtpqts are then combined according to the MRC Opt'ma“yntire system is controlled by a LV-based code that exploits
criterion, as follows the built-in functions provided in thdRF Communications
K-l toolkit. The transmitter and receiver sections of the modem
49 = Z ki (22)  were both entirely implemented in hardware. Figure 4 shows
k=0 the complete test bench used for the modem implementation,

wherehy, is the estimate of thé-th path gain. The sequencecomposed by the controller board within the chassis, a PC
of samples (22) is then fed to the decoder/data detector fgpningad-hoc LV application software and also a spectrum
further processing. analyzer.

As mentioned in the Introduction, the above approach is
reminiscent of that employed in the so-called “rake reagive,
proposed for conventional DS-SS modulations [12], evé
though the context here is different from that envisaged
typical electromagnetic wireless links. Actually the macism
generating mutual interference between two replicas of t
signal arriving from different paths is not the same in DS-
and S2C. In the case of a DS-SS system, the spreading cji
is normally designed so as to be self-uncorrelated, i.gs it®
sufficient to shift two signal replicas by just one code chiy
and the mutual interference, after the despreading ancheatc
filtering stages, is reduced by approximately the spreading. 4. Test bench: NI chassis hosting controller and datmiaition board,
factor. This interference does not decrease further if tlayd PC with LabView, spectrum analyzer.
between replicas grows. In the frequency domain, the poesen
of the interfering signal results in a small increase in the
(approximately white) spectral level of noise and intesfere. VI. SIMULATION RESULTS
Conversely in the case of a S2C system, achievement ofThe transmission architecture in Fig. 1 was implemented
orthogonality between the signal replicas relies on théitgbi and assessed using the hardware testbed described inrSectio
of the frequency ramp to separate their spectra, and inhign tV-C, in conjunction with the software packa@ellhop [14],
depends jointly on the relative time delay between the patagpopular open-source simulator of the UWA environment. In
and on the slope of the ramp itself. It follows that, due tparticular, this simulator permits to identify both the eoént

Now we briefly present our real-time implementation of
the modem architecture discussed in the foregoing sections
The testbed is based d¥ational Instruments (NI) hardware




and non-coherent channel profile, i.e., for a fixed numb e s?
of paths, their complex-valued (modulus and phase) gail2O0m
or simply their RMS values, vs. propagation delay, to b @
associated to an arbitrary UWA operating scenario. S 80

For simplicity, in the following we limit our consideratidn TX m
a single scenario, characterized by shallow water (130 rth) w
sound-speed profile vs. depth typical of the summer peridd a
plotted in the left section of Fig. 5. The values assumedtfer t i
main geometric and acoustic parameters of the UWA scena EOX
are summarized in Tab. I, while Fig. 6 provides a pictoric “RX 50

: . . . m

representation of the link geometry. In the right section ¢ = 3
Fig. 5 we also show the curves produced by the Bellhop r: 500 m v
tracing tool, that can be used to calculate the channel powgy. 6. Geometry of the UWA link.
delay profile.

Path | Normalized power| Relative delay [ms]| Spectral shifts [kH:
TX depth 20 m 0 0.388 0 0
RX depth 80 m 0.380 16.11 1.227, 14.773
Horizontal distance 500 m 0.198 60.04 4.575, 11.425
Bottom type gravel 0.025 99.84 7.607, 8.393
Bottom depth 130 m 0.009 173.49 13.218, 2.782
Surface (for reflection properties only) sea state Q
Sound-speed profile see Fig. 5 TABLE Il

POWER-DELAY PROFILE FOR THE5-PATH CHANNEL.
Center frequency 26 kHz

TX launching angles 0° : +180°

AWIN| -

TABLE |

MAIN ACOUSTIC AND GEOMETRIC PARAMETERS OF THRJWA SCENARIO. The flve-path channel defined by Tab. Il was Implemented

on the NI testbed using the previously described model. In
particular, for every channel realization the receiveruinjs

Using the ambient parameters of Tab. | andBehop tool generated by combining five versions of the transmitted wave
it is possible to create a multipath propagation model wittorm, each with a different delay and attenuation according
a fixed number of paths. Here we limit our attention to th# the statistics specified in Tab. Il and remarks thereog Th
strongest first five paths (direct plus four experiencinglgin signal-to noise ratio (SNR), defined as the ratio between the
or multiple reflections from the surface and/or the bottomaverage energy per symbol received throwdhconsidered
We note that simulations carried out with a larger number phths to the noise power spectral density, is varied by tinigc
paths (up to 15) showed negligible deviations from the tessuAWGN with variable spectral level.
obtained with 5 paths. Specifically, our purpose here is to compare the performance

With reference to the link geometry of Fig. 6, the resultingf the conventional receiver in [7] with that achievable hg t
power-delay profile is visible in Tab. Il. FromBellhop it can multiple-branch parallel structure in Fig. 1 where we assum
be seen that the power associated to these five paths amotnts 3. This seems a reasonable choice to achieve a substantial
to more than 96% of the total received power in the abowmin without exceeding in receiver complexity. To this awe,
scenario. For simplicity the powers associated to the pathsobserve that, from (23) and from the values in the first three
Tab. Il are normalized so that they sum up to unity. Moreovagws of Tab. Il, corresponding to the three strongest paths,
the attenuation over the direct path is assumed deterimginisthe maximum expected gain of the three-branch receiver is
while the other path coefficients are modeled as independéht ~ 3.96 dB. This margin seems to be actually achievable
identically-distributed circular Gaussian variableshwizero in view of the fact that the parametets,,;,, and 67,4z
mean and normalized powers given in column 2, rows lédb largely satisfy condition (21)7nax/0Tmin = 10.77 <
of Tab.ll. As to the spectral shifts specified in the last ootu M — 1. Further to be noted, since the three considered
of Tab. Il, their meaning is defined at the end of SectioA.V- signal components can be exactly separated by the receiver,

Finally, the physical layer communications parametersiusthe relative phase rotations associated to the path gaes ar
throughout the trials are specified in Tab. III. immaterial, and the receiver performance is only affected b
the non-coherent power-delay profile.

Figure 7 shows plots of the bit error rate (BER) vs. SNR
obtained for uncoded transmission assuming error-freeratia
estimation and carrier/symbol synchronization in all reee
branches. The plots were obtained from Monte Carlo simula-

: A A— . N/ .| tions over a large number of channel and symbol realizations
1500 1520 15400 50 100 150 200 250 300 350 400 450 500 . .

Sound Speed (m/s) Range (m) The two curves of BER are relevant to the conventional single

Fig. 5. Ray tracing produced Wyellhop. branch (¢ = 1) and to the three-branchk(= 3) receivers. It

0

50

Depth (m)

100




Tsw 210 ms

Tp 2T 5w

M 20

@ 0.2

Symbol spacing 1.5 ms

Payload length 1024 symbols
Modulation DQPSK

Codec uncoded, BCH(1431,2047)

Data rate (payload

1333 bit/s, 931 bit/s

fr 18 kHz
fH 34 kHz
Tcor 8/(.fH — fL)

TABLE Il

PHYSICAL LAYER PARAMETERS.

BER

10*

[| uncoded transmissio
(-lerror-free synchronization

5 I | I | I |

5

10
0 2 4 6

Fig. 7. BER vs SNR, uncoded transmission, 5-path channeglesbranch

and three-branch receivers.
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Fig. 8. BER vs SNR, coded transmission, 5-path channellestmgnch and

three-branch receivers.

SNR [dB]

Figure 8 shows curves of BER vs. SNR for the same
single-branch and three-branch receivers, obtained imthre
realistic situation in which the transmitter employs a BCH
encoder, with coding rater = 1431/2047 ~ 0.7, and
the receiver actually incorporates the channel estimator a
the carrier/symbol synchronizer discussed in Section he T
benefit in terms of SNR gain provided by the multiple-
branch receiving structure is still apparent. For examate,
BER= 10~° this gain is around the asymptotic value bf
dB, while the advantage provided by the BCH encoder with
respect to uncoded transmission (curves in Fig. 7) is mane th
3 dB.

In passing, we also assessed the receiver behavior with the
MRC replaced by the simpler scheme known as equal gain
combiner (EGC) [12] where the combination rule is as in
(22) with h} replaced byh/|h.|. This led to a negligible
performance degradation (results not shown) with respect t
MRC in the scenario of Tab. Il, as is to be expected when
there is no definite predominant path, as in links where
the transmit and receive transducers are weakly directive,
and thus the strength of the surface-reflected (and possibly
bottom-reflected) path is comparable to that of the direti.pa
Conversely when the path levels are strongly unbalanced the
MRC approach is likely to exhibit an edge.

It is now appropriate to briefly discuss the performance
of the path delay estimator which, as we have seen, plays
an important role for synchronization of the despreading
waveforms in the multiple-branch receiver, as well as for
symbol timing recovery.

As discussed in Section 1V, the delay is estimated by
determining the instant at which the squared correlati@®) (1
exhibits a peak. Of course, a necessary condition to get an
accurate estimate is that the sampling rate at the receipat i
be adequately high. The results presented here are obtained
using a sampling rate of 100 kHz, a condition which, recgllin
the data of Tab. Ill, corresponds to taking 100 samples per
symbol and slightly more than 3 samples per cycle at the
highest instantaneous frequengy; of the waveforme(t).

In addition, to further improve the accuracy of the above
estimator, we resorted to a parabolic interpolator opegati
on the highest sample of the squared correlation and on the
adjacent two. This scheme was considered satisfactorfainso
as a further increase of the sampling rate was observed not
to entail any additional gain in terms of root mean square
estimation error (RMSEE).

Figure 9 shows plots of RMSEE affecting the delay esti-
mates for the three strongest paths of the five-path scenario
defined by Tabs. I-lll as a function of SNR. As expected,
the lowest curve is the one relevant to the strongest (direct
path ¢ = 0) while the other two curves, relative to paths
experiencing a single (k=1) or a double (k=2) reflection,
are somewhat shifted versions of the former along the SNR
axis, where the shifts are to be ascribed to the different
(statistically smaller) path gains. Also to be noted, whiem t
SNR grows, all curves do not decrease indefinitely, but rathe

is observed that the latter scheme asymptotically outp@go they tend asymptotically to different constant (floor) \edu
the former by around 3.3 dB, very close to the asymptotic galthis behavior can be explained observing that even though

Gr.

the five signal replicas are sufficiently shifted from onetaro



as to be substantially uncorrelated, nevertheless thest axe ¢
mutual irreducible disturbance whose impact is felt eveenvh
the noise vanishes. Accordingly, the different floor levaie :
related to the different values of signal-to-mutual-ifdéeence 10"
existing between the signal replicas.

Furthermore, we found that the delay estimates are sub- |
stantially unbiased for all paths, and this holds true inegah 10
provided that the correlation peaks are well separated fram

one another, i.e., when conditions (21) are met. 1oL

10

10°
0 2 4 6 8 10 12 14 16

SNR [dB]

Fig. 10. BER vs SNR with residual Doppler distortion, unaddeansmission,
5-path channel, single-branch and three-branch receivers

RMSEE

conditions as Fig. 7, except for the presence of the residual
Doppler errorse;, on the receiver branches. Similar results
- ] were observed for coded transmission. Inspection of thedigu
reveals that these errors affect the multiple-branch amglesi

S o o o branch receivers approximately in the same way. Specifjcall
we note thati) the impact of residual Doppler distortion
is negligible provided thatp is around10=% or smaller,

ii) larger values ofop, sayop = 107° or op = 1074,

We also assessed the sensitivity of the data detector Pf@9ressively degrade the receiver performance and inted
residual errors after estimation and compensation of tRefloor in the BER curvesiii) in any case the multiple-

Doppler-induced distortion on each receiver branch. |ddeépranch receiver exhibits a significant edge over the single-

in the presence of relative motion between the transmittdr a°ranch structure for a givenp.

receiver, the signal replicas received from the channéisate
compressed or expanded in time by the factars: vy /cs, VIl. CONCLUSIONS
k = 1,...,K, wherev is the relative speed between the We have proposed and assessed an alternative implementa-
two terminals, andc, is the sound speed. We note that tion of a receiver for S2C transmissions over time-dispersi
this distortion cannot be merely regarded as a frequendly shUWA channels, based on a multiple-branch parallel architec
in view of the large relative bandwidth occupied by the S2@ire. Each branch has the task to extract and process the
waveform, entailing different Doppler shifts at the bandesi signal received from one of the paths, and the outputs of
ii) each path undergoes a specific distortion depending onthe branches are finally combined together in an optimal
angle of arrival at the receiver. As noted at the end of Sectiway. We have shown that the above structure is capable to
II, when the above effects cannot be neglected, the receiggnificantly improve the system power efficiency with restpe
must incorporate a block for estimation of the factdss to the classical single-path-based S2C receiver. In peatic
and cancellation of the Doppler distortion from each reseivwe have identified conditions allowing the signal replicasr
branch. Here we do not focus on any specific algorithm féhe various paths to be exactly separated. A real-time sersi
estimation/cancellation of the Doppler distortion, anchiti of the system has been implemented on a hardware testbed,
ourselves to evaluate the sensitivity of the receiver BER &md its performance has been assessed in laboratory using
errors in the estimation of thi,’s. Our aim is to provide a typical UWA channel models. For the common situation where
measure of the errors the receiver can tolerate with nddgigi in addition to the direct path there are also a few single- or
performance loss and also to compare the behavior of ttieuble-bounce reflected paths of nonnegligible level, we=ha
multiple-branch vs. the single-branch receiver to thisc8ge shown that it is possible to achieve power gains of a few
type of channel impairment. To proceed we kgt denote decibels in comparison with the single-path receiver. Véo al
the error in the estimation (and subsequent compensatfon)discussed an algorithm for synchronization of the despngad
by for the k-th receiver branch, and model the quantitigs signal and for symbol timing recovery, and analyzed its
k =1,...,K as independent zero-mean Gaussian RVs wittmpact on the receiver performance. Finally, we assessed th
equal variancer?,. sensitivity of the multiple-branch receiver to residualdpter

In Fig. 10 we provide some results for the uncoded caggistortion, showing that it still provides a significant rgar
in the form of BER curves vs. SNR obtained in the sameith respect to the single-branch structure.

-3 | | | | | |
10 f T T T } }
-20 -18 -16 -14 12 -10 8 6 -4 -2 0 2 4 6 8 10 12

SNR [dB]
Fig. 9. RMSEE vs SNR, 5-path channel, delay estimatekfer 0, 1, 2.
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