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Abstract

We find a resolution for the coordinate ring R of an algebraic monomial curve associated to a GS numerical semigroup
(i.e. generated by a generalized arithmetic sequence), by extending a previous paper (Gimenez, Sengupta, Srinivasan)
on arithmetic sequences, A consequence is the “determinantal” description of the first syzygy module of R. By this
fact, via suitable deformations of the defining matrices, we can prove the smoothability of the curves associated to a
large class of semigroups generated by arithmetic sequences, that is the Weierstrass property for such semigroups.
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0 Introduction
Let k[x0, ..., xn]/I ' k[ts, s ∈ S] be the affine coordinate ring of a monomial algebraic curve X ⊆ An+1

k defined by
a numerical semigroup S and let R = k[x0, ..., xn]/I (k field). Several properties of these rings have been studied
in the recent years; on the other side, some questions are still open and, among them, the problem of classifying the
Weierstrass semigroups, which are appropriate for the construction of algebraic geometric codes (see [3], [9] and e.g.
[13]). By a well-known Pinkham’s Theorem in [15], the smoothability of a monomial curve, i.e., the existence of flat
deformations with smooth fibres, assures the “Weierstrass property” of the associated numerical semigroup.

We consider semigroups generated by generalized arithmetic sequences (GS for short), i.e., S =< m0, . . . ,mn >
with mi = ηm0 + i d, for η, i ≥ 1; it can be noted that these sequences are particular cases of almost arithmetic
sequences that also appear in the literature (if η ≥ 2, the first generator of a GS semigroup is the one that is not in
arithmetic progression). The defining ideal I of a GS curve X is generated by the 2 × 2 minors of two matrices (first
noted in [4] in case η = 1, when S is generated by an arithmetic sequence, AS for short). By adapting to GS semigroups
a procedure shown in [5] for AS semigroups and based on iterated mapping cone technique, we obtain a minimal free
resolution and the Betti numbers for GS semigroup rings. Further we give a “determinantal” description of the first
syzygy module based on the explicit definition of the boundary maps (Theorem 1.6) .

In view of these facts and some results of Shaps and Pinkham, one can easily prove the Weierstrass property of
GS semigroups of maximal embedding dimension (in particular the Arf ones). More generally, for a GS semigroup, it
is quite natural to deal with the smoothability of the associated curve X by finding suitable compatible deformations
of the matrices defining I and by considering the variety Y defined by the 2 × 2 minors of the deformed matrices:
the “determinantal” description of the first syzygy module immediately gives the flatness of the induced morphism
π : Y −→ Σ (base space). By these tools, we prove the Weierstrass property for some classes of AS semigroups.
Let m0 ≡ b (mod. n); when n ≤ 3b, we construct a deformation of the curve X and, via Bertini’s Theorem with
some more technical trick, we show this deformation has smooth fibres, as concerns AS semigroups (Theorem 3.2 and
Theorem 3.4). In particular, this result and the well known ”determinantal” case b = 1 proved in [17], ensure the
Weierstrass property of all the AS semigroups with embedding dimension ≤ 7 and of every AS semigroup with b 6= 2
and embedding dimension ≤ 10.

1 Free resolution and syzygies.
Notation and preliminary results 1.1 We fix the following Notation.

(a) Let S be a semigroup minimally generated by a generalized arithmetic sequence (GS for short):
S =

∑
0≤i≤n INmi , where mi = ηm0 + id, (1 ≤ i ≤ n) and GCD(m0, d) = 1,

let a, b, µ ∈ N be such that
m0 = an+ b , a ≥ 1, 1 ≤ b ≤ n, µ := aη + d.

Let P := k[x0, ..., xn] (k field), with weight(xi) := mi, and let k[S] = k[ts, s ∈ S].

(b) We shall denote by S0 the AS semigroup generated by the sequence m0,m0 + d, ...,m0 + nd, and by X0 the
associated AS monomial curve Spec k[S0].

(c) As in the case of AS curves the defining ideal I ⊆ P of a GS curve is generated by the 2 × 2 minors of the
following two matrices:

A :=
(
xη0 x1 . . . xn−2 xn−1

x1 x2 . . . xn−1 xn

)
A′ :=

(
xan xη0 . . . xn−b
xµ0 xb . . . xn

)
.
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and a minimal set of generators for I can be obtained by the
(
n

2

)
maximal minors {f1, ..., f(n

2)} (we choose

lexicographic order) of the matrix A and the n − b + 1 maximal minors M1j containing the first column of the
matrix A′. For h = 1 this fact is well-known, see [4, Theorem 1.1].
If h ≥ 1, let m = (x0, x1, ..., xn) ⊆ R = P/I , and let Gr(k[S]) := Grm(R) =

⊕
n≥0 mn/mn+1 be the

associated graded ring (with deg(xi) = 1, ∀i).
For φ ∈ R define its initial form φ∗ as the homogeneous component of the least degree; the graded ideal I∗
generated by {f∗, f ∈ I} is called the initial ideal of I and Gr(k[S]) ' P/I∗. If h > 1, it is straightforward
that the

(
n
2

)
+ (n − b + 1) elements described in (c) are in I , further their initial forms generate the ideal I∗

corresponding to the graded ring , as proved in [18, Corollary 3.5]. Then by applying [8, Theorem 1.2] one can
deduce that the above elements constitute a standard basis of I.

(d) We call C the codimension two ideal generated by the 2× 2 minors of the matrix A.

(e) For h = 0, ..., n− b, we shall denote by gh the minor formed by the columns |c1, cn−b+2−h| of A′:
g0 := xa+1

n − xµ0xn−b, gh = xanxn−h − x
µ
0xn−b−h, gn−b := xanxb − x

(µ+η)
0 ,.

and by δh = amn +mn−h its weight.

1.1 Resolution and syzygies of I .
Via mapping cone, quite analogously to what is done in [5] for AS monomial curves, we can construct a free minimal
resolution for the ideal I generating a GS curve, see Theorem 1.4 below, which extends [5, Theorem 3.8 ]. We briefly
recall the main steps and the changes to adapt the proof of [5, Theorem 3.8 ] to the case of GS curves.
An interesting corollary is that the Betti numbers of the ideal I are the same as the Betti numbers of I0, the ideal of the
related AS curveX0 (as in Notation1.1b); further these values are maximal, since coincide with the Betti numbers of the
associated graded ring to k[S]. Another consequence is the determinantal shape of the syzygies among the generators
of I . To show this property we shall describe explicitly the maps

d∗2 d∗1
R2 −→ R1 −→ P

considered in Theorem 1.4 below.

The starting point of the construction is the existence of the well-known exact sequence
π

0 −→ R/(I : z) −→ R/I −→ R/I + (z) −→ 0

where I is an R-ideal, z ∈ R, π is the multiplication by z (See [18] and [5]). Hence we start with a generalization of
[5, Lemma 3.1].

Lemma 1.2 With Notation 1.1: assume 1 ≤ b ≤ n − 1 : then
(
C + (g0, ..., gh)

)
: gh+1 = (x1, ..., xn), for each

0 ≤ h ≤ n− b− 1.

Proof. To prove the inclusion “ ⊇ ”, we divide the proof in several subcases:

(a) 0 ≤ h ≤ n− b− 2, 1 ≤ i ≤ n− 1:
First observe that xi+1gh+1 − xigh = xi+1(xanxn−h−1 − xµ0xn−b−h−1)− xi(xanxn−h − x

µ
0xn−b−h) =

= xan(xi+1xn−h−1 − xixn−h)− xµ0 (xi+1xn−b−h−1 − xixn−b−h) ∈ C, hence the inclusion ⊇ is clear.

(b) 0 ≤ h ≤ n− b− 2, i = 0:
x1gh+1 − xη0gh = x1(xanxn−h−1 − xµ0xn−b−h−1)− xη0(xanxn−h − x

µ
0xn−b−h) =

= xan(x1xn−h−1 − xη0xn−h)− xµ0 (x1xn−b−h−1 − xη0xn−b−h) ∈ C.

(c) h = n− b− 1, 1 ≤ i ≤ n− 1:
xi+1gn−b − xign−b−1 = xi+1(xanxb − x

(a+1)η+d
0 )− xi(xanxb+1 − xµ0x1) =

= xan(xi+1xb − xixb+1)− xµ0 (xi+1x
η
0 − xix1) ∈ C.

(d) h = n− b− 1, i = 0:
x1gn−b − xη0gn−b−1 = x1(xanxb − x

(a+1)η+d
0 )− xη0(xanxb+1 − xµ0x1) = xan(x1xb − xη0xb+1)x1) ∈ C.

To prove “ ⊆ ”, first note that by the above items we deduce

(e) :

[
(a), (c) =⇒ xigh = xi+1gh+1 + φh, φh ∈ C, ∀ 0 ≤ h ≤ n− b− 1
(b), (d) =⇒ xη0gh = x1gh+1 + ψh, ψh ∈ C, ∀ 0 ≤ h ≤ n− b− 1, 1 ≤ i ≤ n− 1.
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Now assume that x0gh+1 ∈ C + (g0, ..., gh). Then x0gh+1 = β + α0g0 + ...αhgh, αi ∈ P, β ∈ C. Hence, by (e):

xη+1
0 gh+1 = xη0β + α0x

η
0g0 + ...+ αhx

η
0gh = β1 + α0x1g1 + ...+ αhx1gh+1 =

β2 + α0x2g2 + ...+ (αh−1x2 + αhx1)gh+1 = ... = βh + αgh+1, with βh ∈ C, α ∈ (x1, ..., xn).
This would imply that (xη+1

0 − α)gh+1 ∈ C, impossible since C is prime, gh+1 /∈ C, xη+1
0 − α = xη+1

0 − (α0xh+1 +
α1xh + ...+ αhx1) /∈ C (because t(η+1)m0 /∈ (tm1 , ..., tmn ) ). �
The mapping cone construction starts with two well-known complexes, which are still exact for GS curves:

1.3 Assume R weighted graded with deg(xi) = mi, 0 ≤ i ≤ n.

(1) The weighted-graded Eagon-Northcott, minimal free resolution of the determinantalR-ideal C =
(
f1, ..., f(n

2)
)

, is

dn−1 dn−2 d2 d1

E : 0 −→ En−1 −→ En−2 −→ −→ E2 −→ E1 −→ E0

where E0 = P, Es = ∧s+1Pn
⊗(

Syms−1(P 2)
)∗ ' P βs(−s− 1), for 1 ≤ s ≤ n− 1, βs = s

(
n
s+1

)
,

Syms−1(P 2) free P -module of rank s.

(2) The Koszul complex K, minimal free resolution for P/(x1, ..., xn), is
∆1 ∆1

K : 0 −→Kn −→ ... −→ K1 −→ K0 −→ P/(x1, ..., xn) −→ 0

where Ks = ∧sPn,K0 = P (= E0).

(3) The maps in E, K are defined as follows. Let

{λv00 λ
v1
1 | v0 + v1 = s− 1}, ( 1 ≤ s ≤ n− 1 ) be a basis of Syms−1(P 2);

< ei1 ∧ ... ∧ eis+1 ⊗ λ
v0
0 λ

v1
1 , (1 ≤ i1 < i2 < ... < is+1 ≤ n, v0 + v1 = s− 1) > be a basis of Es;

d1 : E1 −→ E0,

{
e1 ∧ ei2 7→ (xη0xi2 − x1xi2−1)
ei1 ∧ ei2 7→ (xi1−1xi2 − xi1xi2−1) , if 2 ≤ i1 < i2 ≤ n

;

ds
(
(ei1 ∧ ... ∧ eis+1)⊗ λv00 λ

v1
1

)
= ∆0(ei1 ∧ ... ∧ eis+1)⊗ λv0−1

0 λv11 + ∆1(ei1 ... ∧ eis+1)⊗ λv00 λ
v1−1
1 , s ≥ 2,

where only the summands with non-negative powers of λ0, λ1 are considered, and, for q = 0, 1, s ≥ 1, the maps
∆q : ∧sPn −→ ∧s−1 Pn are defined as:

∆q(ei) := xi+q−1, (1 ≤ i ≤ n, s = 1), ∆0(e1) = xη0
∆q(ei1 ∧ ... ∧ eis) :=

∑s
j=1(−1)j+1xij+q−1 ei1 ∧ ...êij ... ∧ eis , (1 ≤ i1 < ... < is ≤ n, 2 ≤ s ≤ n).

and when ji + q − 1 = 0, the monomial x0 must be replaced with xη0 .

(4) Further for ( 0 ≤ h ≤ n− b) denote respectively by
εh the basis of K0(−δh), 0 ≤ h ≤ n− b
e

(h)
i1
∧ ... ∧ e(h)

is
the basis of Ks(−δh), (1 ≤ h ≤ n− b, 1 ≤ i1 < ... < is ≤ n)

e
(0)
i1
∧ ... ∧ e(0)

is+1
⊗ λv00 λ

v1
1 the basis of Es(−δ0), (1 ≤ i1 < i2 < ... < is+1 ≤ n, v0 + v1 = s− 1.

with


weight(xi) = mi = ηm0 + id (0 ≤ i ≤ n)
weight(λ0) = 0, weight(λ1) = d,
weight(εh) = −δh,
weight(e( )

i1
∧ ... ∧ e( )

is
) = mi1 + ...+mis − (s− 1)d.

Then the Eagon-Northcott and Koszul complexes are naturally weighted graded, with the following grading of
modules Ks, Es:

Ks(−δh) =
⊕

1≤i1<...<is≤n P (−δh −mi1 − ...−mis + (s− 1)d), for 1 ≤ s ≤ n+ 1, h = 0, ..., n− b,

Es =
⊕

0≤v1≤s−1

[⊕
1≤i1<...<is+1≤n P

(
−mi1 − ...−mis+1 + (s− v1)d

)]
, for 1 ≤ s ≤ n− 1, E0 = P .

According to 1.3, quite similarly as done in [5], one can construct a resolution for the generating ideal I of a GS curve:
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Theorem 1.4 [5, Theorems 3.8 and 4.1].

(1) With Notation (1.1), (1.3), the following complex is a free minimal resolution of the ideal I defining a GS curve:
d∗n d∗2 d∗1R : 0 −→ Rn −→ Rn−1 ... R2 −→ R1 −→ P

R1 = K0(−δn−b)⊕ ...⊕K0(−δ1)⊕K0(−δ0)⊕ E1 and for s ≥ 2,

Rs =


Es−1(−δ0)⊕ Es if b = n(
Ks−1(−δn−b)⊕ ...⊕Ks−1(−δ1)⊕ Es−1(−δ0)⊕ Es

)/
Ds if 1 ≤ b ≤ n− 1

Ds ⊆ Ks−1(−δn−b)⊕ ...⊕Ks−1(−δ1)⊕ Es−1(−δ0),
dimk(Ds) = νs

(
n
s

)
+ νs−1

(
n
s−1

)
, where νp := min{p− 1, n− b}

(2) The Betti numbers of the ideal I are

βs = dim(Rs) =

 (n− b+ 2− s)
(
n
s−1

)
+ s
(
n
s+1

)
, if 1 ≤ s ≤ n− b+ 1

(s− 1− n+ b)
(
n
s

)
+ s
(
n
s+1

)
, if n− b+ 2 ≤ s ≤ n

(3) In particular, if b < n :
[
R2 = K1(−δn−b)⊕ ...⊕K1(−δ1)⊕ E2

dimR2 = (n− b)n + 2
(
n
3

) , if b = n :
[
R2 = E1(−δ0)⊕ E2

dimR2 =
(
n
2

)
+ 2

(
n
3

) .

We note that if n = 3, the above Betti numbers could be deduced also from [16].
It is well-known that the Betti numbers satisfy βi(R) ≤ βi(Grm(R)), in our GS case, the equalities hold for each i:

Corollary 1.5 Let R = k[S] where S is a GS semigroup. Then βi(R) = βi(Grm(R)) for each i = 1, ..., n.

Proof. It is immediate by (1.4.2) and by [18, Theorem 4.1].

Corollary 1.6 With Notation 1.1, the first syzygies of the generating ideal I of a GS curve can be described as follows:

(1) The 2
(
n
3

)
syzygies concerning the ideal C are given as determinants of the 3× 3 minors obtained by doubling a

row in the matrix A.

(2) If 1 ≤ b ≤ n − 1, the remaining (n − b)n syzygies can be written by expanding the determinants of the
following matrices along the first column and the third row:{

1 ≤ h < n− b
2 ≤ i ≤ n :

 xan xn−b−h xn−b−h+1

xµ0 xn−h xn−h+1

0 xi−1 xi

 ;
{
h = n− b
2 ≤ i ≤ n :

 xan xη0 xn−b−h+1

xµ0 xb xb+1

0 xi−1 xi

 ;

{
1 ≤ h < n− b
(i = 1) :

 xan xn−b−h xn−b−h+1

xµ0 xn−h xn−h+1

0 xη0 x1

 ;
{
h = n− b
i = 1 :

 xan xη0 x1

xµ0 xb xb+1

0 xη0 x1


(3) If b = n the remaining

(
n
2

)
syzygies are trivial: fig0 − fig0 = 0.

Proof. From the technical construction via mapping cone in the proof of Theorem 1.4, we deduce in particular that:

(1). The construction of the 2
(
n
3

)
determinantal first syzygies of C by doubling one row of the matrix A, is well-

known [10] (and comes out as d∗2(E2)).

(2). Let 1 ≤ b ≤ n− 1: the remaining n(n− b) syzygies are obtained as
d∗2(e(h)

i ), for 1 ≤ h ≤ n− b, 1 ≤ i ≤ n , where
d∗2

R2 = K1(−δn−b)⊕ ...⊕K1(−δ1)⊕ E2 −→ R1 = K0(−δn−b)⊕ ...⊕K0(−δ1)⊕K0(−δ0)⊕ E1, and

d∗2 = ⊕1≤h≤n−b d
∗
2(e(h)

i ) ⊕ d2(E2), with d∗2(e(h)
i ) = (∆1 −∆0)(e(h)

i ) + ei ∧
(
xanen−h+1 − xµ0en−b−h+1

) d∗2(e(h)
1 ) = x1εh − xη0εh−1 + e1 ∧

(
xanen−h+1 − xµ0en−b−h+1

)
, 1 ≤ h ≤ n− b

d∗2(e(h)
i ) = xiεh − xi−1εh−1 + ei ∧

(
xanen−h+1 − xµ0en−b−h+1

)
, if 2 ≤ i ≤ n, 1 ≤ h ≤ n− b

d2(eh ∧ ek ∧ el ⊗ λq) = ∆q((eh ∧ ek ∧ el), (q = 0, 1).

By noting that the map d∗1 : R1 −→ P is such that
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 d∗1(εh) = gh
d∗1(e1 ∧ ej) = xη0xj − x1xj−1

d∗1(ei ∧ ej) = xi−1xj − xixj−1 2 ≤ i < j ≤ n
we deduce for i ≥ 2, that: xid

∗
1(εh) = xigh = xi(xanxn−h − x

µ
0xn−b−h),

d∗1
(
e1 ∧ (xanen−h+1 − xµ0en−b−h+1)

)
= xan(xη0xn−h+1 − x1xn−h)− xµ0 (xη0xn−b−h+1 − x1xn−b−h) ,

d∗1
(
ei ∧ (xanen−h+1 − xµ0en−b−h+1)

)
= xan(xi−1xn−h+1 − xixn−h)− xµ0 (xi−1xn−b−h+1 − xixn−b−h) .

Therefore we have: if 1 ≤ h < n− b, d∗1d
∗
2(e(h)

1 ) = x1gh − xη0gh−1 + xan(xη0xn−h+1 − x1xn−h)− xµ0 (xη0xn−b−h+1 − x1xn−b−h) = 0,

d∗1d
∗
2(e(h)

i ) = xigh − xi−1gh−1 + xan(xi−1xn−h+1 − xixn−h)− xµ0 (xi−1xn−b−h+1 − xixn−b−h) = 0 ;

if h = n− b, d∗1d
∗
2(e(n−b)

1 ) = x1gh − xη0gh−1 + xan(xη0xb+1 − x1xb) = 0,

d∗1d
∗
2(e(h)

i ) = xigh − xi−1gh−1 + xan(xi−1xb+1 − xixb) + xµ0 (xη0xi − x1xi−1) = 0 .

In each case, d∗1d
∗
2(e(h)

i ) is the expansion of the determinant of one of the above matrices , along the first column and
the third row.

(3). If b = n, the remaining
(
n
2

)
syzygies are obtained as d∗2

(
e

(0)
i

)
, 1 ≤ i ≤ n, with

d∗2
R2 = E1(−δ0)⊕ E2 −→ R1 = K0(−δ0)⊕ E1 = E0(−δ0)⊕ E1

, d∗2(ei ∧ ej) = d1(ei ∧ ej)− g0 · (ei ∧ ej).

Hence d∗1d
∗
2(ei ∧ ej) = d1(ei ∧ ej)g0 − g0d1(ei ∧ ej). �

2 Arf-GS monomial curves and their smoothability.
The definition of Arf semigroups comes from the classical one given by Lipman [11] for a semi-local ring R. When R
is analitically irreducible, residually rational there exists a finite sequence R = R0 ⊆ R1 ⊆ ... ⊆ Rm−1 ⊆ Rm = R
of one dimensional local noetherian rings such that for each 1 ≤ i ≤ m, the ring Ri is obtained from Ri−1 by
blowing up the maximal ideal mi−1 of Ri−1. Then R is called Arf if for each i = 1, ...,m the embedding dimension
of Ri is equal to the multiplicity of Ri, i.e. embdim(Ri) = e(Ri). In particular, if a local ring R is Arf, then R
has maximal embedding dimension. According to Lipman’s definition, for X = Spec k[[S]], S numerical semigroup
minimally generated by m0 < m1 < ... < mn, the blowing-up L(S) of S along the maximal ideal M = S \ {0}
is L(S) = ∪h≥1

(
hM − hM), where hM := M + · · · + M (h summands, h ≥ 1), hM − hM := {z ∈ Z |

z + hM ⊆ hM}. It is well-known by [1, (1.2.4), and (1.3.1)] that:

(a) L(S) =< m0,m1 −m0, ...,mn −m0 >.

(b) There exists a finite sequence of blowing-ups : S ⊆ S1 = L(S) ⊆ ... ⊆ Sm = L(Sm−1) = IN.

Definition 2.1 A numerical semigroup S is called an Arf semigroup if the sequences of its blowing-up S ⊆ S1 =
L(S) ⊆ ... ⊆ Sm = L(Sm−1) = IN satisfy embdim(Si) = e(Si) ∀i = 1, ...,m.

According to a well-known result of Shaps [17] and Pinkham’s Theorem [15], we get

Proposition 2.2 Every GS semigroup as in Notation 1.1 of maximal embedding dimension is Weierstrass. In particular,
each Arf semigroup generated by a generalized arithmetic sequence has the Weierstrass property .

Proof. If S is a GS semigroup of maximal embedding dimension , then n + 1 = embdim(S) = e(S) = m0.
Therefore a = b = 1, and so the defining ideal I is determinantal generated by the 2 × 2 minors of the matrix A′.
Then the associated curve is smoothable according to [17] and so S is Weierstrass. In particular, it holds for the GS
semigroups which are also Arf since ( as above recalled ) they have maximal embedding dimension.

As regard Arf-GS semigroups we recall the following characterization

Proposition 2.3 We have:
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(1) A numerical GS semigroup is Arf if and only if either e(S) = 2, or d = 1, 2 [12, Prop.2.4 and its proof] .

(2) Given a semigroup of maximal embedding dimension, minimally generated m0 < m1 < ... < mn, if m1 ≡ 1,
then S is Arf if and only if it is GS (with d = 1).

Proof. (1) follows by noting that for S minimally generated by < m0, ηm0 + d, ..., ηm0 + nd >, with η ≥ 2, then its
blowing-up is L(S) =< m0, (η − 1)m0 + d, ..., (η − 1)m0 + nd >; further L(Sη) =< m0, d >.
(2). The proof is in [20, Prop.3.1]. �

3 Smoothability of AS curves via modifications of the defining matrices.
In general, if X and Σ are schemes over a field k, a deformation of X over Σ is a k-scheme Y , flat over Σ, together
with a closed immersion X ↪→ Y such that the induced map X → Y ×Σ k is an isomorphism: namely there is a

cartesian diagram

X ↪→ Yy yπ
{0} ↪→ Σ

with π flat morphism.

A variety X is said to be smoothable if there exists an integral scheme Σ of finite type and a deformation Y of X over
Σ admitting non-singular fibres.

This section deals with the smoothability of AS monomial curves (GS curves with η = 1); this topic is strictly
closed to the classification of Weierstrass semigroups, see [3] for a survey. In fact, by Pinkham’s Theorem [15], if
the field k is algebraically closed of characteristic 0, the semigroup associated to any smoothable monomial curve is
Weierstrass. We refer to [7] and [13], for the basic tools on deformations and Weierstrass semigroups.
For an AS semigroup S as in Notation 1.1, let m0 ≡ b (mod. n) and let X be the associated monomial curve. If b = 1
or b = n, then X is smoothable: for b = 1, the defining ideal I of X is determinantal and the result follows by [17],
for b = n, see [13]. Further for n ≤ 4, the smoothability of X is proved in [14].
Now we extend the above result to the curves verifying n ≤ 3b. The bideterminantal shape of the ideal I and the
determinantal description of the first syzygy module explained in (1.6), allow to construct suitable deformations of the
matrices defining I and by this way to get immediately the flatness of the induced morphism, since the first syzygies
naturally lift to the set of deformed generators. The proof of the smoothability is based on the following version of the
classical Bertini’s Theorem:

Theorem 3.1 Let X be a nonsingular variety over an algebraically closed field k of characteristic 0. Let D be a finite
dimensional linear system.Then almost every element of D, considered as a closed subscheme of X, is nonsingular (but
maybe reducible) outside the base points of D.[6, III Corollary 1.9, Remark 1.9.2]

We suppose the field k algebraically closed of characteristic 0, even if some of the following results hold under more
general assumptions.

3.1 Case n ≤ 2b .

We set up explicitly a 2-dimensional family of curves containing X as special fibre, whose generic member is regular.

Theorem 3.2 Assume that n ≤ 2b. Deform the matrices A and A′ in Notation 1.1, respectively as

Adef =
(
x0 . . . xn−b−1 . . . xn−1

x1 . . . xn−b− V . . . xn

)
A′def =

(
xan x0 . . . xn−b − V

xµ0 − U xb . . . xn

)
.

Let Y ⊆ An+3 be the variety defined by the union of the 2× 2 minors of Adef and A′def . Then

(1) The ideal IY ⊆ k[x0, ..., xn, U, V ] is minimally generated by the 2 × 2 minors {F1, ..., F(n
2)} of Adef (lexico-

graphically ordered) and by the minors {G0, ..., Gn−b} of A′def containing the first column.

(2) The induced morphism π : Y −→ Spec k[U, V ] is a deformation, with smooth fibres, of the monomial curve X .

Proof. (1). The 2× 2 minors of the matrix A′def not containing the first column, have two possible shapes:

Mi,j = det

(
xi xj
xb+i xb+j

)
with 0 ≤ i < j < n− b,

Mi,n−b = det

(
xi xn−b − V
xb+i xn

)
with 0 ≤ i < n− b.

These minors belong to the ideal generated by the 2× 2 minors of Adef . In fact:
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Mi,j = (xixb+j − xi+1xb+j−1) + (xi+1xb+j−1 − xi+2xb+j−2) + ...+ (xj−1xb+i+1 − xjxb+i),
since b ≥ n− b and b+ j > b+ j − 1 > ... > b+ i+ 1 > n− b;
Mi,n−b = (xixn−xi+1xn−1)+(xi+1xn−1−xi+2xn−2)+...+(xn−b−2xb+i+2−xn−b−1xb+i+1)+(xn−b−1xb+i+1−
xb+i(xn−b − V )), since b+ i+ k > n− b, for 1 ≤ k ≤ n− b− i.
(2). According to this “compatibility” among the minors of the two matrices Adef , A

′
def and by Theorem1.6, we can

see that the expansions of the determinants of the following matrices along the first column and the third row, are
relations among the chosen generators of IY which lift those of I found in (1.6): xan xn−b−h xn−b−h+1

xµ0 − U xn−h xn−h+1

0 xi−1 xi

 with 1 < h ≤ n− b, 1 ≤ i ≤ n, i 6= n− b,

 xan xn−b−1 xn−b − V
xµ0 − U xn−1 xn

0 xi−1 xi

 with h = 1, 1 ≤ i ≤ n, i 6= n− b,

 xan xn−b−h xn−b−h+1

xµ0 − U xn−h xn−h+1

0 xn−b−1 xn−b − V

 with 1 < h ≤ n− b, i = n− b,

 xan xn−b−1 xn−b − V
xµ0 − U xn−1 xn

0 xn−b−1 xn−b − V

 with h = 1, i = n− b.

Therefore there exists a flat morphism π : Y −→ Spec k[U, V ] with special fibre the curve X .
It remains to verify that this deformation has smooth fibres, equivalently, that the rank of the jacobian matrix of the
generic fibre is n at every point. For this, we fix V = V0 6= 0 and we first prove that the two-dimensional variety
Z defined by the minors of Adef , (with V = V0), is non singular (Z is a deformation of the cone on the rational
normal curve). This fact allows us to apply Bertini’s (3.1) to Z and to the divisor D on Z defined by the element
G0 = xa+1

n − (xµ0 − U)(xn−b − V0): a fortiori the generic fibre X ′ of π is smooth outside the fixed points of D.
Finally, by choosing other suitable generators of X ′, we shall deduce the regularity of X ′ at the above fixed points.
To show that the variety Z is regular, we prove that the Jacobian matrix JZ(P ) has rank n−1 for each V 6= 0 and for
each P ∈ Z. Consider the submatrix J ′Z of JZ formed by the rows corresponding to the elements F1, . . . Fn−1 :

x2 −2x1 x0 0 . . . 0 0 0
x3 −x2 −x1 x0 . . . 0 0 0

. . . . . .
xn−b − V0 −xn−b−1 0 ... x0 . . . 0 0

. . . . . .
xn−1 −xn−2 0 . . . −x1 x0 0
xn −xn−1 0 0 . . . 0 −x1 x0


If x0 6= 0 the rank is n−1. The points belonging to Z with x0 = 0 are

P (0, 0, ..., 0, xn), Q(0, 0, ..., 0, V0, xn−b+1, ..., xn).

At the points P a non vanishing minor with size (n−1) of JZ comes from the subset of generators of Adef of the shape

det

(
xi xn−b−1

xi+1 xn−b − V0

)
= xi(xn−b − V0)− xi+1xn−b−1, i = 0, ..., n−1, i 6= n− b− 1.

Now, to achieve the proof, consider the (n× (n+ 1)) submatrix J ′′Y of JY related to the minors

det

(
xi xn−b
xi+1 xn−b+1

)
, 0 ≤ i ≤ n−1, i 6=n−b (of Adef ), and det

(
xn−b−1 xn−b
xn−b − V0 xn−b+1

)
= Gn−b :
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

xn−b+1 −xn−b . . . 0 0 −x1 x0 ... 0
0 xn−b+1 . . . 0 0 −x2 x1 ... 0
0 ... ... ... ...
0 0 ... −xn−b 0 −xn−b−2 ... ... 0
0 0 . . . xn−b+1 −xn−b −xn−b−1 . . . ... 0
0 0 ... 0 xn−b+1 −2xn−b+V0 xn−b−1 . . . 0
0 0 ... 0 . . . xn−b+2 −2xn−b+1 . . .
0 0 ... ... ... ...
0 0 ... ... xn −xn−1 ... ... −xn−b+1 xn−b

−(µ+1)xµ0 +U 0 ... 0 ... ... xan ... axa−1
n xb


To see the regularity of Z at the points of type Q, one can consider the minor of J ′′Y obtained by deleting the first, the
(n− b+ 2)-th column and the last row. Therefore we conclude that Z is a regular variety.
Now by Bertini’s Theorem 3.1, applied to Z and to the linear system D defined by G0, it remains to prove that the
generic fibre X ′ is smooth at the fixed points of D, which are

R(x0, 0, ..., , 0, V0, 0..., 0) (where V0 is the (n− b+ 1)-th component of R).
This fact holds because the Jacobian matrix JX′ evaluated at the points R has rank n. In fact a (n× n) non-null minor
in R is: −V n−1(µ+1)xµ0 +U (the minor of J ′′Y obtained by deleting the (n− b+ 2)-th column), for each R as above
and for each U 6= 0

(
since R ∈ X ′ =⇒ Gn−b(R) = 0 =⇒ xµ0 = U

)
. �

3.2 Case 2b < n ≤ 3b .

The preceding algorithm of deforming the matrices A,A′ cannot always be used, because, in general, the conditions
of compatibility which hold for n ≤ 2b are more than the number of parameters. In this section, we first note that if
hb < n ≤ (h+ 1)b for each h ≥ 2 , there exists a matrix A′′ such that the 2× 2 minors of A,A′′ are still a system of
generators for the ideal I . In the case h = 2 by deforming the matrices A,A′′, we still get a deformation of the curve
X with smooth fibres.

Lemma 3.3 With Notation 1.1, let A =
(
x0 x1 . . . xn−2 xn−1

x1 x2 . . . xn−1 xn

)
and for h ≥ 2 consider

A′′ =
(
xa−1
n x0 x1 . . . xn−hb | xn−hb+1 . . . xn−b
xµ0 xn−hb+bxhb xn−hb+bxhb+1 . . . xn−hb+bxn | xn−hb+1+bxn . . . x2

n

)
.

Then the 2× 2 minors of A,A′′ are still a system of generators for the ideal I .

Proof.

• for 0 ≤ i ≤ n− hb: det

(
xan xi
xµ0 xi+b

)
=

xa−1
n [(xi+bxn − xi+b+1xn−1) + ...+ (xn−hb+b−1xi+hb+1 − xn−hb+bxi+hb)]+

xa−1
n xn−hb+bxi+hb − xµ0xi = xa−1

n α+ det

(
xa−1
n xi
xµ0 xn−hb+bxi+hb

)
, where α ∈ C (see Notation 1.1);

• for 0 ≤ i < j ≤ n− hb: det

(
xi xj
xn−hb+bxi+hb xn−hb+bxj+hb

)
=

xn−h+b[(xixhb+j − xi+1xhb+j−1) + ...+ (xj−1xhb+i+1 − xjxhb+i)] ∈ C.

• for 0 ≤ i ≤ n− hb, n− hb+ 1 ≤ j ≤ n− b: det

(
xi xj
xn−hb+bxi+hb xnxj+b

)
=

xj+b[(xixn − xi+1xn−1) + ...+ (xn−hb−1xhb+i+1 − xn−hbxhb+i)]+
xhb+i[(xn−hbxb+j − xn−hb+1xb+j−1) + ...+ (xj−1xn−hb+b+1 − xjxn−hb+b)] ∈ C.

• if n− hb+ 1 ≤ i < j ≤ n− b: det
(
xi xj
xi+bxn xj+bxn

)
∈ C. �
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Note also that the syzygies obtained with the method described in (1.6.b) by considering A,A′′, instead of A,A′
still generate the first syzygies module of I .
If 2b < n ≤ 3b we can again find suitable “compatible” deformations of A,A′′: the ideal IY generated by the union of
the 2× 2 minors of Adef , A

′′
def defines a deformation of X with smooth fibres, as in Theorem (3.2).

Theorem 3.4 Assume 2b < n ≤ 3b. Deform the matrices A,A′′ as

Adef =
(
x0 . . . xn−b−2 xn−b−1 xn−b xn−b+1 . . . xn−1

x1 . . . xn−b−1 xn−b− V xn−b+1 xn−b+2 . . . xn

)
A′′def =

(
xa−1
n x0 x1 . . . xn−2b | xn−2b+1 . . . xn−b − V

xµ0 − U xn−bx2b xn−bx2b+1 . . . xn−bxn | xn−b+1xn . . . x2
n

)
.

Let Y ⊆ An+3 be the variety defined by the union of the 2× 2 minors of Adef and A′′def . Then

(1) The ideal IY ⊆ k[x0, ..., xn, U, V ] is minimally generated by the 2 × 2 minors {F1, ..., F(n
2)} of Adef , (lexico-

graphically ordered), and by the minors {G0, ..., Gn−b} of A′′def containing the first column.

(2) The induced morphism π : Y −→ Spec k[U, V ] is a flat deformation of the monomial curve X with smooth fibres.

Proof. The result follows with the same arguments as in Theorem 3.2. It suffices to prove the “compatibility” among
the minors of Adef , A

′′
def .

• for 0 ≤ i < j ≤ n− 2b, det

(
xi xj
xn−bxi+2b xn−bxj+2b

)
=

xn−b[(xix2b+j − xi+1x2b+j−1) + ... + (xj−1x2b+i+1 − xjx2b+i)] ∈ Cdef since 2b + j > 2b + i ≥ n − b, by
assumption.

• for 0 ≤ i ≤ n− 2b, n− 2b+ 1 ≤ j ≤ n− b− 1: det

(
xi xj
xn−bxi+2b xnxj+b

)
=

xj+b[(xixn − xi+1xn−1) + ...+ (xn−2b−1x2b+i+1 − xn−2bx2b+i)]+
x2b+i[(xn−2bxb+j − xn−2b+1xb+j−1) + ...+ (xj−1xn−2b+b+1 − xjxn−2b+b)] ∈ Cdef , since
n > ... > 2b+ i+ 1 > n− b and b+ j > ... > n− b+ 1.

• for 0 ≤ i ≤ n− 2b, j = n− b: det

(
xi xn−b − V
xn−bxi+2b x2

n

)
=

xn[(xixn − xi+1xn−1) + ...+ (xn−2b−1x2b+i+1 − xn−2bx2b+i)]+
x2b+i[(xn−2bxn− xn−2b+1xn−1) + ...+ (xn−b−2xn−b+2− xn−b−1xn−b+1) + (xn−b−1xn−b+1− xn−b(xn−b−
V ))] ∈ Cdef .

• if n− 2b+ 1 ≤ i < j ≤ n− b− 1: det
(
xi xj
xi+bxn xj+bxn

)
∈ Cdef .

• if n− 2b+ 1 ≤ i, j = n− b: det
(
xi xn−b − V
xi+bxn x2

n

)
= xn[(xixn − xi+1xn−1) + ...+ (xn−b−2xb+i+2 −

xn−b−1xb+i+1) + (xn−b−1xb+i+1 − xb+i(xn−b − V ))] ∈ Cdef . �

Recalling that if b = 1 the ideal I is determinantal and so the curve X is smoothable by [17], we deduce the following

Corollary 3.5 With Notation 1.1 : the AS semigroups with n ≤ 3b are Weierstrass. In particular every AS semigroup
with embedding dimension less or equal to seven and every semigroup with b 6= 2 and embedding dimension ≤ 10
have this property.

Remark 3.6 When n > 3b (e.g. for the AS semigroup with n = 7, a = 1, b = d = 2) we cannot find a compatible
deformation of the two matrices A,A′. Hence it is more complicated to check the flatness of the possible maps. In
these cases one can consider the module T 1

R and try to lift the infinitesimal deformations as described e.g. in [19] (see
also the procedure we use in [13]). To this end we are implementing an algorithm with Cocoa [2].

References
[1] V. Barucci, D.E. Dobbs, M. Fontana “Maximality properties in numerical semigroups and applications to one-

dimensional analitically irreducible local domanis” Lecture Notes in Pure and Appl. Math vol. 153, Dekker,
New York (1994).

9



[2] CoCoA Team CoCoA, “A system for doing Computations in Commutative Algebra” Available at
http://cocoa.dima.unige.it

[3] A. Del Centina “Weierstrass points and their impact in the study of algebraic curves: a historical account from
the “Luckensatz” to the 1970s” Ann.Univ.Ferrara, vol. 54, pp. 37-59, (2008).

[4] P. Gimenez, I. Sengupta, H. Srinivasan “Minimal free resolutions for certain affine monomial curves” Commu-
tative Algebra and Its connections to Geometry, Contemporary Mathematics, vol.555, AMS, (2011).

[5] P. Gimenez, I. Sengupta, H. Srinivasan “Minimal graded free resolutions for monomial curves defined by arith-
metic sequences” Journal of Algebra, vol.388, pp.294-310 (2013).

[6] R. Hartshorne “Algebraic Geometry” Springer, New York vol. 257, (1977).

[7] R. Hartshorne “Deformation Theory” Springer, New York vol. 257, (2010).

[8] J. Herzog, D.I. Stamate “On the defining equations of the tangent cone of a numerical semigroup ring”
ArXiv:1308.4644 [math.AC] (2013).

[9] T. Høholdt, J.H. van Lint, R. Pellikaan “Algebraic geometry of codes” Handbook of coding theory, vol.1, pp.
871-961, Elsevier, Amsterdam, (1998).

[10] K. Kurano “The First Syzygies of Determinantal Ideals” Journal of Algebra vol. 124, pp. 414-436, (1989).

[11] J. Lipman “Stable ideals and Arf rings” American J. of Math. vol.9 , pp. 649-685, (1971).

[12] G.L. Matthews “On numerical semigroups generated by generalized arithmetic sequences” Comm. Algebra Vol.
32 no. 9, 3459-3469, (2004).

[13] A. Oneto, G. Tamone “Smoothability and order bound for AS semigroups” Semigroup Forum, Vol.85 no. 2, pp.
268-288, (2012).

[14] A. Oneto, G. Tamone “Deformations and smoothability of certain AS monomial curves” Beitrage zur Algebra
und Geometrie Vol.55 n.2, pp.557-575 , ( 2014).

[15] H.C. Pinkham “Deformations of algebraic varieties with Gm action” Asterisque vol. 20, (1974).

[16] A.K. Roy, I. Sengupta, G. Tripathi “Minimal graded free resolutions for monomial curves in A4 defined by almost
arithmetic sequences” arXiv1503.02687v1 [mathAC] (9 Mar 2015).

[17] M. Schaps “Nonsingular deformations of a determinantal scheme” Pac. J. Math., vol. 65 n.1, pp. 209-215, (1976).

[18] L. Sharifan, R. Zaare-Nahandi “Minimal free resolutions of the associated graded ring of monomial curves of
generalized arithmetic sequences” JPAA, vol. 213, no. 3, pp 360-369 (2009).

[19] J. Stevens “Deformations of Singularities” Lecture Notes in Math., vol. 1811, Springer, Berlin (2003).

[20] G. Tamone “Blowing-up and glueings in one-dimensional rings - Commutative algebra (Trento, 1981)”, pp. 321-
337, Lecture Notes in Pure and Appl. Math., 84, Dekker, New York, (1983).

10


