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## Abstract

Integral equation has been one of the essential tools for various area of applied mathematics. In this work, we employed different numerical methods for solving both linear and nonlinear Fredholm integral equations. A goal is to categorize the selected methods and assess their accuracy and efficiency. We discuss challenges faced by researchers in this field, and we emphasize the importance of interdisciplinary effort for advancing the study on numerical methods for solving integral equations. Integral equations can be viewed as equations which are results of transformation of points in a given vector spaces of integrable functions by the use of certain specific integral operators to points in the same space. If, in particular, one is concerned with function spaces spanned by polynomials for which the kernel of the corresponding transforming integral operator is separable being comprised of polynomial functions only, then several approximate methods of solution of integral equations can be developed.

This work, specially, deals with the development of different wavelet methods for solving integral and intgro-differential equations. Wavelets theory is a relatively new and emerging area in mathematical research. It has been applied in a wide range of engineering disciplines; particularly, wavelets are very successfully used in signal analysis for waveform representations and segmentations, time frequency analysis, and fast algorithms for easy implementation. Wavelets permit the accurate representation of a variety of functions and operators. Moreover, wavelets establish a connection with fast numerical algorithms. Wavelets can be separated into two distinct types, orthogonal and semi-orthogonal.

The preliminary concept of integral equations and wavelets are first presented in Chapter 1. Classification of integral equations, construction of wavelets and multi-resolution analysis (MRA) have been briefly discussed and provided in this chapter. In Chapter 2, different wavelet methods are constructed and function approximation by these methods with convergence analysis have been presented.

In Chapter 3, linear semi-orthogonal compactly supported B-spline wavelets together with their dual wavelets have been applied to approximate the solutions of Fredholm integral equations (both linear and nonlinear) of the second kind and their systems. Properties of these wavelets are first presented; these properties are then utilized to reduce the computation of integral equations to some algebraic equations. Convergence analysis of B-spline method has been discussed in this chapter. Again, in Chapter 4, system of nonlinear Fredholm integral equations have been solved by using hybrid Legendre Block-Pulse functions and

Bernstein collocation method. In Chapter 5, two practical problems arising from chemical phenomenon, have been modeled as Fredholm- Hammerstein integral equations and solved numerically by different numerical techniques. First, COSMO-RS model has been solved by Bernstein collocation method, Haar wavelet method and Sinc collocation method. Second, Hammerstein integral equation arising from chemical reactor theory has been solved by B-spline wavelet method. Comparison of results have been demonstrated through illustrative examples.

In Chapter 6, Legendre wavelet method and Bernoulli wavelet method have been developed to solve system of integro-differential equations. Legendre wavelets along with their operational matrices are developed to approximate the solutions of system of nonlinear Volterra integro-differential equations. Also, nonlinear Volterra weakly singular integro-differential equations system has been solved by Bernoulli wavelet method. The properties of these wavelets are used to reduce the system of integral equations to a system of algebraic equations which can be solved numerically by Newton's method. Rigorous convergence analysis has been done for these wavelet methods. Illustrative examples have been included to demonstrate the validity and applicability of the proposed techniques.

In Chapter 7, we have solved the second order Lane-Emden type singular differential equation. First, the second order differential equation is transformed into integro-differential equation and then solved by Legendre multi-wavelet method and Chebyshev wavelet method. Convergence of these wavelet methods have been discussed in this chapter. In Chapter 8, we have developed a efficient collocation technique called Legendre spectral collocation method to solve the Fredholm integro-differential-difference equations with variable coefficients and system of two nonlinear integro-differential equations which arise in biological model. The proposed method is based on the Gauss-Legendre points with the basis functions of Lagrange polynomials. The present method reduces this model to a system of nonlinear algebraic equations and again this algebraic system has been solved numerically by Newton's method.

The study of fuzzy integral equations and fuzzy differential equations is an emerging area of research for many authors. In Chapter 9, we have proposed some numerical techniques for solving fuzzy integral equations and fuzzy integro-differential equations. Fundamentals of fuzzy calculus have been discussed in this chapter. Nonlinear fuzzy Hammerstein integral equation has been solved by Bernstein polynomials and Legendre wavelets, and then compared with homotopy analysis method. We have solved nonlinear fuzzy Hammerstein Volterra integral equations with constant delay by Bernoulli wavelet method and then compared with B-spline wavelet method. Finally, fuzzy integro-differential equation has been solved by Legendre wavelet method and compared with homotopy analysis method. In fuzzy case, we have applied two-dimensional numerical methods which are discussed in chapter 2. Convergence analysis and error estimate have been also provided for Bernoulli wavelet method.

The study of fractional calculus, fractional differential equations and fractional integral equations has a great importance in the field of science and engineering. Most of the physical phenomenon can be best modeled by using fractional calculus. Applications of fractional differential equations and fractional integral equations create a wide area of research for many researchers. This motivates to work on fractional integral equations, which results in the form of Chapter 10. First, the preliminary definitions and theorems of fractional calculus have been presented in this chapter. The nonlinear fractional mixed Volterra-Fredholm integro-differential equations along with mixed boundary conditions have been solved by Legendre wavelet method. A numerical scheme has been developed by using Petrov-Galerkin method where the trial and test functions are Legendre wavelets basis functions. Also, this method has been applied to solve fractional Volterra integro-differential equations. Uniqueness and existence of the problem have been discussed and the error estimate of the proposed method has been presented in this work. Sinc Galerkin method is developed to approximate the solution of fractional Volterra-Fredholm integro-differential equations with weakly singular kernels. The proposed method is based on the Sinc function approximation. Uniqueness and existence of the problem have been discussed and the error analysis of the proposed method have been presented in this chapter.

Keywords: Integral equation; Integro-differential equation; Integro-differential-difference equation; Numerical approximation; B-spline wavelets; Legendre wavelets; Chebyshev wavelets; Haar wavelets; Bernoulli wavelets; Bernstein polynomials; Block-Pulse functions; Sinc functions; Spectral collocation method; Galerkin technique.
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## Chapter 1

## Preliminary Concepts

### 1.1 Introduction

For many years the subject of functional equations has held a prominent place in the attention of mathematicians. In more recent years this attention has been directed to a particular kind of functional equation, an integral equation, where in the unknown function occurs under the integral sign. Such equations occur widely in diverse areas of applied mathematics and physics. They offer a powerful technique for solving a variety of practical problems. One obvious reason for using the integral equation rather than differential equations is that all of the conditions specifying the initial value problem or boundary value problem for a differential equation. In the case of PDEs, the dimension of the problem is reduced in this process so that, for example, a boundary value problem for a practical differential equation in two independent variables transform into an integral equation involving an unknown function of only one variable. This reduction of what may represent a complicated mathematical model of a physical situation into a single equation is itself a significant step, but there are other advantages to the gained by replacing differentiation with integration. Some of these advantages arise because integration is a smooth process, a feature which has significant implications when approximate solutions are sought. Whether one is looking for an exact solution to a given problem or having to settle for an approximation to it, an integral equation formulation can often provide a useful way forward. For this reason integral equations have attracted attention for most of the last century and their theory is well-developed.

In 1825 Abel, an Italian mathematician, first produced an integral equation in connection with the famous tautochrone problem. The problem is connected with the determination of a curve along which a heavy particle, sliding without friction, descends to its lowest position, or more generally, such that the time of descent is a given function of its initial position.

### 1.2 Integral equation

An integral equation is an equation in which an unknown function appears under one or more integral signs. For example, for $a \leq x \leq b, a \leq t \leq b$, the equations

$$
\begin{array}{ll} 
& \int_{a}^{b} K(x, t) y(t) d t=f(x), \\
& y(x)-\lambda \int_{a}^{b} K(x, t) y(t) d t=f(x) \\
\text { and } & y(x)=\int_{a}^{b} K(x, t)[y(t)]^{2} d t,
\end{array}
$$

where the function $y(x)$, is the unknown function while $f(x)$ and $K(x, t)$ are known functions and $\lambda, a$ and $b$ are constants, are all integral equations. The above mentioned functions can be real or complex valued functions in $x$ and $t$. In this work, we have considered only real valued functions.

### 1.3 Classification of integral equations

An integral equation can be classified as a linear or nonlinear integral equation as similar in the ordinary and partial differential equations. we have noticed that the differential equation can be equivalently represented by the integral equation. Therefore, there is a good relationship between these two equations. An integral equation is called linear if only linear operations are performed in it upon the unknown function. An integral equation which is not linear is known as nonlinear integral equation. The most frequently used integral equations fall under two major classes, namely Volterra and Fredholm integral equations. Also, we have to classify them as homogeneous or non-homogeneous integral equations.

### 1.3.1 Fredholm integral equation

The most general form of Fredholm linear integral equations is given by the form

$$
\begin{equation*}
g(x) y(x)=f(x)+\lambda \int_{a}^{b} K(x, t) y(t) d t \tag{1.1}
\end{equation*}
$$

where $a, b$ are both constants, $f(x), g(x)$ and $K(x, t)$ are known functions while $y(x)$ is unknown function and $\lambda$ is a non-zero real or complex parameter, is called Fredholm integral equation of third kind. The $K(x, t)$ is known as the kernel of the integral equation.

- Fredholm integral equation of the first kind: A linear integral equation of the form (by setting $g(x)=0$ in (1.1))

$$
f(x)+\lambda \int_{a}^{b} K(x, t) y(t) d t=0
$$

is known as Fredholm integral equation of the first kind.

- Fredholm integral equation of the second kind: A linear integral equation of the form (by setting $g(x)=1$ in (1.1))

$$
y(x)=f(x)+\lambda \int_{a}^{b} K(x, t) y(t) d t
$$

known as Fredholm integral equation of the second kind.

- Homogeneous Fredholm integral equation of the second kind: A linear integral equation of the form (by setting $f(x)=0, g(x)=1$ in (1.1))

$$
y(x)=\lambda \int_{a}^{b} K(x, t) y(t) d t
$$

is known as the homogeneous Fredholm integral equation of the second kind.

### 1.3.2 Volterra integral equation

The most general form of Volterra linear integral equations is given by the form

$$
\begin{equation*}
g(x) y(x)=f(x)+\lambda \int_{a}^{x} K(x, t) y(t) d t \tag{1.2}
\end{equation*}
$$

where $a$ is constant, $f(x), g(x)$ and $K(x, t)$ are known functions while $y(x)$ is unknown function and $\lambda$ is a non-zero real or complex parameter, is called Volterra integral equation of third kind. The $K(x, t)$ is known as the kernel of the integral equation.

- Volterra integral equation of the first kind: A linear integral equation of the form (by setting $g(x)=0$ in (1.2))

$$
f(x)+\lambda \int_{a}^{x} K(x, t) y(t) d t=0
$$

is known as Volterra integral equation of the first kind.

- Volterra integral equation of the second kind: A linear integral equation of the form (by setting $g(x)=1$ in (1.2))

$$
y(x)=f(x)+\lambda \int_{a}^{x} K(x, t) y(t) d t
$$

known as Volterra integral equation of the second kind.

- Homogeneous Fredholm integral equation of the second kind: A linear integral equation of the form (by setting $f(x)=0, g(x)=1$ in (1.2))

$$
y(x)=\lambda \int_{a}^{x} K(x, t) y(t) d t
$$

is known as the homogeneous Volterra integral equation of the second kind.

### 1.3.3 Singular integral equation

A singular integral equation is defined as an integral with the infinite limits or when the kernel of the integral becomes unbounded at one or more points within the interval of integration. For example,

$$
\begin{aligned}
y(x) & =f(x)+\lambda \int_{-\infty}^{\infty} e^{-|x-t|} y(t) d t \\
\text { and } \quad f(x) & =\int_{0}^{x} \frac{1}{(x-t)^{\alpha}} y(t) d t, 0<\alpha<1
\end{aligned}
$$

are singular integral equations.

### 1.3.4 Integro-differential equation

In the early 1900, Vito Volterra studied the phenomenon of population growth, and new types of equations have been developed and termed as the integro-differential equations. In this type of equations, the unknown function $y(x)$ appears as the combination of the ordinary derivative and under the integral sign. For example,

$$
\begin{aligned}
& y^{\prime \prime}(x)=f(x)+\lambda \int_{0}^{x}(x-t) y(t) d t, \quad y(0)=0, y^{\prime}(0)=1 \\
& y^{\prime}(x)=f(x)+\lambda \int_{0}^{1}(x t) y(t) d t, \quad y(0)=1
\end{aligned}
$$

The above equations are second order Volterra integro-differential equation and first order Fredholm integro-differential equation, respectively.

### 1.3.5 Special kind of kernels

Kernel function is main part of the integral equation. Classification of kernel functions are as follow:

- Symmetric kernel: A kernel $K(x, t)$ is symmetric (or complex symmetric) if

$$
K(x, t)=\bar{K}(t, x)
$$

where the bar denotes the complex conjugate. A real kernel $K(x, t)$ is symmetric if

$$
K(x, t)=K(t, x) .
$$

- Separable or degenerate kernel: A kernel $K(x, t)$ is called separable or degenerate if it can be expressed as the sum of a finite number of terms, each of which is the
product of a function of $x$ only and a function of $t$ only, i.e.,

$$
K(x, t)=\sum_{i=0}^{n} g_{i}(x) h_{i}(t)
$$

- Non-degenerate kernel: A kernel $K(x, t)$ is called non-degenerate if it can not be separated as the function of $x$ and function of $t$. For example, $e^{x t}, \sqrt{x+t}$ are the non-degenerate kernels.


### 1.4 Wavelets

Wavelets theory is a relatively new and emerging area in mathematical research. It has been applied in a wide range of engineering disciplines; particularly, wavelets are very successfully used in signal analysis for waveform representations and segmentations, time frequency analysis, and fast algorithms for easy implementation [1, 2]. Wavelets permit the accurate representation of a variety of functions and operators. The concept of wavelet analysis has been in place in one form or the other since the beginning of this century. However, in its present form, wavelet theory drew attention in the 1980s with the work of several researchers from various disciplines: Stromberg, Morlet, Grossmann, Meyer, Battle, Lemarie, Coifman, Daubechies, Mallat, and Chui, to name a few. Many other researchers have also made significant contributions.

In applications to discrete data sets, wavelets may be considered basis functions generated by dilations and translations of a single function. Analogous to Fourier analysis, there are wavelet series (WS) and integral wavelet transforms (IWT). In wavelet analysis, WS and IWT are intimately related. Wavelet techniques enable us to divide a complicated function into several simpler ones and study them separately. This property, along with fast wavelet algorithms which are comparable in efficiency to fast Fourier transform algorithms, makes these techniques very attractive for analysis and synthesis. Different types of wavelets have been used as tools to solve problems in signal analysis, image analysis, medical diagnostics, boundary value problems, geophysical signal processing, statistical analysis, pattern recognition, and many others. While wavelets have gained popularity in these areas, new applications are continually being investigated.

Wavelets may be seen as small waves $\psi(t)$, which oscillate at least a few times, but unlike the harmonic waves must die out to zero as $t \rightarrow \pm \infty$. The most applicable wavelets are those that die out to identically zero after a few oscillations on a finite interval, i.e., $\psi(t)=0$ outside the interval. Such a special interval is called the "support" or "compact support" of the given (basic) wavelet $\psi(t)$. We say a basic wavelet since it will be equipped with two parameters, namely, "scale" $a$ and "translation" $b$ to result in a "family" of wavelets
$\psi\left(\frac{t-b}{a}\right)$. The construction of basic wavelets is established in terms of their associated "building blocks" or "scaling functions" $\phi(t)$. The latter is governed by an equation called the "recurrence relation" or "scaling relation". In wavelet analysis, usually, a single scaling function series is used to yield an approximated version of the given signal. Another series of the associated wavelets is added to the former to bring about a refinement. The result is a satisfactory representation of the signal. Once scaling functions are found, it is a simple computation to construct their associated basic wavelets. The scaling functions or "building blocks" are of paramount importance in the study of wavelet analysis in this chapter.

We consider, in this chapter, the space $L^{2}(\mathbb{R})$ of measurable functions $f$, defined on the real line $\mathbb{R}$, that satisfy

$$
\int_{-\infty}^{\infty}|f(t)|^{2} d t \leq \infty .
$$

In fact, we look for such "waves" that generate $L^{2}(\mathbb{R})$, these waves should decay to zero at $\pm \infty$; and for all practical purpose, the decay should be very fast. That is, we look for small waves, or "wavelets", to generate $L^{2}(\mathbb{R})$. For this purpose, we prefer a single function $\psi$ that generates all of $L^{2}(\mathbb{R})$. Since, $\psi$ is very fast decay, to cover whole real line, we shift $\psi$ along $\mathbb{R}$. For computational efficiency, we have used integral powers of 2 for frequency partitioning. That is, consider the small waves

$$
\psi\left(2^{j} t-k\right), \quad j, k \in \mathbb{Z} .
$$

$\psi\left(2^{j} t-k\right)$ is obtained from a single wavelet function $\psi(t)$ by a binary dilation (dilation by $2^{j}$ ) and a dyadic translation (of $k / 2^{j}$ ). Any wavelet function $\psi \in L^{2}(\mathbb{R})$ has two arguments as $\psi_{j, k}$ and defined by

$$
\psi_{j, k}(t)=2^{j / 2} \psi\left(2^{j} t-k\right), \quad j, k \in \mathbb{Z},
$$

where the quantity $2^{j / 2}$ is for normality.
Definition 1.4.1. (Orthogonal wavelet) $A$ wavelet $\psi \in L^{2}(\mathbb{R})$ is called an orthogonal wavelet, if the family $\left\{\psi_{j, k}\right\}$, is an orthonormal basis of $L^{2}(\mathbb{R})$; that is,

$$
\left\langle\psi_{j, k}, \psi_{l, m}\right\rangle=\delta_{j, l} \delta_{k, m}, \quad j, k, l, m \in \mathbb{Z}
$$

Definition 1.4.2. (Semi-orthogonal wavelet) $A$ wavelet $\psi \in L^{2}(\mathbb{R})$ is called an semi-orthogonal wavelet, if the family $\left\{\psi_{j, k}\right\}$ satisfy the following condition,

$$
\left\langle\psi_{j, k}, \psi_{l, m}\right\rangle=0, \quad j \neq l, \quad j, k, l, m \in \mathbb{Z}
$$

### 1.4.1 Multiresolution analysis (MRA)

Any wavelet, orthogonal or semi-orthogonal, generates a direct sum decomposition of $L^{2}(\mathbb{R})$. For each $j \in \mathbb{Z}$, let us consider the closed subspaces

$$
V_{j}=\ldots \oplus W_{j-2} \oplus W_{j-1}, \quad j \in \mathbb{Z}
$$

of $L^{2}(\mathbb{R})$. A set of subspaces $\left\{V_{j}\right\}_{j \in \mathbb{Z}}$ is said to be MRA of $L^{2}(\mathbb{R})$ if it possess the following properties:

1. $V_{j} \subset V_{j+1}, \forall j \in \mathbb{Z}$,
2. $\bigcup_{j \in \mathbb{Z}} V_{j}$ is dense in $L^{2}(\mathbb{R})$,
3. $\bigcap_{j \in \mathbb{Z}} V_{j}=\phi$,
4. $V_{j+1}=V_{j} \oplus W_{j}$,
5. $f(t) \in V_{j} \Leftrightarrow f(2 t) \in V_{j+1}, \forall j \in \mathbb{Z}$.

Properties (2)-(5) state that $\left\{V_{j}\right\}_{j \in \mathbb{Z}}$ is a nested sequence of subspaces that effectively covers $L^{2}(\mathbb{R})$. That is, every square integrable function can be approximated as closely as desired by a function that belongs to at least one of the subspaces $V_{j}$. A function $\varphi \in L^{2}(\mathbb{R})$ is called a scaling function if it generates the nested sequence of subspaces $V_{j}$ and satisfies the dilation equation, namely

$$
\begin{equation*}
\phi(t)=\sum_{k} p_{k} \phi(a t-k), \tag{1.3}
\end{equation*}
$$

with $p_{k} \in l^{2}$ and $a$ being any rational number.
For each scale $j$, since $V_{j} \subset V_{j+1}$, there exists a unique orthogonal complementary subspace $W_{j}$ of $V_{j}$ in $V_{j+1}$. This subspace $W_{j}=\overline{\operatorname{Span}\left\{\psi_{j, k} \mid \psi_{j, k}=\psi\left(2^{j} t-k\right)\right\}}$ is called wavelet subspace and is generated by $\psi_{j, k}=\psi\left(2^{j} t-k\right)$, where $\psi \in L^{2}$ is called the wavelet. From the above discussion, these results follow easily:

- $V_{j_{1}} \cap V_{j_{2}}, j_{1}>j_{2}$,
- $W_{j_{1}} \cap W_{j_{2}}=0, j_{1} \neq j_{2}$,
- $V_{j_{1}} \cap W_{j_{2}}=0, j_{1} \leq j_{2}$.


## Chapter 2

# Numerical Methods and Function Approximation 

### 2.1 Introduction

This chapter provides a brief description of the numerical methods for solving linear and nonlinear integral equations, integro-differential equations and systems. Typically, these methods are based on the approximations like wavelets approximations, orthogonal polynomials and orthogonal functions approximations. In this chapter, we introduce the wavelet methods like B-spline wavelet method (BSWM), Legendre wavelet method (LWM), Legendre multi-wavelet method (LMWM), Chebyshev wavelet method (CWM), Haar wavelet method (HWM), Bernoulli wavelet method (BWM), polynomial approximation via Bernstein polynomials, Legendre spectral collocation method, Legendre polynomial, Block-Pulse functions, Sinc functions etc. which are applied to solve different types of integral equations.

### 2.2 B-spline wavelet Method

Wavelets theory is a relatively new and emerging area in mathematical research. It has been applied in a wide range of engineering disciplines; particularly, wavelets are very successfully used in signal analysis for waveform representations and segmentations, time frequency analysis, and fast algorithms for easy implementation [1]. Wavelets permit the accurate representation of a variety of functions and operators. Moreover, wavelets establish a connection with fast numerical algorithms. Wavelets can be separated into two distinct types, orthogonal and semi-orthogonal [1,3]. The research works available in open literature on integral equation methods have shown a marked preference for orthogonal wavelets [4]. This is probably because the original wavelets, which were widely used for signal processing, were primarily orthogonal. In signal processing applications, unlike integral equation methods, the wavelet itself is never constructed since only its scaling function and coefficients are needed. However, orthogonal wavelets either have infinite support or a non-symmetric, and in some cases fractal, nature. These properties can make them a poor choice for characterization of a function. In contrast, the semi-orthogonal wavelets
have finite support, both even and odd symmetry, and simple analytical expressions, ideal attributes of a basis function [4]. We apply compactly supported linear semi-orthogonal B-spline wavelets, specially constructed for the bounded interval to approximate the unknown function present in the integral equations.

### 2.2.1 B-Spline scaling and wavelet functions

Semi-orthogonal wavelets using B-splines specially constructed for the bounded interval and these wavelets can be represented in a closed form. This provides a compact support. Semi-orthogonal wavelets form the basis in the space $L^{2}(\mathbb{R})$.

Using this basis, an arbitrary function in $L^{2}(\mathbb{R})$ can be expressed as the wavelet series [1]. For the finite interval [ 0,1 ], the wavelet series cannot be completely presented by using this basis. This is because supports of some basis are truncated at the left or right end points of the interval. Hence a special basis has to be introduced into the wavelet expansion on the finite interval. These functions are referred to as the boundary scaling functions and boundary wavelet functions.

Let $m$ and $n$ be two positive integers and

$$
\begin{equation*}
a=x_{-m+1}=\ldots=x_{0}<x_{1}<\ldots<x_{n}=x_{n+1}=\ldots=x_{n+m-1}=b, \tag{2.1}
\end{equation*}
$$

be an equally spaced knots sequence. The functions

$$
\begin{gather*}
B_{m, j, X}(x)=\frac{x-x_{j}}{x_{j+m-1}-x_{j}} B_{m-1, j, X}(x)+\frac{x_{j+m}-x}{x_{j+m}-x_{j+1}} B_{m-1, j+1, X}(x), \\
j=-m+1, \ldots, n-1 . \tag{2.2}
\end{gather*}
$$

and

$$
B_{1, j, X}(x)= \begin{cases}1 & , x=\left[x_{j}, x_{j+1}\right)  \tag{2.3}\\ 0 & , \text { otherwise }\end{cases}
$$

are called cardinal B-spline functions of order $m \geq 2$ for the knot sequence $X=$ $\left\{x_{i}\right\}_{i=-m+1}^{n+m-1}$, and

$$
\begin{equation*}
\text { Supp } B_{m, j, X}(x)=\left[x_{j}, x_{j+m}\right] \bigcap[a, b] \text {. } \tag{2.4}
\end{equation*}
$$

By considering the interval $[a, b]=[0,1]$, at any level $j \in \mathbb{Z}^{+}$, the discretization step is $2^{-j}$, and this generates $n=2^{j}$ number of segments in $[0,1]$ with knot sequence

$$
X^{(j)}=\left\{\begin{array}{l}
x_{-m+1}^{(j)}=\ldots=x_{0}^{(j)}=0,  \tag{2.5}\\
x_{k}^{(j)}=\frac{k}{2^{j}}, \\
x_{n}^{(j)}=\ldots=x_{n+m-1}^{(j)}=1 .
\end{array} \quad k=1, \ldots, n-1,\right.
$$

Let $j_{0}$ be the level for which $2^{j_{0}} \geq 2 m-1$; for each level, $j \geq j_{0}$ the scaling functions of order $m$ can be defined as follows in [5]:

$$
\varphi_{m, j, i}(x)= \begin{cases}B_{m, j_{0}, i}\left(2^{j-j_{0}} x\right), & i=-m+1, \ldots,-1  \tag{2.6}\\ B_{m, j_{0}, 2^{j}-m-i}\left(1-2^{j-j_{0}} x\right), & i=2^{j}-m+1, \ldots, 2^{j}-1, \\ B_{m, j_{0}, 0}\left(2^{j-j_{0}} x-2^{j_{0}} i\right), & i=0, \ldots, 2^{j}-m .\end{cases}
$$

And the two scale relation for the $m$-order semi-orthogonal compactly supported B-wavelet functions are defined as follows:

$$
\begin{gather*}
\psi_{m, j, i-m}=\sum_{k=i}^{2 i+2 m-2} q_{i, k} B_{m, j, k-m}, i=1, \ldots, m-1,  \tag{2.7}\\
\psi_{m, j, i-m}=\sum_{k=2 i-m}^{2 i+2 m-2} q_{i, k} B_{m, j, k-m}, i=m, \ldots, n-m+1,  \tag{2.8}\\
\psi_{m, j, i-m}=\sum_{k=2 i-m}^{n+i+m-1} q_{i, k} B_{m, j, k-m}, i=n-m+2, \ldots, n, \tag{2.9}
\end{gather*}
$$

where $q_{i, k}=q_{k-2 i}$.
Hence there are $2(m-1)$ boundary wavelets and $(n-2 m+2)$ inner wavelets in the bounded interval $[a, b]$. Finally, by considering the level $j$ with $j \geq j_{0}$, the B-wavelet functions in $[0,1]$ can be expressed as follows:

$$
\psi_{m, j, i}(x)= \begin{cases}\psi_{m, j_{0}, i}\left(2^{j-j_{0}} x\right), & i=-m+1, \ldots,-1  \tag{2.10}\\ \psi_{m, 2^{j}-2 m+1-i, i}\left(1-2^{j-j_{0}} x\right), & i=2^{j}-2 m+2, \ldots, 2^{j}-m \\ \psi_{m, j_{0}, 0}\left(2^{j-j_{0}} x-2^{-j_{0}}\right), & i=0, \ldots, 2^{j}-2 m+1\end{cases}
$$

The scaling functions $\varphi_{m, j, i}(x)$ occupy $m$ segments and the wavelet functions $\psi_{m, j, i}(x)$ occupy $2 m-1$ segments.

When the semi-orthogonal wavelets are constructed from B-spline of order $m$, the lowest octave level $j=j_{0}$ is determined in $[6,7]$ by

$$
\begin{equation*}
2^{j_{0}} \geq 2 m-1 \tag{2.11}
\end{equation*}
$$

so as to have a minimum of one complete wavelet on the interval $[0,1]$.

### 2.2.2 Function approximation

A function $f(x)$ defined over interval $[0,1]$ may be approximated by B-spline wavelets as $[1,3]$

$$
\begin{equation*}
f(x)=\sum_{k=-1}^{2^{j_{0}-1}} c_{j_{0}, k} \varphi_{j_{0}, k}(x)+\sum_{j=j_{0}}^{\infty} \sum_{k=-1}^{2^{j}-2} d_{j, k} \psi_{j, k}(x) . \tag{2.12}
\end{equation*}
$$

In particular, for $j_{0}=2$, if the infinite series in equation (2.12) is truncated at $M$, then eq. (2.12) can be written as $[5,7]$

$$
\begin{equation*}
f(x) \approx \sum_{k=-1}^{3} c_{k} \varphi_{2, k}(x)+\sum_{j=2}^{M} \sum_{k=-1}^{2^{j}-2} d_{j, k} \psi_{j, k}(x)=C^{T} \Psi(x) . \tag{2.13}
\end{equation*}
$$

where $\varphi_{2, k}$ and $\psi_{j, k}$ are scaling and wavelet functions, respectively, and $C$ and $\Psi$ are $\left(2^{M+1}+1\right) \times 1$ vectors given by

$$
\begin{gather*}
C=\left[c_{-1}, c_{0}, \ldots, c_{3}, d_{2,-1}, \ldots, d_{2,2}, d_{3,-1}, \ldots, d_{3,6}, \ldots, d_{M,-1}, \ldots, d_{M, 2^{M}-2}\right]^{T}  \tag{2.14}\\
\Psi=\left[\varphi_{2,-1}, \varphi_{2,0}, \ldots, \varphi_{2,3}, \psi_{2,-1}, \ldots, \psi_{2,2}, \psi_{3,-1}, \ldots, \psi_{3,6}, \ldots, \psi_{M,-1}, \ldots, \psi_{M, 2^{M}-2}\right]^{T} \tag{2.15}
\end{gather*}
$$

with

$$
\begin{gather*}
c_{k}=\int_{0}^{1} f(x) \tilde{\varphi}_{2, k}(x) d x, \quad k=-1,0, \ldots, 3, \\
d_{j, k}=\int_{0}^{1} f(x) \tilde{\psi}_{j, k}(x) d x, \quad j=2,3, \ldots, M, k=-1,0,1, \ldots, 2^{j}-2, \tag{2.16}
\end{gather*}
$$

where $\tilde{\varphi}_{2, k}(x)$ and $\tilde{\psi}_{j, k}(x)$ are dual functions of $\varphi_{2, k}$ and $\psi_{j, k}$, respectively. These can be obtained by linear combinations of $\varphi_{2, k}, k=-1, \ldots, 3$ and $\psi_{j, k}, j=2, \ldots, M, k=$ $-1, \ldots, 2^{j}-2$, as follows. Let

$$
\begin{gather*}
\Phi=\left[\varphi_{2,-1}(x), \varphi_{2,0}(x), \varphi_{2,1}(x), \varphi_{2,2}(x), \varphi_{2,3}(x)\right]^{T},  \tag{2.17}\\
\bar{\Psi}=\left[\psi_{2,-1}(x), \psi_{2,0}(x), \ldots, \psi_{M, 2^{M}-2}(x)\right]^{T} . \tag{2.18}
\end{gather*}
$$

Using eqs. (2.6) and (2.17), we get

$$
\int_{0}^{1} \Phi \Phi^{T} d x=P_{1}=\left[\begin{array}{ccccc}
\frac{1}{12} & \frac{1}{24} & 0 & 0 & 0  \tag{2.19}\\
\frac{1}{24} & \frac{1}{6} & \frac{1}{24} & 0 & 0 \\
0 & \frac{1}{24} & \frac{1}{6} & \frac{1}{24} & 0 \\
0 & 0 & \frac{1}{24} & \frac{1}{6} & \frac{1}{24} \\
0 & 0 & 0 & \frac{1}{24} & \frac{1}{12}
\end{array}\right]
$$

and from eqs. (2.10) and (2.18), we have

$$
\int_{0}^{1} \bar{\Psi} \bar{\Psi}^{T} d x=P_{2}=\left[\begin{array}{llll}
N_{4 \times 4} & & &  \tag{2.20}\\
& \frac{1}{2} N_{8 \times 8} & & \\
& & \cdot & \\
& & & \\
& & & \cdot \\
& & & \\
& & \frac{1}{2^{M-2}} N_{2^{M} \times 2^{M}}
\end{array}\right]
$$

where $P_{1}$ and $P_{2}$ are $5 \times 5$ and $\left(2^{M+1}-4\right) \times\left(2^{M+1}-4\right)$ matrices, respectively, and $N$ is a five diagonal matrix given by

Suppose $\tilde{\Phi}$ and $\tilde{\bar{\Psi}}$ are the dual functions of $\Phi$ and $\bar{\Psi}$, respectively, given by

$$
\begin{gather*}
\tilde{\Phi}=\left[\tilde{\phi}_{2,-1}(x), \tilde{\phi}_{2,0}(x), \tilde{\phi}_{2,1}(x), \tilde{\phi}_{2,2}(x), \tilde{\phi}_{2,3}(x)\right]^{T},  \tag{2.22}\\
\tilde{\bar{\Psi}}=\left[\tilde{\psi}_{2,-1}(x), \tilde{\psi}_{2,0}(x), \ldots, \tilde{\psi}_{M, 2^{M}-2}(x)\right]^{T} . \tag{2.23}
\end{gather*}
$$

And combining the above two, we can get

$$
\begin{equation*}
\tilde{\Psi}=\left[\tilde{\phi}_{2,-1}(x), \tilde{\phi}_{2,0}(x), \ldots, \tilde{\phi}_{2,3}(x), \tilde{\psi}_{2,-1}(x), \tilde{\psi}_{2,0}(x), \ldots, \tilde{\psi}_{M, 2^{M}-2}(x)\right]^{T} \tag{2.24}
\end{equation*}
$$

Using eqs. (2.17)-(2.18) and (2.22)-(2.23), we have

$$
\begin{equation*}
\int_{0}^{1} \tilde{\Phi} \Phi^{T} d x=I_{1}, \quad \int_{0}^{1} \tilde{\bar{\Psi}} \bar{\Psi}^{T} d x=I_{2} \tag{2.25}
\end{equation*}
$$

where $I_{1}$ and $I_{2}$ are $5 \times 5$ and $\left(2^{M+1}-4\right) \times\left(2^{M+1}-4\right)$ identity matrices, respectively. Then eqs. (2.19), (2.20) and (2.25) yield

$$
\begin{equation*}
\tilde{\Phi}=P_{1}^{-1} \Phi, \quad \tilde{\bar{\Psi}}=P_{2}^{-1} \bar{\Psi} \tag{2.26}
\end{equation*}
$$

### 2.3 Legendre Wavelet Method

### 2.3.1 Properties of Legendre wavelets

Wavelets constitute a family of functions constructed from dilation and translation of a single function called mother wavelet. When the dilation parameter $a$ and the translation parameter $b$ vary continuously, we have the following family of continuous wavelets as

$$
\begin{equation*}
\Psi_{a, b}(t)=|a|^{-\frac{1}{2}} \Psi\left(\frac{t-b}{a}\right), \quad a, b \in \mathbb{R}, \quad a \neq 0 \tag{2.27}
\end{equation*}
$$

If we restrict the parameters $a$ and $b$ to discrete values as $a=a_{0}^{-k}, b=n b_{0} a_{0}^{-k}, a_{0}>1$, $b_{0}>0$ and $n$, and $k$ are positive integers, from eq. (2.27) we have the following family of discrete wavelets:

$$
\psi_{k, n}(t)=\left|a_{0}\right|^{\frac{k}{2}} \psi\left(a_{0}^{k} t-n b_{0}\right),
$$

where $\psi_{k, n}(t)$ form a wavelet basis for $L^{2}(\mathbb{R})$. In particular, when $a_{0}=2$ and $b_{0}=1$, then $\psi_{k, n}(t)$ form an orthonormal basis.

Legendre Wavelets $\psi_{n, m}(t)=\psi(k, \hat{n}, m, t)$ have four arguments. $\hat{n}=2 n-1, n=$ $1,2, \ldots, 2^{k-1}, k \in \mathbb{Z}^{+}, m$ is the order of Legendre polynomials and $t$ is normalized time. They are defined on $[0,1)$ as

$$
\psi_{n, m}(t)=\psi(k, \hat{n}, m, t)=\left\{\begin{array}{cl}
\sqrt{m+\frac{1}{2}} 2^{\frac{k}{2}} P_{m}\left(2^{k} t-\hat{n}\right), & \frac{\hat{n}-1}{2^{k}} \leq t<\frac{\hat{n}+1}{2^{k}}  \tag{2.28}\\
0, & \text { otherwise }
\end{array}\right.
$$

where $m=0,1, \ldots, M-1$ and $n=1,2, \ldots, 2^{k-1}$. The coefficient $\sqrt{m+\frac{1}{2}}$ is for orthonormality, the dilation parameter is $a=2^{-k}$ and translation parameter is $b=\hat{n} 2^{-k}$.

Here $P_{m}(t)$ is Legendre polynomials of order $m$, which are orthogonal with respect to weight function $w(t)=1$ on the interval $[-1,1]$. This can be determined from the following recurrence formulae:

$$
\begin{aligned}
& P_{0}(t)=1 \\
& P_{1}(t)=t \\
& P_{m+1}(t)=\left(\frac{2 m+1}{m+1}\right) t P_{m}(t)-\left(\frac{m}{m+1}\right) P_{m-1}(t), \quad m=1,2,3, \ldots
\end{aligned}
$$

The two-dimensional Legendre wavelets are defined as [8, 9]

$$
\psi_{n_{1}, m_{1}, n_{2}, m_{2}}(x, t)=\left\{\begin{array}{l}
A P_{m_{1}}\left(2^{k_{1}} x-2 n_{1}+1\right) P_{m_{2}}\left(2^{k_{2}} t-2 n_{2}+1\right)  \tag{2.29}\\
\quad \frac{n_{1}-1}{2^{k_{1}-1}} \leq x<\frac{n_{1}}{2^{k_{1}-1}}, \frac{n_{2}-1}{2^{k_{2}-1}} \leq t<\frac{n_{2}}{2^{k_{2}-1}}, \\
0, \quad \text { Otherwise }
\end{array}\right.
$$

where $A=\sqrt{\left(m_{1}+\frac{1}{2}\right)\left(m_{2}+\frac{1}{2}\right)} 2^{\frac{k_{1}+k_{2}}{2}}$, and $n_{1}=1,2, \ldots, 2^{k_{1}-1}, n_{2}=1,2, \ldots, 2^{k_{2}-1}$, $k_{1}, k_{2} \in \mathbb{Z}^{+}$, and $m_{1}, m_{2}$ are the order of Legendre polynomials. $\psi_{n_{1}, m_{1}, n_{2}, m_{2}}(x, t)$ forms a basis for $L^{2}([0,1) \times[0,1))$.

### 2.3.2 Function approximation by Legendre wavelets

A function $f(x)$ defined over $[0,1)$ can be expressed by the Legendre wavelets as

$$
\begin{equation*}
f(x)=\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{n, m} \psi_{n, m}(x), \tag{2.30}
\end{equation*}
$$

where $c_{n, m}=\left\langle f(x), \psi_{n, m}(x)\right\rangle$, in which $\langle.,$.$\rangle denotes the inner product. If the infinite series$ in eq. (2.30) is truncated, then eq. (2.30) can be written as

$$
\begin{equation*}
f(x) \cong \sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x)=C^{T} \Psi(x), \tag{2.31}
\end{equation*}
$$

where $C$ and $\Psi(x)$ are $\left(2^{k-1} M \times 1\right)$ matrices given by

$$
\begin{align*}
C & =\left[c_{1,0}, c_{1,1}, \ldots, c_{1, M-1}, c_{2,0}, \ldots, c_{2, M-1}, \ldots, c_{2^{k-1,0}}, \ldots, c_{2^{k-1}, M-1}\right]^{T}  \tag{2.32}\\
\Psi(x) & =\left[\psi_{1,0}(x), \psi_{1,1}(x), \ldots, \psi_{1, M-1}(x), \ldots, \psi_{2^{k-1}, 0}(x), \ldots, \psi_{2^{k-1}, M-1}(x)\right]^{T} . \tag{2.33}
\end{align*}
$$

A function $f(x, t)$ defined over $[0,1) \times[0,1)$ can be expanded by two dimensional Legendre wavelets as [8]

$$
\begin{equation*}
f(x, t)=\sum_{n_{1}=1}^{\infty} \sum_{m_{1}=0}^{\infty} \sum_{n_{2}=1}^{\infty} \sum_{m_{2}=0}^{\infty} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(x, t) . \tag{2.34}
\end{equation*}
$$

If the infinite series in Eq. (2.34) is truncated, then it can be written as

$$
\begin{align*}
f(x, t) & =\sum_{n_{1}=1}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(x, t) \\
& =C^{T} \Psi(x, t), \tag{2.35}
\end{align*}
$$

where $C$ and $\Psi(x, t)$ are $\left(2^{k_{1}-1} 2^{k_{2}-1} M_{1} M_{2} \times 1\right)$ matrices given by

$$
\begin{align*}
& C= {[ } \\
& c_{1,0,1,0}, \ldots, c_{1,0,1, M_{2}-1}, \ldots \\
& \ldots,, c_{1,0,2^{k_{2}-1}, M_{2}-1}, \ldots  \tag{2.36}\\
&\left.\ldots, c_{2^{k_{1}-1}, M_{1}-1,2^{k_{2}-1}, M_{2}-1}\right]^{T} \\
& \Psi(x, t)= \psi_{1,0,1,0}(x, t), \ldots, \psi_{1,0,1, M_{2}-1}(x, t), \ldots \\
& \ldots, \psi_{1,0,2^{k_{2}-1}, M_{2}-1}(x, t), \ldots  \tag{2.37}\\
&\left.\ldots, \psi_{2^{k_{1}-1}, M_{1}-1,2^{k_{2}-1}, M_{2}-1}(x, t)\right]^{T}
\end{align*}
$$

### 2.3.3 Operational matrix of derivative by Legendre wavelets

The operational matrix of derivative for Legendre wavelets, $D$ can be defined as follow

$$
\begin{aligned}
& \Psi^{\prime}(x)=D \Psi(x), \\
& \Psi^{\prime \prime}(x)=D^{2} \Psi(x), \\
& \Psi^{(p)}(x)=D^{p} \Psi(x),
\end{aligned}
$$

where

$$
D=\left[\begin{array}{ccccc}
H & 0 & 0 & . & 0  \tag{2.38}\\
0 & H & 0 & . & 0 \\
0 & 0 & H & . & 0 \\
. & . & . & . & . \\
0 & 0 & 0 & . & H
\end{array}\right]
$$

in which $H$ is $(M+1) \times(M+1)$ matrix and its each element is defined as follow
$H_{r, s}= \begin{cases}2^{k+1} \sqrt{(2 r-1)(2 s-1)}, & r=2, \ldots,(M+1), s=1, \ldots, r-1, \quad \text { and }(r+s) \text { odd }, \\ 0, & \text { otherwise } .\end{cases}$

### 2.3.4 Operational matrix of integration by Legendre wavelets

The operational matrix of integration for Legendre wavelets $Q$ can be defined as follow

$$
\begin{aligned}
& \int_{0}^{x} \Psi(x) d x=Q \Psi(x) \\
& \int_{0}^{x} \int_{0}^{x} \Psi(x) d x d x=Q^{2} \Psi(x)
\end{aligned}
$$

$$
\int_{0}^{x} \int_{0}^{x} \ldots \int_{0}^{x} \Psi(x) \underbrace{d x d x \ldots d x}_{p-\text { times }}=Q^{p} \Psi(x),
$$

where $Q$ is a $\left(2^{k-1} M \times 2^{k-1} M\right)$ matrix and defined as follow

$$
Q=\frac{1}{2^{k}}\left[\begin{array}{ccccc}
X & W & W & . & W  \tag{2.39}\\
0 & X & W & . & W \\
0 & 0 & X & . & W \\
\cdot & \cdot & \cdot & . & \cdot \\
0 & 0 & 0 & . & X
\end{array}\right]
$$

where $X$ and $W$ are $(M \times M)$ matrices defined as

$$
W=\left[\begin{array}{ccccc}
2 & 0 & 0 & . & 0 \\
0 & 0 & 0 & . & 0 \\
0 & 0 & 0 & . & 0 \\
. & . & . & . & . \\
0 & 0 & 0 & . & 0
\end{array}\right]
$$

and

$$
X=\left[\begin{array}{ccccccc}
1 & \frac{1}{\sqrt{3}} & 0 & 0 & . & 0 & 0 \\
-\frac{1}{\sqrt{3}} & 0 & \frac{1}{\sqrt{3} \sqrt{5}} & 0 & . & . & 0 \\
0 & -\frac{1}{\sqrt{3} \sqrt{5}} & 0 & \frac{1}{\sqrt{5} \sqrt{7}} & . & . & 0 \\
. & . & . & . & . & . & 0 \\
. & . & . & . & . & . & . \\
. & . & . & . & & . & . \\
0 & 0 & 0 & 0 & . & . & 0 \\
0 & 0 & 0 & 0 & . & . & -\frac{1}{\sqrt{2 M-1} \sqrt{2 M-3}}
\end{array}\right] .
$$

### 2.3.5 Properties of Legendre Multi-Wavelets

Legendre multi-wavelets are very similar to Legendre wavelets. The Legendre multi-Wavelets are defined on the interval $[0, T]$ where $T$ is any positive integer. Legendre multi-wavelets $\psi_{n, m}(t)=\psi(k, n, m, t)$ have four arguments. $n=0,1,2, \ldots, 2^{k}-1, k \in \mathbb{Z}^{+}$, $m$ is the order of Legendre polynomials and $t$ is normalized time. They are defined on $[0, T)$ as [10]

$$
\psi_{n, m}(t)=\left\{\begin{array}{cl}
\sqrt{2 m+1}\left(\frac{2^{\frac{k}{2}}}{\sqrt{T}}\right) P_{m}\left(\frac{2^{k} t}{T}-n\right), & \frac{n T}{2^{k}} \leq t<\frac{(n+1) T}{2^{k}},  \tag{2.40}\\
0, & \text { otherwise },
\end{array}\right.
$$

where $m=0,1, \ldots, M-1$ and $n=0,1,2, \ldots, 2^{k}-1$.

The coefficient $\sqrt{2 m+1}$ is for the orthonormality, the dilation parameter is $a=2^{-k} T$ and translation parameter is $b=n 2^{-k} T$.

Here $P_{m}(t)$ are the well-known shifted Legendre polynomials of order $m$, which are defined on the interval $[0,1]$, and can be determined with the aid of the following recurrence formulae:

$$
\begin{aligned}
& P_{0}(t)=1, \\
& P_{1}(t)=2 t-1 \\
& P_{m+1}(t)=\left(\frac{2 m+1}{m+1}\right)(2 t-1) P_{m}(t)-\left(\frac{m}{m+1}\right) P_{m-1}(t), \quad m=1,2,3, \ldots
\end{aligned}
$$

A function $f(t)$ defined over $[0, T)$ can be expressed by the Legendre multi-wavelets as

$$
\begin{equation*}
f(t)=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} c_{n, m} \psi_{n, m}(t) \tag{2.41}
\end{equation*}
$$

where $c_{n, m}=\left\langle f(t), \psi_{n, m}(t)\right\rangle$, in which $\langle.,$.$\rangle denotes the inner product. If the infinite series$ in eq. (2.41) is truncated, then eq. (2.41) can be written as

$$
\begin{equation*}
f(t) \cong \sum_{n=0}^{2^{k}-1} \sum_{m=0}^{M} c_{n, m} \psi_{n, m}(t)=C^{T} \Psi(t) \tag{2.42}
\end{equation*}
$$

where $C$ and $\Psi(t)$ are $\left(2^{k}(M+1) \times 1\right)$ matrices given by

$$
\begin{equation*}
C=\left[c_{0,0}, c_{0,1}, \ldots, c_{0, M}, c_{1,0}, \ldots, c_{1, M}, \ldots, c_{2^{k}-1,0}, \ldots, c_{2^{k}-1, M}\right]^{T}, \tag{2.43}
\end{equation*}
$$

$$
\begin{equation*}
\Psi(t)=\left[\psi_{0,0}(t), \psi_{0,1}(t), \ldots, \psi_{0, M}(t), \ldots, \psi_{2^{k}-1,0}(t), \ldots, \psi_{2^{k}-1, M}(t)\right]^{T} \tag{2.44}
\end{equation*}
$$

### 2.4 Chebyshev Wavelets Method

### 2.4.1 Properties of Chebyshev wavelets

Wavelets constitute a family of functions constructed from dilation and translation of a single function called mother wavelet. When the dilation parameter $a$ and the translation parameter $b$ vary continuously, we have the following family of continuous wavelets as

$$
\begin{equation*}
\Psi_{a, b}(t)=|a|^{-\frac{1}{2}} \Psi\left(\frac{t-b}{a}\right), \quad a, b \in \mathbb{R}, \quad a \neq 0 \tag{2.45}
\end{equation*}
$$

If we restrict the parameters $a$ and $b$ to discrete values as $a=a_{0}^{-k}, b=n b_{0} a_{0}^{-k}, a_{0}>1$, $b_{0}>0$ and $n$, and $k$ are positive integers, we have the following family of discrete wavelets:

$$
\psi_{k, n}(t)=\left|a_{0}\right|^{\frac{k}{2}} \psi\left(a_{0}^{k} t-n b_{0}\right), \quad n, k \in \mathbb{Z}^{+}
$$

where $\psi_{k, n}(t)$ forms a wavelet basis for $L^{2}(R)$. In particular, when $a_{0}=2$ and $b_{0}=1$, then $\psi_{k, n}(t)$ form an orthonormal basis.

Chebyshev wavelets $\psi_{n, m}(t)=\psi(k, n, m, t)$ have four arguments, where $n=$ $1,2, \ldots, 2^{k-1}, k \in \mathbb{Z}^{+}, m$ is the order of Chebyshev polynomials and $t$ is normalized time. They are defined on the interval $[0,1)$ as [11]

$$
\psi_{n, m}(t)=\left\{\begin{array}{cl}
2^{\frac{k}{2}} \sqrt{\frac{2}{\pi}} U_{m}\left(2^{k} t-2 n+1\right), & \frac{n-1}{2^{k-1}} \leq t<\frac{n}{2^{k-1}},  \tag{2.46}\\
0, & \text { otherwise },
\end{array}\right.
$$

where $m=0,1, \ldots, M-1$ and $n=1,2, \ldots, 2^{k-1}$.

The coefficient $\sqrt{\frac{2}{\pi}}$ is for the orthonormality, the dilation parameter is $a=2^{-k}$ and translation parameter is $b=(2 n-1) 2^{-k}$.

Here $U_{m}(t)$ are the well-known $m^{t h}$ order second Chebyshev polynomials with respect to weight function $w(t)=\sqrt{1-t^{2}}$ which are defined on the interval $[-1,1]$, and can be determined with the aid of the following recurrence formulae

$$
\begin{aligned}
& U_{0}(t)=1 \\
& U_{1}(t)=2 t \\
& U_{m+1}(t)=2 t U_{m}(t)-U_{m-1}(t), \quad m=1,2,3, \ldots
\end{aligned}
$$

We should note that in dealing with the second Chebyshev wavelets the weight function $\tilde{w}(t)=w(2 t-1)$ have to dilate and translate as $w_{n}(t)=w\left(2^{k} t-2 n+1\right)$.

Chebyshev polynomials of second kind are orthogonal with respect to the weight $\sqrt{1-t^{2}}$ on the interval $[-1,1]$ and defined as

$$
\int_{-1}^{1} U_{m}(t) U_{n}(t) \sqrt{1-t^{2}} d t= \begin{cases}0, & m \neq n \\ \pi / 2, & m=n\end{cases}
$$

### 2.4.2 Function approximation by Chebyshev wavelets

A function $u(x)$ defined over $[0,1)$ can be expressed by the Chebyshev wavelets as

$$
\begin{equation*}
u(x)=\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{n, m} \psi_{n, m}(x), \tag{2.47}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n, m}=\left\langle u(x), \psi_{n, m}(x)\right\rangle_{w_{n}(x)}=\int_{0}^{1} w_{n}(x) u(x) \psi_{n, m}(x) d x \tag{2.48}
\end{equation*}
$$

in which $\langle.,$.$\rangle denotes the inner product in L_{w_{n}(x)}^{2}[0,1]$. If the infinite series in eq. (2.47) is truncated, then the eq. (2.47) can be written as

$$
\begin{equation*}
u(x) \cong \sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x)=C^{T} \Psi(x), \tag{2.49}
\end{equation*}
$$

where, $C$ and $\Psi(x)$ are $\left(2^{k-1} M \times 1\right)$ matrices given by

$$
\begin{align*}
C & =\left[c_{1,0}, c_{1,1}, \ldots, c_{1, M-1}, c_{2,0}, \ldots, c_{2, M-1}, \ldots, c_{2^{k-1,0}}, \ldots, c_{2^{k-1}, M-1}\right]^{T}  \tag{2.50}\\
\Psi(x) & =\left[\psi_{1,0}(x), \psi_{1,1}(x), \ldots, \psi_{1, M-1}(x), \ldots, \psi_{2^{k-1}, 0}(x), \ldots, \psi_{2^{k-1}, M-1}(x)\right]^{T} . \tag{2.51}
\end{align*}
$$

Lemma 2.4.1. (Bessel's inequality ) Let $H$ be a Hilbert space and suppose that $e_{1}, e_{2}, e_{3}, \ldots$ is an orthonormal sequence on $H$, then for any $x$ in $H$

$$
\sum_{l=1}^{\infty}\left|\left\langle x, e_{l}\right\rangle\right|^{2} \leq\|x\|^{2},
$$

where $\langle.,$. . denotes the inner product in the Hilbert space $H$.
Theorem 2.4.2. Let $u(x) \in L_{w}^{2}(\mathbb{R})$, the series solution

$$
u(x)=\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{n, m} \psi_{n, m}(x)
$$

defined in eq. (2.47) using Chebyshev wavelet method converges to $u(x)$.
Proof. Let $u(x) \in L_{w}^{2}(\mathbb{R})$ and $L_{w}^{2}(\mathbb{R})$ be the Hilbert space and $\psi_{n, m}$ defined in (2.46) forms an orthonormal basis with respect to the weight function $w(x)=\sqrt{1-x^{2}}$.
Let $u(x)=\sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x)$ where $c_{n, m}=\left\langle u(x), \psi_{n, m}(x)\right\rangle_{w(x)}$.
Let us denote $\psi_{n, m}(x)=\psi_{j}(x)$ for a fixed $n$ and let $\alpha_{j}=\left\langle u(x), \psi_{j}(x)\right\rangle$.
Now, we define the sequence of partial sum $\left\{S_{n}\right\}$ of $\left\{\alpha_{j} \psi_{j}(x)\right\}_{j \geq 1}$; let $S_{n}=\sum_{j=1}^{n} \alpha_{j} \psi_{j}(x)$.

Now

$$
\left\langle u(x), S_{n}\right\rangle=\left\langle u(x), \sum_{j=1}^{n} \alpha_{j} \psi_{j}(x)\right\rangle=\sum_{j=1}^{n}\left|\alpha_{j}\right|^{2} .
$$

We claim that

$$
\left\|S_{n}-S_{m}\right\|^{2}=\sum_{j=m+1}^{n}\left|\alpha_{j}\right|^{2}, \quad n>m .
$$

Now

$$
\begin{array}{r}
\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi_{j}(x)\right\|^{2}=\left\langle\sum_{j=m+1}^{n} \alpha_{j} \psi_{j}(x), \sum_{j=m+1}^{n} \alpha_{j} \psi_{j}(x)\right\rangle=\sum_{\substack{j=m+1 \\
\\
\text { for } \quad n>m .}}^{n}\left|\alpha_{j}\right|^{2},
\end{array}
$$

Therefore,

$$
\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi_{j}(x)\right\|^{2}=\sum_{j=m+1}^{n}\left|\alpha_{j}\right|^{2}, \quad \text { for } \quad n>m .
$$

From Bessel's inequality, we have $\sum_{j=1}^{\infty}\left|\alpha_{j}\right|^{2}$ is convergent and hence

$$
\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi_{j}(x)\right\|^{2} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty .
$$

So,

$$
\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi_{j}(x)\right\| \rightarrow 0
$$

and $\left\{S_{n}\right\}$ is a Cauchy sequence and it converges to $s$ (say).
We assert that $u(x)=s$.
Now

$$
\begin{aligned}
\left\langle s-u(x), \psi_{j}(x)\right\rangle & =\left\langle s, \psi_{j}(x)\right\rangle-\left\langle u(x), \psi_{j}(x)\right\rangle \\
& \left.=\lim _{n \rightarrow \infty} S_{n}, \psi_{j}(x)\right\rangle-\alpha_{j} \\
& =\alpha_{j}-\alpha_{j}
\end{aligned}
$$

This implies

$$
\left\langle s-u(x), \psi_{j}(x)\right\rangle=0
$$

Hence $u(x)=s$ and $\sum_{j=1}^{n} \alpha_{j} \psi_{j}(x)$ converges to $u(x)$ as $n \rightarrow \infty$.
Lemma 2.4.3. If the Chebyshev wavelet expansion of a continuous function $u(x)$ converges uniformly, then the Chebyshev wavelet expansion converges to the function $u(x)$.

Proof. (see reference [12], Lemma 3.1)
Theorem 2.4.4. A function $u(x) \in L_{w}^{2}([0,1])$, with bounded second derivative, say $\left|u^{\prime \prime}(x)\right| \leq N$, can be expanded as an infinite sum of Chebyshev wavelets, and the series converges uniformly to $u(x)$, that is,

$$
u(x)=\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{n, m} \psi_{n, m}(x) .
$$

Proof. From eq. (2.48), it follows that

$$
\begin{aligned}
c_{n, m} & =\int_{0}^{1} u(x) \psi_{n, m}(x) w_{n}(x) d x \\
& =2^{k / 2} \sqrt{\frac{2}{\pi}} \int_{(n-1) / 2^{k-1}}^{n / 2^{k-1}} u(x) U_{m}\left(2^{k} x-2 n+1\right) w\left(2^{k} x-2 n+1\right) d x
\end{aligned}
$$

If $m>1$, by substituting $2^{k} x-2 n+1=\cos \theta$, we have

$$
\begin{aligned}
c_{n, m}= & \frac{1}{2^{(k-1) / 2} \sqrt{\pi}} \int_{0}^{\pi} u\left(\frac{\cos \theta+2 n-1}{2^{k}}\right) \sin (m+1) \theta \sin \theta d \theta \\
= & \frac{1}{2^{(k+1) / 2} \sqrt{\pi}} \int_{0}^{\pi} u\left(\frac{\cos \theta+2 n-1}{2^{k}}\right)(\cos m \theta-\cos (m+2) \theta) d \theta \\
= & \frac{1}{2^{(k+1) / 2} \sqrt{\pi}} u\left(\frac{\cos \theta+2 n-1}{2^{k}}\right)\left[\frac{\sin m \theta}{m}-\frac{\sin (m+2) \theta}{m+2}\right]_{0}^{\pi} \\
& +\frac{1}{2^{(3 k+1) / 2} \sqrt{\pi}} \int_{0}^{\pi} u^{\prime}\left(\frac{\cos \theta+2 n-1}{2^{k}}\right) \\
& \sin \theta\left[\frac{\sin m \theta}{m}-\frac{\sin (m+2) \theta}{m+2}\right] d \theta \\
= & \frac{1}{2^{(5 k+1) / 2} \sqrt{\pi}} \int_{0}^{\pi} u^{\prime \prime}\left(\frac{\cos \theta+2 n-1}{2^{k}}\right) \gamma_{m}(\theta) d \theta \\
& \quad \text { (again integrating by parts)}
\end{aligned}
$$

where

$$
\begin{aligned}
\gamma_{m}(\theta)= & \frac{\sin \theta}{m}\left(\frac{\sin (m-1) \theta}{m-1}-\frac{\sin (m+1) \theta}{m+1}\right) \\
& -\frac{\sin \theta}{m+2}\left(\frac{\sin (m+1) \theta}{m+1}-\frac{\sin (m+3) \theta}{m+3}\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left|c_{n, m}\right| & =\left|\frac{1}{2^{(5 k+1) / 2} \sqrt{\pi}} \int_{0}^{\pi} u^{\prime \prime}\left(\frac{\cos \theta+2 n-1}{2^{k}}\right) \gamma_{m}(\theta) d \theta\right| \\
& =\frac{1}{2^{(5 k+1) / 2} \sqrt{\pi}}\left|\int_{0}^{\pi} u^{\prime \prime}\left(\frac{\cos \theta+2 n-1}{2^{k}}\right) \gamma_{m}(\theta) d \theta\right| \\
& \leq \frac{1}{2^{(5 k+1) / 2} \sqrt{\pi}} \int_{0}^{\pi}\left|\gamma_{m}(\theta)\right| d \theta \\
& \leq \frac{N \sqrt{\pi}}{2^{(5 k+1) / 2}}\left[\frac{1}{m}\left(\frac{1}{m-1}+\frac{1}{m+1}\right)+\frac{1}{m+2}\left(\frac{1}{m+1}+\frac{1}{m+3}\right)\right] \\
& =\frac{N \sqrt{\pi}}{2^{(5 k+1) / 2}}\left(\frac{4}{m^{2}+2 m-3}\right) \\
& =\frac{N \sqrt{\pi}}{2^{(5 k-3) / 2}\left(m^{2}+2 m-3\right)}
\end{aligned}
$$

Since $n<2^{k-1}$, we obtain

$$
\left|c_{n, m}\right|<\frac{N \sqrt{\pi}}{2 n^{5 / 2}\left(m^{2}+2 m-3\right)} .
$$

Now, if $m=1$, we have

$$
\left|c_{n, 1}\right|<\frac{2 \sqrt{\pi}}{2^{(3 k+1) / 2}} \max _{0 \leq x \leq 1}\left|u^{\prime}(x)\right| .
$$

Hence the series $\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} c_{n, m}$ is absolutely convergent.
For $m=0,\left\{\psi_{n, 0}\right\}_{n=1}^{\infty}$ form an orthogonal system constructed by Haar scaling function with respect to the weight function $w(x)$, and thus $\sum_{n=0}^{\infty} c_{n, 0} \psi_{n, 0}(x)$ is convergent.

On the other hand, we have

$$
\begin{aligned}
\left|\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{n, m} \psi_{n, m}(x)\right| & \leq\left|\sum_{n=1}^{\infty} c_{n, 0} \psi_{n, 0}(x)\right|+\sum_{n=1}^{\infty} \sum_{m=1}^{\infty}\left|c_{n, m}\right|\left|\psi_{n, m}(x)\right| \\
& \leq\left|\sum_{n=1}^{\infty} c_{n, 0} \psi_{n, 0}(x)\right|+\sum_{n=1}^{\infty} \sum_{m=1}^{\infty}\left|c_{n, m}\right|<\infty .
\end{aligned}
$$

Therefore, utilizing Lemma 2.4.3, the series $\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{n, m} \psi_{n, m}(x)$ converges to $u(x)$ uniformly.

### 2.5 Haar Wavelet Method

### 2.5.1 Properties of Haar wavelets

Haar functions have been used from 1910 when they were introduced by the Hungarian mathematician Alferd Haar. Haar wavelets are the simplest wavelets among various types of wavelets. They are step functions (piecewise constant functions) on the real line that
can take only three values, i.e., 0,1 and -1 . We use Haar wavelet method due to the following features, simpler and fast, flexible, convenient, small computational costs and computationally attractive.
The Haar functions are the family of switched rectangular waveforms where amplitudes can differ from one function to another function. Usually the Haar wavelets are defined on the interval $[0,1]$ but in general case these are defined on $[a, b]$. We divide the interval $[a, b]$ into $m$ equal subintervals. In this case the orthogonal set of Haar functions are defined on the interval $[a, b]$ by $[13,14]$

$$
h_{0}(x)= \begin{cases}1, & x \in[a, b]  \tag{2.52}\\ 0, & \text { otherwise }\end{cases}
$$

and

$$
h_{i}(x)= \begin{cases}1, & \xi_{1}(i) \leq x<\xi_{2}(i)  \tag{2.53}\\ -1, & \xi_{2}(i) \leq x<\xi_{3}(i) \\ 0, & \text { otherwise }\end{cases}
$$

where

$$
\begin{aligned}
& \xi_{1}(i)=a+\frac{k-1}{2^{j}}(b-a), \\
& \xi_{2}(i)=a+\frac{k-\frac{1}{2}}{2^{j}}(b-a), \\
& \xi_{3}(i)=a+\frac{k}{2^{j}}(b-a),
\end{aligned}
$$

where $i=1,2, \ldots, m-1, m=2^{J}$, $J$ is the positive integer, called the maximum level of resolution. Here $j$ and $k$ represent the integer decomposition of the index $i$. i.e. $i=k+2^{j}-1$, $0 \leq j<i$ and $1 \leq k<2^{j}+1$.
Mutual orthogonalities of all Haar wavelets can be expressed as

$$
\int_{a}^{b} h_{m}(x) h_{n}(x) d x=(b-a) 2^{-j} \delta_{m n}= \begin{cases}(b-a) 2^{-j}, & m=n=2^{j}+k,  \tag{2.54}\\ 0, & m \neq n\end{cases}
$$

### 2.5.2 Function approximation by Haar Wavelets

An arbitrary function $y(x) \in L^{2}[a, b]$ can be expanded into the following Haar series

$$
\begin{equation*}
y(x)=\sum_{i=0}^{+\infty} c_{i} h_{i}(x), \tag{2.55}
\end{equation*}
$$

where the coefficients $c_{i}$ are given by

$$
\begin{equation*}
c_{i}=(b-a)^{-1} 2^{j} \int_{a}^{b} y(x) h_{i}(x) d x \tag{2.56}
\end{equation*}
$$

Eq. (2.55) can be approximated with finite terms as follows:

$$
\begin{equation*}
y(x) \approx \sum_{i=0}^{m-1} c_{i} h_{i}(x)=C_{(m)}^{T} h_{(m)}(x) \tag{2.57}
\end{equation*}
$$

where the coefficient vector $C_{(m)}^{T}$ and the Haar function vector $h_{(m)}(x)$ are, respectively, defined as

$$
\begin{align*}
& C_{(m)}^{T}=\left[c_{0}, c_{1}, \ldots, c_{m-1}\right], \\
& h_{(m)}(x)=\left[h_{0}(x), h_{1}(x), \ldots, h_{m-1}(x)\right]^{T} . \tag{2.58}
\end{align*}
$$

### 2.6 Bernoulli Wavelet Method

### 2.6.1 Properties of Bernoulli Wavelets

Wavelets constitute a family of functions constructed from dilation and translation of a single function called mother wavelet. When the dilation parameter $a$ and the translation parameter $b$ vary continuously, we have the following family of continuous wavelets as

$$
\begin{equation*}
\Psi_{a, b}(t)=|a|^{-\frac{1}{2}} \Psi\left(\frac{t-b}{a}\right), \quad a, b \in \mathbb{R}, \quad a \neq 0 \tag{2.59}
\end{equation*}
$$

If we restrict the parameters $a$ and $b$ to discrete values as $a=a_{0}^{-k}, b=n b_{0} a_{0}^{-k}, a_{0}>1$, $b_{0}>0$ and $n$, and $k$ are positive integers, we have the following family of discrete wavelets:

$$
\psi_{k, n}(t)=\left|a_{0}\right|^{\frac{k}{2}} \psi\left(a_{0}^{k} t-n b_{0}\right), \quad n, k \in \mathbb{Z}^{+},
$$

where $\psi_{k, n}(t)$ forms a wavelet basis for $L^{2}(\mathbb{R})$. In particular, when $a_{0}=2$ and $b_{0}=1$, then $\psi_{k, n}(t)$ form an orthonormal basis.

Bernoulli wavelets $\psi_{n, m}(t)=\psi(k, n, m, t)$ have four arguments, where $n=$ $1,2, \ldots, 2^{k-1}, k \in \mathbb{Z}^{+}, m$ is the order of Bernoulli polynomials and $t$ is normalized time. They are defined on the interval $[0,1)$ as $[15]$

$$
\psi_{n, m}(t)=\left\{\begin{array}{cl}
2^{\frac{k-1}{2}} \tilde{\beta}_{m}\left(2^{k-1} t-n+1\right), & \frac{n-1}{2^{k-1} \leq t<\frac{n}{2^{k-1}}}  \tag{2.60}\\
0, & \text { otherwise }
\end{array}\right.
$$

with

$$
\tilde{\beta}_{m}(t)= \begin{cases}1, & m=0, \\ \frac{1}{\sqrt{\frac{(-1))^{m-1}(m!)^{2}}{(2 m)!}} \alpha_{2 m}} & \beta_{m}(t), \\ m>0,\end{cases}
$$

where $m=0,1, \ldots, M-1$ and $n=1,2, \ldots, 2^{k-1}$.

The coefficient $\frac{1}{\sqrt{\frac{(-1)^{m-1}(m)^{2}}{(2 m)!} \alpha_{2 m}}}$ is for the orthonormality, the dilation parameter is $a=2^{-(k-1)}$ and translation parameter is $b=(n-1) 2^{-(k-1)}$.

Here $\beta_{m}(t)$ are the well-known $m^{\text {th }}$ order Bernoulli polynomials which are defined on the interval $[0,1]$, and can be determined with the aid of the following explicit formula $[15,16]$

$$
\beta_{m}(t)=\sum_{i=0}^{m}\binom{m}{i} \alpha_{m-i} t^{i},
$$

where $\alpha_{i}, \quad i=0,1, \ldots, m$ are Bernoulli numbers .

The two dimensional Bernoulli wavelets can be defined as

$$
\psi_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)=\left\{\begin{array}{c}
2^{\frac{k_{1}-1}{2}} 2^{\frac{k_{2}-1}{2}} \tilde{\beta}_{m_{1}}\left(2^{k_{1}-1} t-n_{1}+1\right) \tilde{\beta}_{m_{2}}\left(2^{k_{2}-1} r-n_{2}+1\right),  \tag{2.61}\\
\frac{n_{1}-1}{2^{k_{1}-1}} \leq t<\frac{n_{1}}{2^{k_{1}-1}}, \frac{n}{2}^{2^{k_{2}-1}} \leq r<\frac{n_{2}}{2^{k_{2}-1}} \\
0, \\
\text { otherwise },
\end{array}\right.
$$

where $m_{1}=0,1, \ldots, M_{1}-1, m_{2}=0,1, \ldots, M_{2}-1, n_{1}=1,2, \ldots, 2^{k_{1}-1}$, and $n_{2}=$ $1,2, \ldots, 2^{k_{2}-1}$.

### 2.6.2 Properties of Bernoulli's polynomial

Properties of Bernoulli polynomials are given as follows [16]:

1. $\beta_{m}(1-t)=(-1)^{m} \beta_{m}(t), \quad m \in Z^{+}$.
2. $\beta_{m}^{\prime}(t)=m \beta_{m-1}(t), \quad m \in Z^{+}$.
3. $\int_{0}^{1} \beta_{m}(t) \beta_{n}(t) d t=(-1)^{m-1} \frac{m!n!}{(m+n)!} \alpha_{m+n}, \quad m, n \geq 1$.
4. $\int_{0}^{1}\left|\beta_{m}(t)\right| d t<16 \frac{m!}{(2 \pi)^{m+1}}, \quad m \geq 0$.
5. $\int_{a}^{x} \beta_{m}(t) d t=\frac{\beta_{m+1}(x)-\beta_{m+1}(a)}{m+1}$.
6. $\sup _{t \in[0,1]}\left|\beta_{2 m}(t)\right|=\left|\alpha_{2 m}\right|$.
7. $\sup _{t \in[0,1]}\left|\beta_{2 m+1}(t)\right| \leq \frac{2 m+1}{4}\left|\alpha_{2 m}\right|$.

### 2.6.3 Properties of Bernoulli number

The sequence of Bernoulli numbers $\left(\alpha_{m}\right)_{m \in N}$ satisfying the following properties [16]:

1. $\alpha_{2 m+1}=0, \alpha_{2 m}=\beta_{2 m}(1)$.
2. $\beta_{m}(1 / 2)=\left(2^{1-m}-1\right) \alpha_{m}$.
3. $\alpha_{m}=-\frac{1}{m+1} \sum_{k=0}^{m-1}\binom{m+1}{k} \alpha_{k}$.

### 2.6.4 Function approximation

A function $f(x)$ defined over $[0,1)$ can be approximated by Bernoulli wavelets as

$$
\begin{equation*}
f(x)=\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x)=C^{T} \Psi(x), \tag{2.62}
\end{equation*}
$$

where $C$ and $\Psi(x)$ are $\left(2^{k-1} M \times 1\right)$ column vectors given by

$$
\begin{align*}
C & =\left[c_{1,0}, c_{1,1}, \ldots, c_{1, M-1}, c_{2,0}, \ldots, c_{2, M-1}, \ldots, c_{2^{k-1,0}}, \ldots, c_{2^{k-1}, M-1}\right]^{T}  \tag{2.63}\\
\Psi(x) & =\left[\psi_{1,0}(x), \psi_{1,1}(x), \ldots, \psi_{1, M-1}(x), \ldots, \psi_{2^{k-1,0}}(x), \ldots, \psi_{2^{k-1}, M-1}(x)\right]^{T} . \tag{2.64}
\end{align*}
$$

The function $f(x, t) \in[0,1) \times[0,1)$ can be approximated by two dimensional Bernoulli wavelets as

$$
\begin{equation*}
f(x, t)=\sum_{n_{1}=1}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(x, t)=C^{T} \Psi(x, t) \tag{2.65}
\end{equation*}
$$

where $C$ and $\Psi(x, t)$ are $\left(2^{k_{1}-1} 2^{k_{2}-1} M_{1} M_{2} \times 1\right)$ matrices given by

$$
\begin{gather*}
C=\left[c_{1,0,1,0}, \ldots, c_{1,0,1, M_{2}-1}, \ldots, c_{1,0,2^{k_{2}-1}, M_{2}-1}, \ldots, c_{2^{k_{1}-1}, M_{1}-1,2^{k_{2}-1}, M_{2}-1}\right]^{T}  \tag{2.66}\\
\Psi(x, t)=\left[\psi_{1,0,1,0}(x, t), \ldots, \psi_{1,0,1, M_{2}-1}(x, t), \ldots, \psi_{1,0,2^{k_{2}-1}, M_{2}-1}(x, t), \ldots\right. \\
\left.\ldots, \psi_{2^{k_{1}-1}, M_{1}-1,2^{k_{2}-1}, M_{2}-1}(x, t)\right]^{T} \tag{2.67}
\end{gather*}
$$

### 2.6.5 Convergence analysis

Theorem 2.6.1. If $f(x) \in L^{2}(\mathbb{R})$ be a continuous function defined on $[0,1]$ and $|f(x)| \leq \tilde{M}$, then the Bernoulli wavelets expansion of $f(x)$ defined in eq. (2.62) converges uniformly and also

$$
\left|c_{n, m}\right|<\tilde{M} \frac{A}{2^{\frac{k-1}{2}}} \frac{16 m!}{(2 \pi)^{m+1}},
$$

where $A=\frac{1}{\sqrt{\frac{\left.(-1)^{m-1}(2 m)!\right)^{2}}{} \alpha_{2 m}}}$.
Proof. Any function $f(x) \in L^{2}[0,1]$ can be expressed by Bernoulli wavelets as

$$
f(x)=\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x),
$$

where the coefficients $c_{n, m}$ can be determined as

$$
c_{n, m}=\left\langle f(x), \psi_{n, m}(x)\right\rangle .
$$

Now for $n>0, m>0$,

$$
\begin{aligned}
c_{n, m} & =\left\langle f(x), \psi_{n, m}(x)\right\rangle \\
& =\int_{0}^{1} f(x) \psi_{n, m}(x) d x \\
& =\int_{I_{n k}} f(x) \psi_{n, m}(x) d x \\
& =2^{\frac{k-1}{2}} A \int_{I_{n k}} f(x) \beta_{m}\left(2^{k-1} x-n+1\right) d x,
\end{aligned}
$$

where $I_{n k}=\left[\frac{n-1}{2^{k-1}}, \frac{n}{2^{k-1}}\right)$.
Now, changing the variable $2^{k-1} x-n+1=t$, we have

$$
c_{n, m}=\frac{1}{2^{\frac{k-1}{2}}} A \int_{0}^{1} f\left(\frac{t+n-1}{2^{k-1}}\right) \beta_{m}(t) d t .
$$

Thus,

$$
\begin{aligned}
\left|c_{n, m}\right| & \leq \frac{A}{2^{\frac{k-1}{2}}} \int_{0}^{1}\left|f\left(\frac{t+n-1}{2^{k-1}}\right)\right|\left|\beta_{m}(t)\right| d t \\
& \leq \frac{A}{2^{\frac{k-1}{2}}} \tilde{M} \int_{0}^{1}\left|\beta_{m}(t)\right| d t \\
& <\frac{A}{2^{\frac{k-1}{2}}} \tilde{M} \frac{16 m!}{(2 \pi)^{m+1}}, \text { using the property of Bernoulli polynomials. }
\end{aligned}
$$

This means that the series $\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m}$ is absolutely convergent and hence the series

$$
\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x)
$$

is uniformly convergent [17].

### 2.7 Bernstein Polynomial Approximation

### 2.7.1 Bernstein polynomials and its properties

The general form of the Bernstein polynomials of $n$-th degree over the interval $[a, b]$ as defined in [18-20] is given by

$$
B_{i, n}(x)=\binom{n}{i} \frac{(x-a)^{i}(b-x)^{n-i}}{(b-a)^{n}}, \quad i=0,1, \ldots, n
$$

where $\binom{n}{i}=\frac{n!}{i!(n-i)!}$.
Note that each of these $n+1$ polynomials having degree $n$ satisfies the following properties:

$$
\begin{aligned}
& B_{i, n}(x)=0, \quad \text { if } \quad i<0 \quad \text { or } \quad i>n \\
& B_{i, n}(a)=B_{i, n}(b)=0, \quad \text { for } \quad 1 \leq i \leq n-1, \\
& \sum_{i=0}^{n} B_{i, n}(x)=1
\end{aligned}
$$

For $n=10$, the Bernstein polynomial basis functions over the interval $[0,1]$ are given as follows and the graph of all its basis functions are shown in Figure 2.1.

$$
\begin{aligned}
& B_{0,10}(x)=(1-x)^{10}, \\
& B_{1,10}(x)=10(1-x)^{9} x, \\
& B_{2,10}(x)=45(1-x)^{8} x^{2}, \\
& B_{3,10}(x)=120(1-x)^{7} x^{3}, \\
& B_{4,10}(x)=210(1-x)^{6} x^{4}, \\
& B_{5,10}(x)=252(1-x)^{5} x^{5}, \\
& B_{6,10}(x)=210(1-x)^{4} x^{6}, \\
& B_{7,10}(x)=120(1-x)^{3} x^{7}, \\
& B_{8,10}(x)=45(1-x)^{2} x^{8}, \\
& B_{9,10}(x)=10(1-x)^{9}, \\
& B_{10,10}(x)=x^{10} .
\end{aligned}
$$



Figure 2.1: Graph of 10-degree Bernstein polynomials over $[0,1]$.

### 2.7.2 Function approximation

Bernstein polynomials defined above form a complete basis [20] over the interval [ $a, b$ ]. It is easy to show that any given polynomials of degree $n$ can be expressed in terms of linear
combination of the basis functions. A function $y(x)$ defined over $[a, b]$ can be approximated by Bernstein polynomials basis functions of degree $n$ as

$$
\begin{equation*}
y(x) \approx \sum_{i=0}^{n} c_{i} B_{i, n}(x)=C^{T} B(x) \tag{2.68}
\end{equation*}
$$

where $C$ and $B(x)$ are $(n+1) \times 1$ vectors defined as

$$
\begin{gathered}
C=\left[c_{0}, c_{1}, \ldots, c_{n}\right]^{T} \\
B(x)=\left[B_{0, n}(x), B_{1, n}(x), \ldots, B_{n, n}(x)\right]^{T} .
\end{gathered}
$$

### 2.8 Hybrid Legendre Block-Pulse Functions

### 2.8.1 Legendre Polynomials

Consider the Legendre polynomials $L_{m}(x)$ on the interval $[-1,1]$ as

$$
\begin{aligned}
& L_{0}(x)=1 \\
& L_{1}(x)=x \\
& L_{m}(x)=\frac{2 m-1}{m} x L_{m-1}(x)-\frac{m-1}{m} L_{m-2}(x), \quad m=2,3, \ldots
\end{aligned}
$$

The set $L_{m}(x): m=0,1,2, \ldots$ in Hilbert space $L^{2}[-1,1]$ is a complete orthogonal set.

### 2.8.2 Block-Pulse Functions

A set of Block-Pulse functions $b_{n}(x), \quad n=1,2, \ldots, N$ on the interval $[0,1)$ are defined as follows:

$$
b_{n}(x)= \begin{cases}1, & \frac{n-1}{N} \leq x<\frac{n}{N} \\ 0, & \text { otherwise }\end{cases}
$$

The Block-Pulse functions on interval $[0,1)$ are disjoint and also these functions are orthogonal on the interval $[0,1)$.

### 2.8.3 Hybrid Legendre Block-Pulse Functions

For $m=0,1, \ldots, M-1$ and $n=1,2, \ldots, N$, the hybrid Legendre Block-Pulse functions defined on the interval $[0,1)$ are as follows [21, 22]:

$$
b(n, m, x)= \begin{cases}\sqrt{N(2 m+1)} L_{m}(2 N x-2 n+1), & \frac{n-1}{N} \leq x<\frac{n}{N}  \tag{2.69}\\ 0, & \text { otherwise }\end{cases}
$$

where $m$ and $n$ are the order of the Legendre polynomials and Block-Pulse functions, respectively. The coefficient $\sqrt{N(2 m+1)}$ is for the orthonormality.

### 2.8.4 Function Approximation

Any function $f(x) \in L^{2}[0,1)$ can be expressed by Hybrid Legendre-Block-Pulse functions as

$$
\begin{equation*}
f(x)=\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} X(n, m) b(n, m, x) \tag{2.70}
\end{equation*}
$$

If the above series truncated at some values of $M$ and $N$, then eq. (2.70) can be written as

$$
\begin{equation*}
f(x) \approx \sum_{n=1}^{N} \sum_{m=0}^{M-1} X(n, m) b(n, m, x)=X^{T} B(x), \tag{2.71}
\end{equation*}
$$

where

$$
\begin{gather*}
X=[x(1,0), X(1,1), \ldots, X(1, M-1), \ldots, X(N, 0), X(N, 1), \ldots, X(N, M-1)]^{T},  \tag{2.72}\\
B(x)=[b(1,0, x), \ldots, b(1, M-1, x), \ldots, b(N, 0, x), \ldots, b(N, M-1, x)]^{T} . \tag{2.73}
\end{gather*}
$$

Since $\int_{0}^{1} B(x) B^{T}(x) d x=I$, where $I$ is an identity matrix of dimension $N M$, then we can calculate $X(n, m)$ as

$$
\begin{equation*}
X(n, m)=\int_{0}^{1} f(x) b(n, m, x) d x, \quad n=1,2, \ldots, N, \quad m=0,1, \ldots, M-1 \tag{2.74}
\end{equation*}
$$

### 2.9 Sinc Basis Functions

### 2.9.1 Properties and approximation of sinc functions

The Sinc function [23,24] is defined on the real line, $-\infty<x<\infty$ by

$$
\operatorname{Sinc}(x)= \begin{cases}\frac{\sin (\pi x)}{\pi x}, & x \neq 0 \\ 1, & x=0\end{cases}
$$

For $h>0$, the translated Sinc functions with evenly spaced nodes are given by

$$
S(j, h)(x)=\operatorname{Sinc}\left(\frac{x-j h}{h}\right), \quad j=0, \pm 1, \pm 2, \ldots
$$

The Sinc function for the interpolating points $x_{k}=k h$ is given by

$$
S(j, h)(k h)=\delta_{j k}^{(0)}= \begin{cases}1, & k=j \\ 0, & k \neq j\end{cases}
$$

Let $D$ be a simply connected domain, having boundary $\partial D$. Let $a$ and $b$ denote two distinct points of $\partial D$ and denote a conformal map of $D_{d}$ onto $D$, where $D_{d}$ denote the region $\{w \in C:|\operatorname{Im}(t)|<d\}$ such that $\varphi(-\infty)=a$ and $\varphi(\infty)=b$. Let $\varphi^{-1}\left(D_{d}\right)$ denote the inverse map. Given $\varphi$ and a positive number $h$, let us set $x_{k}=\varphi(k h), k=0, \pm 1, \pm 2, \ldots$.

Let $H^{1}\left(D_{d}\right)$ the family of all functions $f$ analytic in $D_{d}$, such that if $D_{d}(\varepsilon)$ is defined for $0<\varepsilon<1$ by

$$
D_{d}(\varepsilon)=\left\{x \in C: \quad|\operatorname{Re} x|<\frac{1}{\varepsilon}, \quad|\operatorname{Im} x|<d(1-\varepsilon)\right\} .
$$

A function $f$ is said to decay double exponentially with respect to the conformal map $\varphi$ if there exist positive constants $\alpha$ and $C$ such that

$$
\begin{equation*}
\left|f(\varphi(x)) \varphi^{\prime}(x)\right| \leq C \exp (-\alpha \exp |x|), \quad x \in(-\infty, \infty) \tag{2.75}
\end{equation*}
$$

Let $a$ be a positive number, then the space $K_{\varphi}^{a}\left(D_{d}\right)$ denotes the family of function $f$ where $f(\varphi(x)) \varphi^{\prime}(x) \in H^{1}\left(D_{d}\right)$ and the analytic function $f$ satisfies eq. (2.75).

To construct approximation on the interval $[a, b]$, we consider the conformal map [24]

$$
\begin{gathered}
\varphi(x)=\frac{b-a}{2} \tanh \left(\frac{\pi}{2} \sinh x\right)+\frac{b+a}{2}, \\
\varphi^{\prime}(x)=\frac{b-a}{2} \frac{\frac{\pi}{2} \cosh x}{\cosh ^{2}\left(\frac{\pi}{2} \sinh x\right)} .
\end{gathered}
$$

Let $N$ be a positive integer, and let mesh size $h$ be selected by the formula

$$
h=\frac{1}{N} \log \left(\frac{2 \pi d N}{\alpha}\right)
$$

then, we have the double exponential formula [24] for the definite integration of a function $y \in K_{\varphi}^{a}\left(D_{d}\right)$ as

$$
\begin{equation*}
\int_{a}^{b} y(x) d x=h \sum_{k=-N}^{N} y(\varphi(k h)) \varphi^{\prime}(k h)+O\left(\exp \left(-\frac{2 \pi d N}{\log (2 \pi d N / \alpha)}\right)\right) . \tag{2.76}
\end{equation*}
$$

## Chapter 3

## Numerical solutions of Fredholm integral equations by B-spline Wavelet Method

### 3.1 Introduction

A computational approach to solve integral equations is an essential work in scientific research. Integral equation has been one of the essential tools for various area of applied mathematics. Integral equations occur naturally in many fields of science and engineering [25]. Wavelets theory is a relatively new and emerging area in mathematical research. It has been applied in a wide range of engineering disciplines; particularly, wavelets are very successfully used in signal analysis for waveform representations and segmentations, time frequency analysis, and fast algorithms for easy implementation [1, 2]. Wavelets permit the accurate representation of a variety of functions and operators. Moreover, wavelets establish a connection with fast numerical algorithms. Wavelets can be separated into two distinct types, orthogonal and semi-orthogonal $[1,3]$. The research works available in open literature on integral equations have shown a marked preference for orthogonal wavelets [4]. This is probably because the original wavelets, which were widely used for signal processing, were primarily orthogonal. In signal processing applications, unlike integral equation methods, the wavelet itself is never constructed since only its scaling function and coefficients are needed. However, orthogonal wavelets either have infinite support or a non-symmetric, and in some cases fractal, nature. These properties can make them a poor choice for characterization of a function. In contrast, the semi-orthogonal wavelets have finite support, both even and odd symmetry, and simple analytical expressions, ideal attributes of a basis function [4].

In this chapter, we apply compactly supported linear semi-orthogonal B-spline wavelets, specially constructed for the bounded interval to approximate the unknown function present in the integral equations. Semi-orthogonal wavelets using B-spline specially constructed for the bounded interval and these wavelets can be represented in a closed form. This provides a compact support. Semi-orthogonal wavelets form the basis in the space $L^{2}(\mathbb{R})$. Using this basis, an arbitrary function in $L^{2}(\mathbb{R})$ can be expressed as the wavelet series. For the finite
interval $[0,1]$, the wavelet series cannot be completely presented by using this basis. This is because supports of some basis are truncated at the left or right end points of the interval. Hence a special basis has to be introduced into the wavelet expansion on the finite interval. These functions are referred to as the boundary scaling functions and boundary wavelet functions. B-spline wavelet method has been applied to solve linear and nonlinear integral equations and their systems. The above method reduces the integral equations to systems of algebraic equations and then these systems can be solved by any usual numerical methods. Here, we have applied Newton's method with appropriate initial guess for solving these systems.

A computational approach to solve integral equation is an essential work in scientific research. Some methods for solving second kind Fredholm integral equation are available in open literature. In literature, the Petrov-Galerkin method and the iterated Petrov-Galerkin method [26, 27] have been applied to solve nonlinear integral equations. A variation of the Nystrom method for nonlinear integral equations of second kind was presented by Lardy [28]. The learned researchers Maleknejad et al. [29] proposed a numerical method for solving nonlinear Fredholm integral equations of the second kind using sinc-collocation method. In [30, 31], the Haar wavelet method and the rationalized Haar function method have been applied to solve system of linear Fredholm integral equations. The authors, in [32, 33], proposed some numerical methods for solving system of linear Fredholm integral equations of the second kind using Block-Pulse functions and Taylor-Series expansion method. A novel mesh-less technique termed the Random Integral Quadrature (RIQ) method has been developed by Zou and Li [34]. By applying this method, the governing equations in the integral form are discretized directly with the field nodes distributed randomly or uniformly, which is achieved by discretizing the integral governing equations with the generalized integral quadrature (GIQ) technique over a set of background virtual nodes, and then interpolating the function values at the virtual nodes over a set of field nodes with Local Kriging method, where the field nodes are distributed either randomly or uniformly. The Fictitious Time Integration Method (FTIM), previously developed by Liu and Atluri [35], has been employed to solve a system of ill-posed linear algebraic equations, which may result from the discretization of a first-kind linear Fredholm integral equation. Gauss-Legendre Nystrom method [36] has been applied for determining approximate solutions of Fredholm integral equations of the second kind on finite intervals. The authors' recent continuous-kernel approach is generalized in order to accommodate kernels that are either singular or of limited continuous differentiability at a finite number of points within the interval of integration. Quadratic integral equations are a class of nonlinear integral equations having many important uses in engineering and sciences. Adomian decomposition method has been applied to solve the quadratic integral equations of Volterra type [37].

In section 3.2, the linear Fredholm integral equation of second kind has been solved by B-spline wavelet method. In section 3.3, we have applied B-spline wavelets for solving nonlinear Fredholm integral equations and then compared these results with the results obtained by variational iterative method. The system of linear and nonlinear Fredholm integral equations of second kind has been solved by using B-spline wavelet method in section 3.4 and 3.5 , respectively. Error analysis of B-spline wavelet method has been discussed in section 3.6 and section 3.7 yields a concluding summery of the whole chapter.

### 3.2 Application of B-spline wavelet method for solving linear Fredholm integral equations of second kind

In this section, we apply compactly supported linear semi-orthogonal B-spline wavelets, specially constructed for the bounded interval to solve the second kind linear Fredholm integral equations of the form:

$$
\begin{equation*}
y(x)=f(x)+\int_{0}^{1} K(x, t) y(t) d t, \quad 0 \leq x \leq 1, \tag{3.1}
\end{equation*}
$$

where $K(x, t)$ and $f(x)$ are known functions and $y(x)$ is unknown function to be determined.

In this section, linear Fredholm integral equation of the second kind of the form (3.1) has been solved by using B-spline wavelets. For this, we use eq. (2.13) of Chapter 2 to approximate $y(x)$ as

$$
\begin{equation*}
y(x)=C^{T} \Psi(x) \tag{3.2}
\end{equation*}
$$

where $\Psi(x)$ is defined in eq. (2.15) of Chapter 2 , and $C$ is $\left(2^{M+1}+1\right) \times 1$ unknown vector defined similarly as in eq. (2.14) of Chapter 2 . We also expand $y(x)$ and $K(x, t)$ by B-spline dual wavelets $\tilde{\Psi}$ defined as in eqs. (2.22)-(2.23) of Chapter 2 as

$$
\begin{equation*}
f(x)=C_{1}^{T} \tilde{\Psi}(x), \quad K(x, t)=\tilde{\Psi}^{T}(t) \Theta \tilde{\Psi}(x) \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta_{i, j}=\int_{0}^{1}\left[\int_{0}^{1} K(x, t) \Psi_{i}(t) d t\right] \Psi_{j}(x) d x \tag{3.4}
\end{equation*}
$$

From eqs. (3.3) and (3.2), we get

$$
\begin{align*}
\int_{0}^{1} K(x, t) y(t) d t & =\int_{0}^{1} C^{T} \Psi(t) \tilde{\Psi}^{T}(t) \Theta \tilde{\Psi}(x) d t \\
& =C^{T} \Theta \tilde{\Psi}(x), \tag{3.5}
\end{align*}
$$

since

$$
\int_{0}^{1} \Psi(t) \tilde{\Psi}^{T}(t) d t=I
$$

By applying eqs. (3.2)-(3.5) in eq. (3.1), we have

$$
\begin{equation*}
C^{T} \Psi(x)-C^{T} \Theta \tilde{\Psi}(x)=C_{1}^{T} \tilde{\Psi}(x) \tag{3.6}
\end{equation*}
$$

By multiplying both sides of the eq. (3.6) with $\Psi^{T}(x)$ from the right and integrating with respect to $x$ from 0 to 1 , we get

$$
\begin{equation*}
C^{T} P-C^{T} \Theta=C_{1}^{T}, \tag{3.7}
\end{equation*}
$$

since

$$
\int_{0}^{1} \tilde{\Psi}(x) \Psi^{T}(x) d x=I
$$

and $P$ is a $\left(2^{M+1}+1\right) \times\left(2^{M+1}+1\right)$ square matrix given by

$$
P=\int_{0}^{1} \Psi(x) \Psi^{T}(x) d x=\left[\begin{array}{cc}
P_{1} & 0  \tag{3.8}\\
0 & P_{2}
\end{array}\right] .
$$

Consequently, from equation (3.7), we get $C^{T}=C_{1}^{T}(P-\Theta)^{-1}$. Hence we can calculate the solution for $y(x)=C^{T} \Psi(x)$.

### 3.2.1 Illustrative examples

Example 3.2.1. Consider the equation

$$
y(x)=\cos x+\frac{3}{2} x \sin x+\int_{0}^{1} K(x, t) y(t) d t, \quad 0 \leq x \leq 1,
$$

where

$$
K(x, t)= \begin{cases}-3 \sin (x-t), & 0 \leq t \leq x \\ 0, & x \leq t \leq 1\end{cases}
$$

The solution $y(x)$ is obtained by B-spline wavelet method (BWM) for $M=2, M=4$. The numerical approximate results for $M=2, M=4$ together with their exact solutions $y(x)=\cos x$ and absolute errors are cited in Tables 3.1 and 3.2 respectively.

The error function is given by

Error function $=\left\|y_{\text {exact }}\left(x_{i}\right)-y_{\text {approximate }}\left(x_{i}\right)\right\|$

$$
=\sqrt{\sum_{i=1}^{n}\left(y_{\text {exact }}\left(x_{i}\right)-y_{\text {approximate }}\left(x_{i}\right)\right)^{2}}
$$

Global error estimate $=$ R.M.S.error

$$
=\frac{1}{\sqrt{n}} \sqrt{\sum_{i=1}^{n}\left(y_{\text {exact }}\left(x_{i}\right)-y_{\text {approximate }}\left(x_{i}\right)\right)^{2}}
$$

Table 3.1: Approximate solutions for $M=2$ for Example 3.2.1

| $x$ | $y_{\text {approximate }}$ | $y_{\text {exact }}$ | Absolute error |
| :--- | :--- | :--- | :--- |
| 0 | 1.001300 | 1.000000 | $1.30173 \mathrm{E}-3$ |
| 0.1 | 0.995052 | 0.995004 | $4.75992 \mathrm{E}-5$ |
| 0.2 | 0.979500 | 0.980067 | $5.66575 \mathrm{E}-4$ |
| 0.3 | 0.954792 | 0.955336 | $5.44546 \mathrm{E}-4$ |
| 0.4 | 0.921120 | 0.921061 | $5.94170 \mathrm{E}-5$ |
| 0.5 | 0.878726 | 0.877583 | $1.14300 \mathrm{E}-3$ |
| 0.6 | 0.825360 | 0.825336 | $2.45777 \mathrm{E}-5$ |
| 0.7 | 0.764394 | 0.764842 | $4.47947 \mathrm{E}-4$ |
| 0.8 | 0.696316 | 0.696707 | $3.90444 \mathrm{E}-4$ |
| 0.9 | 0.621667 | 0.621610 | $5.68924 \mathrm{E}-5$ |
| 1 | 0.541039 | 0.540302 | $7.36347 \mathrm{E}-4$ |

Table 3.2: Approximate solutions for $M=4$ for Example 3.2.1

| $x$ | $y_{\text {approximate }}$ | $y_{\text {exact }}$ | Absolute error |
| :--- | :--- | :--- | :--- |
| 0 | 1.000080 | 1.000000 | $8.13789 \mathrm{E}-5$ |
| 0.1 | 0.995007 | 0.995004 | $3.28342 \mathrm{E}-6$ |
| 0.2 | 0.980032 | 0.980067 | $3.50527 \mathrm{E}-5$ |
| 0.3 | 0.955302 | 0.955336 | $3.42873 \mathrm{E}-5$ |
| 0.4 | 0.921064 | 0.921061 | $2.80525 \mathrm{E}-6$ |
| 0.5 | 0.877654 | 0.877583 | $7.14185 \mathrm{E}-5$ |
| 0.6 | 0.825339 | 0.825336 | $2.96120 \mathrm{E}-6$ |
| 0.7 | 0.764815 | 0.764842 | $2.72328 \mathrm{E}-5$ |
| 0.8 | 0.696682 | 0.696707 | $2.51241 \mathrm{E}-5$ |
| 0.9 | 0.621612 | 0.621610 | $1.63566 \mathrm{E}-6$ |
| 1 | 0.540347 | 0.540302 | $4.44686 \mathrm{E}-5$ |

Table 3.3: Approximate solutions for $M=2$ for Example 3.2.2

| $x$ | $y_{\text {approximate }}$ | $y_{\text {exact }}$ | Absolute error |
| :--- | :--- | :--- | :--- |
| 0 | -0.001751 | 0.000000 | $1.75070 \mathrm{E}-3$ |
| 0.1 | 0.157913 | 0.157983 | $7.01720 \mathrm{E}-5$ |
| 0.2 | 0.330182 | 0.329412 | $7.70007 \mathrm{E}-4$ |
| 0.3 | 0.515056 | 0.514286 | $7.69838 \mathrm{E}-4$ |
| 0.4 | 0.712534 | 0.712605 | $7.06777 \mathrm{E}-5$ |
| 0.5 | 0.922618 | 0.924370 | $1.75154 \mathrm{E}-3$ |
| 0.6 | 1.149510 | 1.149580 | $7.10762 \mathrm{E}-5$ |
| 0.7 | 1.389000 | 1.388240 | $7.69042 \mathrm{E}-4$ |
| 0.8 | 1.641100 | 1.640340 | $7.68812 \mathrm{E}-4$ |
| 0.9 | 1.905810 | 1.905880 | $7.17658 \mathrm{E}-5$ |
| 1 | 2.183120 | 2.184870 | $1.75269 \mathrm{E}-3$ |

Table 3.4: Approximate solutions for $M=4$ for Example 3.2.2

| $x$ | $y_{\text {approximate }}$ | $y_{\text {exact }}$ | Absoluteerror |
| :--- | :--- | :--- | :--- |
| 0 | -0.000109 | 0.000000 | $1.09419 \mathrm{E}-4$ |
| 0.1 | 0.157979 | 0.157983 | $4.37731 \mathrm{E}-6$ |
| 0.2 | 0.329460 | 0.329412 | $4.81431 \mathrm{E}-5$ |
| 0.3 | 0.514334 | 0.514286 | $4.81424 \mathrm{E}-5$ |
| 0.4 | 0.712601 | 0.712605 | $4.37929 \mathrm{E}-6$ |
| 0.5 | 0.924260 | 0.924370 | $1.09422 \mathrm{E}-4$ |
| 0.6 | 1.149580 | 1.149580 | $4.38085 \mathrm{E}-6$ |
| 0.7 | 1.388280 | 1.388240 | $4.81393 \mathrm{E}-5$ |
| 0.8 | 1.640380 | 1.640340 | $4.81384 \mathrm{E}-5$ |
| 0.9 | 1.905880 | 1.905880 | $4.38354 \mathrm{E}-6$ |
| 1 | 2.184760 | 2.184870 | $1.09427 \mathrm{E}-4$ |

In Example 3.2.1, Error estimates (or R.M.S. errors) are 0.00064165 and 0.0000398951 for $M=2$ and $M=4$ respectively.

Example 3.2.2. Consider the equation

$$
y(x)=x+\int_{0}^{1}\left(x t^{2}+x^{2} t\right) y(t) d t, \quad 0 \leq x \leq 1 .
$$

The solution $y(x)$ is obtained by $B$-spline wavelet method (BWM) for $M=2, M=4$. The numerical approximate results for $M=2, M=4$ together with their exact solutions $y(x)=\frac{180 x+80 x^{2}}{119}$ and the absolute errors are cited in Tables 3.3 and 3.4, respectively.

In Example 3.2.2, Error estimates (or R.M.S. errors) are 0.0010266 and 0.0000641496 for $M=2$ and $M=4$ respectively.

Table 3.5: Approximate solutions for $M=2$ for Example 3.2.3

| $x$ | $y_{\text {approximate }}$ | $y_{\text {exact }}$ | Absolute error |
| :--- | :--- | :--- | :--- |
| 0 | 0.001187 | 0.000000 | 0.001187 |
| 0.1 | 0.310083 | 0.309017 | 0.001065 |
| 0.2 | 0.584716 | 0.587785 | 0.003069 |
| 0.3 | 0.804107 | 0.809017 | 0.004910 |
| 0.4 | 0.951212 | 0.951057 | 0.000155 |
| 0.5 | 1.012920 | 1.000000 | 0.012924 |
| 0.6 | 0.951212 | 0.951057 | 0.000155 |
| 0.7 | 0.804107 | 0.809017 | 0.004910 |
| 0.8 | 0.584716 | 0.587785 | 0.003069 |
| 0.9 | 0.310083 | 0.309017 | 0.001065 |
| 1 | 0.001187 | 0.000000 | 0.001187 |

Table 3.6: Approximate solutions for $M=4$ for Example 3.2.3

| $x$ | $y_{\text {approximate }}$ | $y_{\text {exact }}$ | Absoluteerror |
| :--- | :--- | :--- | :--- |
| 0 | $1.823150 \mathrm{E}-5$ | 0.000000 | $1.82315 \mathrm{E}-5$ |
| 0.1 | 0.309012 | 0.309017 | $4.75611 \mathrm{E}-6$ |
| 0.2 | 0.587571 | 0.587785 | $2.14100 \mathrm{E}-4$ |
| 0.3 | 0.808735 | 0.809017 | $2.81802 \mathrm{E}-4$ |
| 0.4 | 0.951092 | 0.951057 | $3.51844 \mathrm{E}-5$ |
| 0.5 | 1.000800 | 1.000000 | $8.03434 \mathrm{E}-4$ |
| 0.6 | 0.951092 | 0.951057 | $3.51844 \mathrm{E}-5$ |
| 0.7 | 0.808735 | 0.809017 | $2.81802 \mathrm{E}-4$ |
| 0.8 | 0.587571 | 0.587785 | $2.14100 \mathrm{E}-4$ |
| 0.9 | 0.309012 | 0.309017 | $4.75611 \mathrm{E}-6$ |
| 1 | $1.823150 \mathrm{E}-5$ | 0.000000 | $1.82315 \mathrm{E}-5$ |

Example 3.2.3. Consider the equation

$$
y(x)=\left(1-\frac{1}{\pi^{2}}\right) \sin (\pi x)+\int_{0}^{1} K(x, t) y(t) d t, \quad 0 \leq x \leq 1,
$$

where

$$
K(x, t)= \begin{cases}x(1-t), & x \leq t \\ t(1-x), & t \leq x\end{cases}
$$

The solution $y(x)$ is obtained by $B$-spline wavelet method (BWM) for $M=2, M=4$. The numerical approximate results for $M=2, M=4$ together with their exact solutions $y(x)=\sin (\pi x)$ and absolute errors are cited in Tables 3.5 and 3.6, respectively.

In example 3.2.3, Error estimates (or R.M.S. errors) are 0.00466338 and 0.000285911 for $M=2$ and $M=4$, respectively.

### 3.3 Application of B-spline wavelet method for solving nonlinear Fredholm integral equations of second kind

In this section, we consider the second kind nonlinear Fredholm integral equation of the following form

$$
\begin{equation*}
u(x)=f(x)+\int_{0}^{1} K(x, t) F(t, u(t)) d t, \quad 0 \leq x \leq 1 . \tag{3.9}
\end{equation*}
$$

where $K(x, t)$ is the kernel of the integral equation, $f(x)$ and $K(x, t)$ are known functions and $u(x)$ is the unknown function that is to be determined.
First, we assume

$$
\begin{equation*}
y(x)=F(x, u(x)), \quad 0 \leq x \leq 1 . \tag{3.10}
\end{equation*}
$$

Now from eq. (2.13) of Chapter 2, we can approximate the functions $u(x)$ and $y(x)$ as

$$
\begin{equation*}
u(x)=A^{T} \Psi(x), \quad y(x)=B^{T} \Psi(x), \tag{3.11}
\end{equation*}
$$

where $A$ and $B$ are $\left(2^{M+1}+1\right) \times 1$ column vectors similar to $C$ defined in eq. (2.14) of Chapter 2.
Again by using dual of the wavelet functions, we can approximate the functions $f(x)$ and $K(x, t)$ as follows

$$
\begin{equation*}
f(x)=D^{T} \tilde{\Psi}(x), \quad K(x, t)=\tilde{\Psi}^{T}(t) \Theta \tilde{\Psi}(x) \tag{3.12}
\end{equation*}
$$

where

$$
\Theta_{(i, j)}=\int_{0}^{1}\left[\int_{0}^{1} K(x, t) \Psi_{i}(t) d t\right] \Psi_{j}(x) d x
$$

From eqs. (3.10)-(3.12), we get

$$
\begin{align*}
\int_{0}^{1} K(x, t) F(t, u(t)) d t & =\int_{0}^{1} B^{T} \Psi(t) \tilde{\Psi}^{T}(t) \Theta \tilde{\Psi}(x) d t \\
& =B^{T}\left[\int_{0}^{1} \Psi(t) \tilde{\Psi}^{T}(t) d t\right] \Theta \tilde{\Psi}(x) \\
& =B^{T} \Theta \tilde{\Psi}(x), \tag{3.13}
\end{align*}
$$

since $\int_{0}^{1} \Psi(t) \tilde{\Psi}^{T}(t) d t=I$.
Applying eqs. (3.10)-(3.13) in eq. (3.9), we get

$$
\begin{equation*}
A^{T} \Psi(x)=D^{T} \tilde{\Psi}(x)+B^{T} \Theta \tilde{\Psi}(x) \tag{3.14}
\end{equation*}
$$

Multiplying eq. (3.14) by $\psi^{T}(x)$ both sides from the right and integrating from 0 to 1 , we have

$$
\begin{align*}
& A^{T} P=D^{T}+B^{T} \Theta \\
& A^{T} P-D^{T}-B^{T} \Theta=0, \tag{3.15}
\end{align*}
$$

where $P$ is a $\left(2^{M+1}+1\right) \times\left(2^{M+1}+1\right)$ square matrix given by

$$
P=\int_{0}^{1} \Psi(x) \Psi^{T}(x) d x=\left[\begin{array}{ll}
P_{1} & \\
& P_{2}
\end{array}\right] \text {, and } \quad \int_{0}^{1} \tilde{\Psi}(x) \Psi^{T}(x) d x=I .
$$

Eq. (3.15) gives a system of $\left(2^{M+1}+1\right)$ algebraic equations with $2\left(2^{M+1}+1\right)$ unknowns for $A$ and $B$ vectors given in eq. (3.11).
To find the solution $u(x)$ in eq. (3.11), we first utilize the following equation

$$
\begin{equation*}
F\left(x, A^{T} \Psi(x)\right)=B^{T} \Psi(x), \tag{3.16}
\end{equation*}
$$

with the collocation points $x_{i}=\frac{i-1}{2^{M+1}}$, where $i=1,2, \ldots, 2^{M+1}+1$.
Eq. (3.16) gives a system of $\left(2^{M+1}+1\right)$ algebraic equations with $2\left(2^{M+1}+1\right)$ unknowns for $A$ and $B$ vectors given in eq. (3.11).

Combining eqs. (3.15) and (3.16), we have a total of $2\left(2^{M+1}+1\right)$ algebraic equations with same number of unknowns for $A$ and $B$. Solving those equations for the unknown coefficients in the vectors $A$ and $B$, we can obtain the solution $u(x)=A^{T} \Psi(x)$. The obtained results have been compared with the results obtained by variational iteration method (VIM).

- VIM technique for eq. (3.9)

For solving eq. (3.9) by variational iteration method, first we have to take the partial derivative of eq. (3.9) with respect to $x$.

$$
\begin{equation*}
u^{\prime}(x)=f^{\prime}(x)+\int_{0}^{1} \frac{\partial K(x, t)}{\partial x} F(t, u(t)) d t . \tag{3.17}
\end{equation*}
$$

We apply variational iteration method for the eq. (3.17). According to this method, correction functional can be defined as

$$
\begin{equation*}
u_{n+1}(x)=u_{n}(x)+\int_{0}^{x} \lambda(\xi)\left(u_{n}^{\prime}(\xi)-f^{\prime}(\xi)-\int_{a}^{b} \frac{\partial K(\xi, t)}{\partial \xi} F\left(t, \tilde{u}_{n}(t)\right) d t\right) d \xi \tag{3.18}
\end{equation*}
$$

where $\lambda(\xi)$ is a general Lagrange multiplier which can be identified optimally by the variational theory, the subscript $n$ denotes the $n t h$ order approximation and $\tilde{u}_{n}$ is considered as a restricted variation, i.e., $\delta \tilde{u}_{n}=0$. The successive approximations $u_{n}(x), n \geq 1$ for the solution $u(x)$ can be readily obtained after determining the Lagrange multiplier and
selecting an appropriate initial function $u_{0}(x)$. Consequently, the approximate solution may be obtained by using $u(x)=\lim _{n \rightarrow \infty} u_{n}(x)$.

To make the above correction functional stationary, we have

$$
\begin{align*}
\delta u_{n+1}(x) & =\delta u_{n}(x)+\delta \int_{0}^{x} \lambda(\xi)\left(u_{n}^{\prime}(\xi)-f^{\prime}(\xi)-\int_{a}^{b} \frac{\partial K(\xi, t)}{\partial \xi} F\left(t, \tilde{u}_{n}(t)\right) d t\right) d \xi \\
& =\delta u_{n}(x)+\int_{0}^{x} \lambda(\xi) \delta\left(u_{n}^{\prime}(\xi)\right) d \xi \\
& =\delta u_{n}(x)+\left.\lambda \delta u_{n}\right|_{\xi=x}-\int_{0}^{x} \lambda^{\prime}(\xi) \delta u_{n}(\xi) d \xi \tag{3.19}
\end{align*}
$$

Under stationary condition, $\delta u_{n+1}=0$, implies the following Euler Lagrange equation

$$
\begin{equation*}
\lambda^{\prime}(\xi)=0, \tag{3.20}
\end{equation*}
$$

with the following natural boundary condition

$$
\begin{equation*}
1+\left.\lambda(\xi)\right|_{\xi=x}=0 \tag{3.21}
\end{equation*}
$$

Solving eq. (3.20) along with boundary condition (3.21), we get the general Lagrange multiplier $\lambda=-1$.

Substituting the identified Lagrange multiplier into eq. (3.18), results in the following iterative scheme

$$
\begin{equation*}
u_{n+1}(x)=u_{n}(x)-\int_{0}^{x}\left(u_{n}^{\prime}(\xi)-f^{\prime}(\xi)-\int_{a}^{b} K^{\prime}(\xi, t) F\left(t, \tilde{u}_{n}(t)\right) d t\right) d \xi, \quad n \geq 0 \tag{3.22}
\end{equation*}
$$

By starting with initial approximate function $u_{0}(x)=f(x)$ (say), we can determine the approximate solution $u(x)$.

### 3.3.1 Illustrative examples

Example 3.3.1. Consider the equation

$$
u(x)=-\frac{x}{9}-\frac{x^{2}}{8}+x^{3}+\int_{0}^{1}\left(x^{2} t+x t^{2}\right) u^{2}(t) d t, \quad 0 \leq x \leq 1,
$$

with the exact solution $u(x)=x^{3}$. The approximate solution is obtained by the $B$-spline wavelet method for $M=2$ and $M=4$ and also by VIM. The following Table 3.7 cites the numerical solutions obtained by B-spline method and VIM accomplished with corresponding exact solutions and the absolute errors. Figures 3.1-3.2 and Figures 3.3-3.4 present the comparison graphically between the numerical solutions obtained by B-spline wavelet method with exact solutions and VIM solutions respectively.

Table 3.7: Comparison of numerical results of Example 3.3.1 by BWM and VIM

| $x$ | Exact | BWM <br> solution |  | Error <br> in BWM |  | VIM <br> solution | Error <br> in VIM |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $M=2$ | $M=4$ | $M=2$ | $M=4$ |  |  |
| 0.0 | 0 | $-2.496 \mathrm{E}-4$ | $-3.617 \mathrm{E}-6$ | 0.0002495 | $3.61701 \mathrm{E}-6$ | 0 | 0 |
| 0.1 | 0.001 | 0.00166976 | 0.00105608 | 0.0006695 | 0.0000560 | 0.000965618 | 0.0000343 |
| 0.2 | 0.008 | 0.0105762 | 0.00816602 | 0.0025762 | 0.0001660 | 0.00792412 | 0.0000758 |
| 0.3 | 0.027 | 0.0313409 | 0.0272625 | 0.0043409 | 0.0002625 | 0.0268755 | 0.0001245 |
| 0.4 | 0.064 | 0.068719 | 0.0642781 | 0.0047190 | 0.0002781 | 0.0638198 | 0.0001802 |
| 0.5 | 0.125 | 0.12735 | 0.125145 | 0.0023496 | 0.0001454 | 0.124757 | 0.0002430 |
| 0.6 | 0.216 | 0.223711 | 0.216493 | 0.0077114 | 0.0004932 | 0.215687 | 0.0003130 |
| 0.7 | 0.343 | 0.355417 | 0.343778 | 0.0124172 | 0.0007776 | 0.34261 | 0.0003901 |
| 0.8 | 0.512 | 0.527106 | 0.512931 | 0.0151063 | 0.0009313 | 0.511526 | 0.0004743 |
| 0.9 | 0.729 | 0.743534 | 0.729887 | 0.0145338 | 0.0008869 | 0.728434 | 0.0005656 |
| 1.0 | 1 | 1.00957 | 1.00058 | 0.0095707 | 0.0005807 | 0.999336 | 0.0006641 |



Figure 3.1: Comparison of numerical solution obtain by B-spline $(M=2)$ with exact solution for Example 3.3.1.


Figure 3.2: Comparison of numerical solution obtain by B-spline $(M=4)$ with exact solution for Example 3.3.1.


Figure 3.3: Comparison of numerical solution obtain by B-spline ( $M=2$ ) with VIM solution for Example 3.3.1.


Figure 3.4: Comparison of numerical solution obtain by B-spline ( $M=4$ ) with VIM solution for Example 3.3.1.

Example 3.3.2. Consider the equation

$$
u(x)=\cos x-\frac{1}{2} x \sin (2)+\int_{0}^{1} x\left(u^{2}(t)-\sin ^{2}(t)\right) d t, \quad 0 \leq x \leq 1
$$

with the exact solution $u(x)=\cos x$. The approximate solution is obtained by the $B$-spline wavelet method for $M=2$ and $M=4$ and also by VIM. The following Table 3.8 cites the numerical solutions obtained by B-spline method and VIM accomplished with corresponding exact solutions and the absolute errors. Figures 3.5-3.6 and Figures 3.7-3.8 present the comparison graphically between the numerical solutions obtained by B-spline wavelet method with exact solutions and VIM solutions respectively.

Table 3.8: Comparison of numerical results of Example 3.3.2 by BWM and VIM

|  | $x$ | Exact | BWM <br> solution |  | Error <br> in BWM |  | VIM <br> solution |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Error <br> in VIM |  |  |  |  |  |  |  |
|  |  | $M=2$ | $M=4$ | $M=2$ | $M=4$ |  | 0 |
| 0.0 | 1 | 1.0013 | 1.00008 | 0.0013027 | 0.0000813 | 1 | 0.0001069 |
| 0.1 | 0.995004 | 0.994854 | 0.994995 | 0.0001501 | $9.23203 \mathrm{e}-6$ | 0.994897 | 0.0007 |
| 0.2 | 0.980067 | 0.979103 | 0.980006 | 0.0009632 | 0.0000600 | 0.979853 | 0.0002139 |
| 0.3 | 0.955336 | 0.954196 | 0.955265 | 0.0011401 | 0.0000718 | 0.955016 | 0.0003209 |
| 0.4 | 0.921061 | 0.920326 | 0.921014 | 0.0007350 | 0.0000472 | 0.920633 | 0.0004279 |
| 0.5 | 0.877583 | 0.877732 | 0.877591 | 0.0001495 | $8.82354 \mathrm{E}-6$ | 0.877048 | 0.0005348 |
| 0.6 | 0.825336 | 0.824168 | 0.825263 | 0.0011679 | 0.0000721 | 0.824694 | 0.0006418 |
| 0.7 | 0.764842 | 0.763003 | 0.764727 | 0.0018390 | 0.0001148 | 0.764093 | 0.0007488 |
| 0.8 | 0.696707 | 0.694726 | 0.696581 | 0.0019810 | 0.0001252 | 0.695851 | 0.0008558 |
| 0.9 | 0.62161 | 0.619877 | 0.621499 | 0.0017320 | 0.0001110 | 0.620647 | 0.0009628 |
| 1.0 | 0.540302 | 0.53905 | 0.540222 | 0.0012520 | 0.0000807 | 0.539233 | 0.0010697 |

Example 3.3.3. Consider the equation

$$
u(x)=\frac{7}{8} x+\frac{1}{2} \int_{0}^{1} x t u^{2}(t) d t, \quad 0 \leq x \leq 1
$$

with the exact solution $u(x)=x$. The approximate solution is obtained by the $B$-spline wavelet method for $M=2$ and $M=4$ and also by VIM. The following Table 3.9 cites the numerical solutions obtained by B-spline method and VIM accomplished with corresponding exact solutions and the absolute errors. Figures 3.9-3.10 and Figures 3.11-3.12 present the comparison graphically between the numerical solutions obtained by B-spline wavelet method with exact solutions and VIM solutions, respectively.


Figure 3.5: Comparison of numerical solution obtain by B-spline $(M=2)$ with exact solution for Example 3.3.2.


Figure 3.6: Comparison of numerical solution obtain by B-spline $(M=4)$ with exact solution for Example 3.3.2.


Figure 3.7: Comparison of numerical solution obtain by B-spline ( $M=2$ ) with VIM solution for Example 3.3.2.

Example 3.3.4. Consider the equation

$$
\begin{aligned}
& u(x)=-\sin x-x^{3}\left(-\frac{367}{4096} \cos (4) \sin (4)+\frac{11357}{98304}-\frac{2095}{32768} \cos ^{2}(4)\right)+\int_{0}^{1} x^{3} t^{5} u^{2}(t) d t \\
& \quad 0 \leq x \leq 1
\end{aligned}
$$

with the exact solution $u(x)=\sin (-4 x)$. The approximate solution is obtained by the $B$-spline wavelet method for $M=2$ and $M=4$ and also by VIM. The following Table 3.10 cites the numerical solutions obtained by B-spline method and VIM accomplished with corresponding exact solutions and the absolute errors. Figures 3.13-3.14 and Figures 3.15-3.16 present the comparison graphically between the numerical solutions obtained by $B$-spline wavelet method with exact solutions and VIM solutions, respectively.


Figure 3.8: Comparison of numerical solution obtain by B-spline ( $M=4$ ) with VIM solution for Example 3.3.2.

Table 3.9: Comparison of numerical results of Example 3.3.3 by BWM and VIM

|  | Exact | BWM <br> solution |  | Error <br> in BWM |  | VIM <br> solution | Error <br> in VIM |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $M=2$ | $M=4$ | $M=2$ | $M=4$ | 0 | 0 |
| 0.0 | 0.0 | 0 | 0 | 0 | 0 | 0 | $1.09593 \mathrm{E}-8$ |
| 0.1 | 0.1 | 0.100087 | 0.100005 | 0.0000869 | $5.42599 \mathrm{E}-6$ | 0.1 | $2.19186 \mathrm{E}-8$ |
| 0.2 | 0.2 | 0.200174 | 0.200011 | 0.0001739 | 0.0000108 | 0.2 | $3.28778 \mathrm{E}-8$ |
| 0.3 | 0.3 | 0.300261 | 0.300016 | 0.0002609 | 0.0000162 | 0.3 | $4.38371 \mathrm{E}-8$ |
| 0.4 | 0.4 | 0.400348 | 0.400022 | 0.0003478 | 0.0000217 | 0.4 | $5.47964 \mathrm{E}-8$ |
| 0.5 | 0.5 | 0.500435 | 0.500027 | 0.0004348 | 0.0000271 | 0.5 | $6.57557 \mathrm{E}-8$ |
| 0.6 | 0.6 | 0.600522 | 0.600033 | 0.0005218 | 0.0000325 | 0.6 | $7.6715 \mathrm{E}-8$ |
| 0.7 | 0.7 | 0.700609 | 0.700038 | 0.0006087 | 0.0000379 | 0.7 | $8.76743 \mathrm{E}-8$ |
| 0.8 | 0.8 | 0.800696 | 0.800043 | 0.0006957 | 0.0000434 | 0.8 | $9.86335 \mathrm{E}-8$ |
| 0.9 | 0.9 | 0.900783 | 0.900049 | 0.0007827 | 0.0000488 | 0.9 | $1.09593 \mathrm{E}-7$ |
| 1.0 | 1.0 | 1.00087 | 1.00005 | 0.0008696 | 0.0000542 | 1.0 |  |



Figure 3.9: Comparison of numerical solution obtain by B-spline $(M=2)$ with exact solution for Example 3.3.3.


Figure 3.10: Comparison of numerical solution obtain by B-spline $(M=4)$ with exact solution for Example 3.3.3.


Figure 3.11: Comparison of numerical solution obtain by B-spline ( $M=2$ ) with VIM solution for Example 3.3.3.


Figure 3.12: Comparison of numerical solution obtain by B-spline $(M=4)$ with VIM solution for Example 3.3.3.


Figure 3.13: Comparison of numerical solution obtain by B-spline ( $M=2$ ) with exact solution for Example 3.3.4.

### 3.4 Application of B-spline wavelet method for solving system of linear Fredholm integral equations of second kind

In this section, we consider the system of linear Fredholm integral equations of second kind of the following form

$$
\begin{equation*}
\sum_{j=1}^{n} g_{i, j} y_{j}(x)=f_{i}(x)+\sum_{j=1}^{n} \int_{0}^{1} K_{i, j}(x, t) y_{j}(t) d t, \quad i=1,2, \ldots, n, \tag{3.23}
\end{equation*}
$$

Table 3.10: Comparison of numerical results of Example 3.3.3 by BWM and VIM

| $x$ | Exact | BWM <br> solution |  | Error <br> in BWM |  | VIM <br> solution | Error <br> in VIM |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $M=2$ | $M=4$ | $M=2$ | $M=4$ |  |  |
| 0.0 | 0 | -0.00247969 | -0.00003766 | 0.0024796 | 0.0000376 | 0 | 0 |
| 0.1 | -0.389418 | -0.391555 | -0.389409 | 0.0021369 | $9.45907 \mathrm{E}-6$ | -0.389418 | $3.53614 \mathrm{E}-8$ |
| 0.2 | -0.717356 | -0.711074 | -0.716931 | 0.0062817 | 0.0004255 | -0.717356 | $2.82891 \mathrm{E}-7$ |
| 0.3 | -0.932039 | -0.922784 | -0.9315 | 0.0092549 | 0.0005389 | -0.93204 | $9.54757 \mathrm{E}-7$ |
| 0.4 | -0.999574 | -1.00002 | -0.999602 | 0.0004443 | 0.0000283 | -0.999576 | $2.26313 \mathrm{E}-6$ |
| 0.5 | -0.909297 | -0.927696 | -0.910438 | 0.0183982 | 0.0011404 | -0.909302 | $4.42017 \mathrm{E}-6$ |
| 0.6 | -0.675463 | -0.673206 | -0.675445 | 0.0022571 | 0.0000183 | -0.675471 | $7.63806 \mathrm{E}-6$ |
| 0.7 | -0.334988 | -0.328869 | -0.334689 | 0.0061188 | 0.0002991 | -0.335 | 0.0000121 |
| 0.8 | 0.0583741 | 0.0599757 | 0.0585377 | 0.0016015 | 0.0001635 | 0.058356 | 0.0000181 |
| 0.9 | 0.44252 | 0.4454819 | 0.44283 | 0.0028986 | 0.0003096 | 0.442495 | 0.0000257 |
| 1.0 | 0.756809 | 0.77698 | 0.758118 | 0.0201778 | 0.0013154 | 0.756767 | 0.0000353 |



Figure 3.14: Comparison of numerical solution obtain by B-spline ( $M=4$ ) with exact solution for Example 3.3.4.


Figure 3.15: Comparison of numerical solution obtain by B-spline $(M=2)$ with VIM solution for Example 3.3.4


Figure 3.16: Comparison of numerical solution obtain by B-spline $(M=4)$ with VIM solution for Example 3.3.4
where $f_{i}(x)$ and $K_{i, j}(x, t)$ are known functions and $y_{j}(x)$ are the unknown functions for $i, j=1,2, \ldots, n, \quad n \in \mathbb{N}$.

Now from eq. (2.13) of Chapter 2, we can approximate te following functions as

$$
\begin{gather*}
y_{j}(x)=A_{j}^{T} \Psi(x),  \tag{3.24}\\
f_{i}(x)=B_{i}^{T} \Psi(x),  \tag{3.25}\\
K_{i, j}(x, t)=\Psi^{T}(t) \Theta_{i, j} \Psi(x) . \tag{3.26}
\end{gather*}
$$

where $A_{j}$ and $B_{j}$ are $\left(2^{M+1}+1\right) \times 1$ column vectors similar to $C$ defined in eq. (2.14) of Chapter 2 and

$$
\Theta_{i, j}=\int_{0}^{1}\left[\int_{0}^{1} K_{i, j}(x, t) \tilde{\Psi}(t) d t\right] \tilde{\Psi}^{T}(x) d x
$$

We can calculate $B_{i}^{T}$ as

$$
B_{i}^{T}=\int_{0}^{1} f_{i}(x) \tilde{\Psi}^{T}(x) d x
$$

From eqs. (3.24)-(3.26), we get

$$
\begin{align*}
\int_{0}^{1} K_{i, j}(x, t) y_{j}(t) d t & =\int_{0}^{1} A_{j}^{T} \Psi(t) \Psi^{T}(t) \Theta_{i, j} \Psi(x) d t \\
& =A_{j}^{T}\left[\int_{0}^{1} \Psi(t) \Psi^{T}(t) d t\right] \Theta_{i, j} \Psi(x) \\
& =A_{j}^{T} P \Theta_{i, j} \Psi(x), \tag{3.27}
\end{align*}
$$

where $P$ is a $\left(2^{M+1}+1\right) \times\left(2^{M+1}+1\right)$ square matrix given by

$$
P=\int_{0}^{1} \Psi(t) \Psi^{T}(t) d t=\left[\begin{array}{ll}
P_{1} & \\
& P_{2}
\end{array}\right] .
$$

Applying eqs. 3.24-3.27 in eq. 3.23, we get

$$
\begin{equation*}
\sum_{j=1}^{n} g_{i, j} A_{j}^{T} \Psi(x)=B_{i}^{T} \Psi(x)+\sum_{j=1}^{n} A_{j}^{T} P \Theta_{i, j} \Psi(x), \quad i=1,2, \ldots, n \tag{3.28}
\end{equation*}
$$

We can utilize the eq. (3.28) with the collocation points $x_{s}=\frac{s-1}{2^{M+1}}, \quad s=1,2, \ldots, 2^{M+1}+1$. Equation (3.28) reduces to a system of $n\left(2^{M+1}+1\right)$ linear equations with same number of unknowns, which can be easily solved by Newton's method and thus we can obtain the solutions $y_{j}(x)=A_{j}^{T} \Psi(x), j=1,2, \ldots, n$.

### 3.4.1 Algorithm

## Input:

Read $M, l, m, n, j_{0}, a, b$ (where the symbols have their usual meanings).

The cardinal B-spline functions of order $m \geq 2$ are

$$
B_{1, j, X}(x)= \begin{cases}1 & , x=\left[x_{j}, x_{j+1}\right) \\ 0 & , \text { otherwise }\end{cases}
$$

$$
\begin{aligned}
B_{m, j, X}(x)= & \frac{x-x_{j}}{x_{j+m-1}-x_{j}} B_{m-1, j, X}(x)+\frac{x_{j+m}-x}{x_{j+m}-x_{j+1}} B_{m-1, j+1, X}(x), \\
& j=-m+1, \ldots, n-1
\end{aligned}
$$

Knot sequence $X^{(j)}=\left\{\begin{array}{l}x_{-m+1}^{(j)}=\ldots=x_{0}^{(j)}=0, \\ x_{k}^{(j)}=\frac{k}{2^{j}}, \\ x_{n}^{(j)}=\ldots=x_{n+m-1}^{(j)}=1 .\end{array} \quad k=1, \ldots, n-1, \quad\right.$ and Supp $B_{m, j, X}(x)=\left[x_{j}, x_{j+m}\right] \cap[a, b]$.

## Initial step:

Construct scaling functions

$$
\varphi_{m, j, i}(x)= \begin{cases}B_{m, j_{0}, i}\left(2^{j-j_{0}} x\right), & i=-m+1, \ldots,-1 \\ B_{m, j_{0}, 2^{j}-m-i}\left(1-2^{j-j_{0}} x\right), & i=2^{j}-m+1, \ldots, 2^{j}-1 \\ B_{m, j_{0}, 0}\left(2^{j-j_{0}} x-2^{j_{0}} i\right), & i=0, \ldots, 2^{j}-m\end{cases}
$$

and wavelet functions

$$
\begin{gathered}
\psi_{m, j, i-m}=\sum_{k=i}^{2 i+2 m-2} q_{i, k} B_{m, j, k-m}, i=1, \ldots, m-1, \\
\psi_{m, j, i-m}=\sum_{k=2 i-m}^{2 i+2 m-2} q_{i, k} B_{m, j, k-m}, i=m, \ldots, n-m+1, \\
\psi_{m, j, i-m}=\sum_{k=2 i-m}^{n+i+m-1} q_{i, k} B_{m, j, k-m}, i=n-m+2, \ldots, n .
\end{gathered}
$$

## Step 1:

## Create

$$
\Psi=\left[\varphi_{2,-1}, \varphi_{2,0}, \ldots, \varphi_{2,3}, \psi_{2,-1}, \ldots, \psi_{2,2}, \psi_{3,-1}, \ldots, \psi_{3,6}, \ldots, \psi_{M,-1}, \ldots, \psi_{M, 2^{M}-2}\right]^{T}
$$

and

$$
A_{j}=\left[c_{-1}, c_{0}, \ldots, c_{3}, d_{2,-1}, \ldots, d_{2,2}, d_{3,-1}, \ldots, d_{3,6}, \ldots, d_{M,-1}, \ldots, d_{M, 2^{M}-2}\right]^{T}
$$

Next, compute $P=\int_{0}^{1} \Psi(t) \Psi^{T}(t) d t, \tilde{\Psi}=P^{-1} \Psi, B_{i}=\int_{0}^{1} f_{i}(x) \tilde{\Psi}^{T}(x) d x$, and $\Theta_{i, j}=\int_{0}^{1}\left[\int_{0}^{1} K_{i, j}(x, t) \tilde{\Psi}(t) d t\right] \tilde{\Psi}^{T}(x) d x$.
Step 2:
Substitute $y_{j}(x)=A_{j}^{T} \Psi(x), f_{i}(x)=B_{i}^{T} \Psi(x)$ and $K_{i, j}(x, t)=\Psi^{T}(t) \Theta_{i, j} \Psi(x)$ in eq. (3.23).

Table 3.11: Approximate solutions obtained by B-spline wavelet method and adaptive method based on trapezoidal rule along with exact solutions for Example 3.4.1

| $x$ | B-spline wavelet method |  |  |  | Adaptive method | Exact |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $M=2$ |  | $M=4$ |  |  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{2}(x)$ |  |  |  |
| 0.0 | $2.21 \mathrm{E}-6$ | -0.0026 | $8.659 \mathrm{E}-9$ | -0.000163 | -0.005342 | 0 | 0 | 0 |
| 0.1 | 0.100002 | 0.00989 | 0.1 | 0.009993 | 0.949896 | 0.009829 | 0.1 | 0.01 |
| 0.2 | 0.200002 | 0.041146 | 0.2 | 0.0400716 | 0.195322 | 0.039627 | 0.2 | 0.04 |
| 0.3 | 0.300002 | 0.091145 | 0.3 | 0.090016 | 0.295654 | 0.0893931 | 0.3 | 0.09 |
| 0.4 | 0.400002 | 0.159896 | 0.4 | 0.159993 | 0.395986 | 0.159127 | 0.4 | 0.16 |
| 0.5 | 0.500002 | 0.247396 | 0.5 | 0.249837 | 0.496318 | 0.24883 | 0.5 | 0.25 |
| 0.6 | 0.600001 | 0.359896 | 0.6 | 0.359993 | 0.59665 | 0.358501 | 0.6 | 0.36 |
| 0.7 | 0.700001 | 0.491146 | 0.7 | 0.490072 | 0.696982 | 0.488141 | 0.7 | 0.49 |
| 0.8 | 0.800001 | 0.641146 | 0.8 | 0.640072 | 0.797314 | 0.637749 | 0.8 | 0.64 |
| 0.9 | 0.900001 | 0.809896 | 0.9 | 0.809993 | 0.897646 | 0.807325 | 0.9 | 0.81 |
| 1.0 | 1 | 0.997396 | 1 | 0.999837 | 0.997978 | 0.99687 | 1 | 1 |

Then compute

$$
\begin{equation*}
\sum_{0}^{l} g_{i, j} A_{j}^{T} \Psi\left(x_{s}\right)=B_{i}^{T} \Psi\left(x_{s}\right)+\sum_{j=1}^{l} A_{j}^{T} P \Theta_{i, j} \Psi\left(x_{s}\right), \quad i=1,2, \ldots, l \tag{3.29}
\end{equation*}
$$

using $x_{s}=\frac{s-1}{2^{M+1}}, s=1,2, \ldots, 2^{M+1}+1$.
Eq. (3.29) leads to a system of $l\left(2^{M+1}+1\right)$ linear equations with $l\left(2^{M+1}+1\right)$ unknowns in $A_{j}^{T}$.

## Step 3:

Solve eq. (3.29) by any numerical methods to get the solution for unknowns in $A_{j}^{T}$.
Output:
Solution for unknowns $A_{j}^{T}$.
Finally, compute $y_{j}(x)=A_{j}^{T} \Psi(x)$.

## Stop

### 3.4.2 Illustrative examples

Example 3.4.1. Consider the following system of Fredholm integral equations [32]

$$
\begin{aligned}
& y_{1}(x)=\frac{11}{6} x+\frac{11}{15}-\int_{0}^{1}(x+t) y_{1}(t) d t-\int_{0}^{1}\left(x+2 t^{2}\right) y_{2}(t) d t \\
& y_{2}(x)=\frac{5}{4} x^{2}+\frac{1}{4} x-\int_{0}^{1} x t^{2} y_{1}(t) d t-\int_{0}^{1} x^{2}(t) y_{2}(t) d t
\end{aligned}
$$

with the exact solution $y_{1}(x)=x$ and $y_{2}(x)=x^{2}$. The comparison between the approximate solutions obtained by $B$-spline wavelet method for $M=2$ and $M=4$ and adaptive method based on Trapezoidal rule [38] along with their exact solutions have been shown in Table 3.11. Table 3.12 cites the absolute errors obtained by these two methods.

Example 3.4.2. Consider the following system of Fredholm integral equations [39]

Table 3.12: Absolute errors obtained by B-spline wavelet method and adaptive method based on trapezoidal rule for Example 3.4.1

| $x$ | B-spline wavelet method |  |  |  | Adaptive method |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $M=2$ |  | $M=4$ |  |  |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0.0 | $2.2167 \mathrm{E}-6$ | 0.00260417 | 8.65897E-9 | 0.00016276 | 0.00534236 | 0 |
| 0.1 | $2.07979 \mathrm{E}-6$ | 0.000104205 | 8.12417E-9 | 6.51057E-6 | 0.00501037 | 0.000170677 |
| 0.2 | $1.94288 \mathrm{E}-6$ | 0.00114576 | 7.58937E-9 | 7.16143E-5 | 0.00467838 | 0.000372991 |
| 0.3 | $1.80597 \mathrm{E}-6$ | 0.00114572 | 7.05456E-9 | 7.16142E-5 | 0.00434638 | 0.000606941 |
| 0.4 | $1.66906 \mathrm{E}-6$ | 0.000104308 | 6.51976E-9 | 6.51097E-6 | 0.00401439 | 0.000872527 |
| 0.5 | $1.53215 \mathrm{E}-6$ | 0.00260434 | 5.98496E-9 | $1.62761 \mathrm{E}-4$ | 0.0036824 | 0.00116975 |
| 0.6 | $1.39524 \mathrm{E}-6$ | 0.000104367 | 5.45016E-9 | $6.5112 \mathrm{E}-6$ | 0.0033504 | 0.00149861 |
| 0.7 | $1.25833 \mathrm{E}-6$ | 0.00114561 | $4.91536 \mathrm{E}-9$ | 7.16137E-5 | 0.00301841 | 0.0018591 |
| 0.8 | $1.12142 \mathrm{E}-6$ | 0.00114558 | $4.38055 \mathrm{E}-9$ | 7.16136E-5 | 0.00268642 | 0.00225123 |
| 0.9 | $9.84513 \mathrm{E}-7$ | 0.000104438 | 3.84575E-9 | 6.51148E-6 | 0.00235442 | 0.002675 |
| 1.0 | $8.47603 \mathrm{E}-7$ | 0.00260446 | 3.31095E-9 | $1.62762 \mathrm{E}-4$ | 0.00202243 | 0.00313041 |

Table 3.13: Approximate solutions obtained by B-spline wavelet method and adaptive method based on trapezoidal rule along with exact solutions for Example 3.4.2

| $x$ | B-spline wavelet method |  |  |  | Adaptive method |  | Exact |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $M=2$ |  | $M=4$ |  |  |  |  |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0.0 | 1 | 0.997396 | 1 | 0.999837 | 1.00378 | 1 | 1 | 1 |
| 0.1 | 1.1 | 1.0099 | 1.1 | 1.00999 | 1.10423 | 1.01114 | 1.1 | 1.01 |
| 0.2 | 1.2 | 1.04115 | 1.2 | 1.04007 | 1.20467 | 1.04227 | 1.2 | 1.04 |
| 0.3 | 1.3 | 1.09115 | 1.3 | 1.09007 | 1.30512 | 1.09341 | 1.3 | 1.09 |
| 0.4 | 1.4 | 1.1599 | 1.4 | 1.15999 | 1.40556 | 1.16454 | 1.4 | 1.16 |
| 0.5 | 1.5 | 1.2474 | 1.5 | 1.24984 | 1.50601 | 1.25268 | 1.5 | 1.25 |
| 0.6 | 1.6 | 1.3599 | 1.6 | 1.35999 | 1.60646 | 1.36681 | 1.6 | 1.36 |
| 0.7 | 1.7 | 1.49115 | 1.7 | 1.49007 | 1.7069 | 1.49795 | 1.7 | 1.49 |
| 0.8 | 1.8 | 1.64115 | 1.8 | 1.64007 | 1.80735 | 1.64908 | 1.8 | 1.64 |
| 0.9 | 1.9 | 1.8099 | 1.9 | 1.80999 | 1.90779 | 1.82022 | 1.9 | 1.81 |
| 1.0 | 2 | 1.9974 | 2 | 1.99984 | 2.00824 | 2.01135 | 2 | 2 |

$$
\begin{aligned}
& y_{1}(x)=\frac{1}{8} x+\frac{17}{36}+\int_{0}^{1} \frac{x+t}{3}\left(y_{1}(t)+y_{2}(t)\right) d t \\
& y_{2}(x)=x^{2}-\frac{19}{12} x+1+\int_{0}^{1} x t\left(y_{1}(t)+y_{2}(t)\right) d t
\end{aligned}
$$

with the exact solution $y_{1}(x)=x+1$ and $y_{2}(x)=x^{2}+1$. The comparison between the approximate solutions obtained by B-spline wavelet method for $M=2$ and $M=4$ and adaptive method based on Trapezoidal rule [38] along with their exact solutions have been shown in Table 3.13. Table 3.14 cites the absolute errors obtained by these two methods.

Example 3.4.3. Consider the following system of Fredholm integral equations [33]

$$
\begin{aligned}
& y_{1}(x)=f_{1}(x)+\int_{0}^{1}(x-t)^{3} y_{1}(t) d t+\int_{0}^{1}(x-t)^{2} y_{2}(t) d t \\
& y_{2}(x)=f_{2}(x)+\int_{0}^{1}(x-t)^{4} y_{1}(t) d t+\int_{0}^{1}(x-t)^{3} y_{2}(t) d t
\end{aligned}
$$

where $f_{1}(x)=\frac{3}{20}-\frac{11}{30} x-\frac{5}{3} x^{2}+\frac{1}{3} x^{3}$ and $f_{2}(x)=-\frac{1}{30}+\frac{41}{60} x+\frac{3}{20} x^{2}+\frac{23}{12} x^{3}-\frac{1}{3} x^{4}$, with the exact solution $y_{1}(x)=x^{2}$ and $y_{2}(x)=x^{3}+x^{2}-x$. The comparison between the approximate solutions obtained by $B$-spline wavelet method for $M=2$ and $M=4$ and adaptive method based on Trapezoidal rule [38] along with their exact solutions have been shown in Table

Table 3.14: Absolute errors obtained by B-spline wavelet method and adaptive method based on trapezoidal rule for Example 3.4.2

| $x$ | B-spline wavelet method |  |  |  | Adaptive method |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $M=2$ |  | $M=4$ |  |  |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0.0 | 0 | 0.00260417 | $1.11022 \mathrm{E}-16$ | 0.00016276 | 0.00378448 | 0 |
| 0.1 | $2.22045 \mathrm{E}-16$ | 0.000104167 | $4.44089 \mathrm{E}-16$ | 6.51042E-6 | 0.0042296 | 0.00113534 |
| 0.2 | 0 | 0.00114583 | $2.22045 \mathrm{E}-16$ | 0.0000716146 | 0.00467471 | 0.00227069 |
| 0.3 | $2.22045 \mathrm{E}-16$ | 0.00114583 | $2.22045 \mathrm{E}-16$ | 0.0000716146 | 0.00511983 | 0.00340603 |
| 0.4 | $2.22045 \mathrm{E}-16$ | 0.000104167 | $4.44089 \mathrm{E}-16$ | 6.51042E-6 | 0.00556494 | 0.00454138 |
| 0.5 | $4.44089 \mathrm{E}-16$ | 0.00260417 | $1.33227 \mathrm{E}-16$ | 0.00016276 | 0.00601006 | 0.00567672 |
| 0.6 | $2.22045 \mathrm{E}-16$ | 0.000104167 | $6.66134 \mathrm{E}-16$ | 6.51042E-6 | 0.00645517 | 0.00681207 |
| 0.7 | $6.66134 \mathrm{E}-16$ | 0.00114583 | $4.44089 \mathrm{E}-16$ | 0.0000716146 | 0.00690029 | 0.00794741 |
| 0.8 | $4.44089 \mathrm{E}-16$ | 0.00114583 | $4.44089 \mathrm{E}-16$ | 0.0000716146 | 0.0073454 | 0.00908276 |
| 0.9 | $4.44089 \mathrm{E}-16$ | 0.000104167 | $6.66134 \mathrm{E}-16$ | 6.51042E-6 | 0.00779052 | 0.0102181 |
| 1.0 | $6.66134 \mathrm{E}-16$ | 0.00260417 | $8.88178 \mathrm{E}-16$ | 0.00016276 | 0.00823563 | 0.0113534 |

Table 3.15: Approximate solutions obtained by B-spline wavelet method and adaptive method based on trapezoidal rule along with exact solutions for Example 3.4.3

| $x$ | B-spline wavelet method |  |  |  | Adaptive method |  | Exact |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $M=2$ |  | $M=4$ |  |  |  |  |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0.0 | -0.0026053 | -0.002826 | -0.000162 | -0.000166 | 0.00067981 | -0.000737 | 0 | 0 |
| 0.1 | 0.00989405 | -0.0893165 | 0.00999348 | -0.0890055 | 0.0108859 | -0.0898863 | 0.01 | -0.089 |
| 0.2 | 0.0411436 | -0.150243 | 0.0400716 | -0.151884 | 0.0410077 | -0.152895 | 0.04 | -0.152 |
| 0.3 | 0.0911431 | -0.180735 | 0.0900716 | -0.182865 | 0.0910608 | -0.1838 | 0.09 | -0.183 |
| 0.4 | 0.159893 | -0.176037 | 0.159993 | -0.176017 | 0.161061 | -0.176636 | 0.16 | -0.176 |
| 0.5 | 0.247392 | -0.13151 | 0.249837 | -0.125407 | 0.251023 | -0.125427 | 0.25 | -0.125 |
| 0.6 | 0.359892 | -0.024483 | 0.359993 | -0.0240153 | 0.360964 | -0.0241933 | 0.36 | -0.024 |
| 0.7 | 0.491142 | 0.136465 | 0.490072 | 0.133223 | 0.490898 | 0.133052 | 0.49 | 0.133 |
| 0.8 | 0.641141 | 0.355972 | 0.640072 | 0.352242 | 0.640842 | 0.352301 | 0.64 | 0.352 |
| 0.9 | 0.809891 | 0.638794 | 0.809993 | 0.638973 | 0.81081 | 0.639553 | 0.81 | 0.639 |
| 1.0 | 0.997391 | 0.989802 | 0.999837 | 0.999352 | 1.00082 | 1.00081 | 1 | 1 |

3.15. Table 3.16 cites the absolute errors obtained by these two methods. From the Table 3.16, it can be observed that the absolute errors obtained by the present method are very much better than that obtained by the adaptive method based on Trapezoidal rule.

Example 3.4.4. Consider the following system of Fredholm integral equations

$$
\begin{aligned}
& y_{1}(x)=x+\int_{0}^{1}|x-t|\left(y_{1}(t)+y_{2}(t)\right) d t \\
& y_{2}(x)=1+x+\int_{0}^{1}|x t|\left(y_{1}(t)+y_{2}(t)\right) d t .
\end{aligned}
$$

The exact solutions of this above system are not known. The approximate solutions obtained by $B$-spline wavelet method for $M=2$ and $M=4$ and adaptive method based on Trapezoidal rule have been shown in Table 3.17. The Table 3.17 confirms that there is a good agreement of results between these two methods. Therefore, it justifies the ability, efficiency and applicability of the present method.

Table 3.16: Absolute errors obtained by B-spline wavelet method and adaptive method based on trapezoidal rule for Example 3.4.3

| $x$ | B-spline wavelet method |  |  |  | Adaptive method |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $M=2$ |  | $M=4$ |  |  |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0.0 | 0.0.00260537 | 0.00282627 | 0.000162765 | 0.000166271 | 0.000679809 | 0.000737271 |
| 0.1 | 0.000105947 | 0.000316487 | $6.5174 \mathrm{E}-6$ | $5.47084 \mathrm{E}-6$ | 0.000885855 | 0.000886258 |
| 0.2 | 0.00114356 | 0.00175687 | 0.0000716057 | 0.000116058 | 0.00100765 | 0.000894502 |
| 0.3 | 0.00114313 | 0.00226496 | 0.000071604 | 0.000134611 | 0.00106078 | 0.000800344 |
| 0.4 | 0.000107237 | 0.0000370402 | $6.52242 \mathrm{E}-6$ | 0.0000172473 | 0.00106081 | 0.000635888 |
| 0.5 | 0.00260757 | 0.00650994 | 0.000162774 | 0.000406899 | 0.00102334 | 0.000427009 |
| 0.6 | 0.000107887 | 0.000483014 | $6.52497 \mathrm{E}-6$ | 0.0000153021 | 0.000963947 | 0.000193349 |
| 0.7 | 0.00114179 | 0.00346452 | 0.0000715988 | 0.000223463 | 0.000898205 | 0.0000516832 |
| 0.8 | 0.00114144 | 0.00397184 | 0.0000715974 | 0.000242013 | 0.000841698 | 0.000300911 |
| 0.9 | 0.000108955 | 0.000205924 | $6.52915 \mathrm{E}-6$ | 0.0000270877 | 0.000810006 | 0.000553389 |
| 1.0 | 0.0026094 | 0.0101976 | 0.000162781 | 0.000647543 | 0.000818712 | 0.000814406 |

Table 3.17: Approximate solutions obtained by B-spline wavelet method and adaptive method based on Trapezoidal rule for Example 3.4.4

| $x$ | B-spline wavelet method |  |  | Adaptive method |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $M=2$ |  | $M=4$ |  | $y_{1}(x)$ |  |
|  |  |  |  |  |  |  |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}$ |  |
| 0.0 | 2.9777 | 1 | 2.98742 | 1 | 3.01611 | 1 |
| 0.1 | 2.59914 | 1.39881 | 2.59958 | 1.39881 | 2.62408 | 1.40161 |
| 0.2 | 2.29586 | 1.79761 | 2.29154 | 1.79761 | 2.31256 | 1.80322 |
| 0.3 | 2.06973 | 2.19642 | 2.06511 | 2.19642 | 2.08337 | 2.20483 |
| 0.4 | 1.92343 | 2.59522 | 1.9237 | 2.59523 | 1.93993 | 2.60644 |
| 0.5 | 1.86051 | 2.99403 | 1.87239 | 2.99403 | 1.88743 | 3.00805 |
| 0.6 | 1.91925 | 3.39283 | 1.92011 | 3.39284 | 1.93283 | 3.40966 |
| 0.7 | 2.08006 | 3.79164 | 2.07396 | 3.79165 | 2.08508 | 3.81127 |
| 0.8 | 2.35206 | 4.19045 | 2.3449 | 4.19045 | 2.35526 | 4.21288 |
| 0.9 | 2.74599 | 4.58925 | 2.74619 | 4.58926 | 2.75681 | 4.6145 |
| 1.0 | 3.27421 | 4.98806 | 3.29368 | 4.98807 | 3.30578 | 5.01611 |

### 3.5 Application of B-spline wavelet method for solving system of nonlinear Fredholm integral equations of second kind

In this section, we consider the system of nonlinear Fredholm integral equations of second kind of the following form

$$
\begin{equation*}
\sum_{j=1}^{n} g_{i, j} y_{j}(x)=f_{i}(x)+\sum_{j=1}^{n} \int_{0}^{1} K_{i, j}(x, t) F_{i, j}\left(t, y_{j}(t)\right) d t, \quad i=1,2, \ldots, n \tag{3.30}
\end{equation*}
$$

where $f_{i}(x)$ and $K_{i, j}(x, t)$ are known functions and $y_{j}(x)$ are the unknown functions for $i, j=1,2, \ldots n$.

For solving eq. (3.30), first we assume

$$
\begin{equation*}
F_{i, j}\left(x, y_{j}(x)\right)=u_{i, j}(x), \quad 0 \leq x \leq 1 . \tag{3.31}
\end{equation*}
$$

Now from eq. (2.13) of Chapter 2, we can approximate the functions $u_{i, j}(x)$ and $y_{j}(x)$ as

$$
\begin{align*}
u_{i, j}(x) & =A_{i, j}^{T} \Psi(x),  \tag{3.32}\\
y_{j}(x) & =B_{j}^{T} \Psi(x), \tag{3.33}
\end{align*}
$$

where $A_{i, j}$ and $B_{j}$ are $\left(2^{M+1} \times 1\right)$ column vectors similar to $C$ defined in eq. (2.14) of Chapter 2.
Again by using dual of the wavelet functions, we can approximate the functions $f_{j}(x)$ and $K_{i, j}(x, t)$ as follows

$$
\begin{gather*}
f_{i}(x)=C_{i}^{T} \tilde{\Psi}(x),  \tag{3.34}\\
K_{i, j}(x, t)=\tilde{\Psi}^{T}(t) \Theta_{i, j} \tilde{\Psi}(x), \tag{3.35}
\end{gather*}
$$

where

$$
\Theta_{i, j}=\int_{0}^{1}\left[\int_{0}^{1} K_{i, j}(x, t) \Psi(t) d t\right] \Psi^{T}(x) d x
$$

We can calculate $C_{i}^{T}$ as

$$
C_{i}^{T}=\int_{0}^{1} f_{i}(x) \Psi^{T}(x) d x
$$

From the eqs. (3.31)-(3.35), we get

$$
\begin{align*}
\int_{0}^{1} K_{i, j}(x, t) F_{i, j}\left(t, y_{j}(t)\right) d t= & \int_{0}^{1} A_{i, j}^{T} \Psi(t) \tilde{\Psi}^{T}(t) \Theta_{i, j} \tilde{\Psi}(x) d t \\
= & A_{i, j}^{T}\left[\int_{0}^{1} \Psi(t) \tilde{\Psi}^{T}(t) d t\right] \Theta_{i, j} \tilde{\Psi}(x) \\
= & A_{i, j}^{T} \Theta_{i, j} \tilde{\Psi}(x),  \tag{3.36}\\
& \quad \text { since } \int_{0}^{1} \Psi(t) \tilde{\Psi}^{T}(t) d t=I .
\end{align*}
$$

Applying eq. (3.31)-(3.36) in eq. (3.30), we get

$$
\begin{equation*}
\sum_{j=1}^{n} g_{i, j} B_{j}^{T} \Psi(x)=C_{i}^{T} \tilde{\Psi}(x)+\sum_{j=1}^{n} A_{i, j}^{T} \Theta_{i, j} \tilde{\Psi}(x) \tag{3.37}
\end{equation*}
$$

Multiplying eq. (3.37) by $\Psi^{T}(x)$ both sides from the right and integrating with respect to $x$ from 0 to 1 , we have

$$
\begin{equation*}
\sum_{j=1}^{n} g_{i, j} B_{j}^{T} P=C_{i}^{T}+\sum_{j=1}^{n} A_{i, j}^{T} \Theta_{i, j}, \quad i=1,2, \ldots, n \tag{3.38}
\end{equation*}
$$

where $P$ is a $\left(2^{M+1}+1\right) \times\left(2^{M+1}+1\right)$ square matrix given by

$$
P=\int_{0}^{1} \Psi(x) \Psi^{T}(x) d x=\left[\begin{array}{ll}
P_{1} & \\
& P_{2}
\end{array}\right]
$$

and

$$
\int_{0}^{1} \tilde{\Psi}(x) \Psi^{T}(x) d x=I
$$

Eq. (3.38) gives a system of $n\left(2^{M+1}+1\right)$ algebraic equations with $\left(n^{2}+n\right)\left(2^{M+1}+1\right)$ unknowns in $A_{i, j}$ and $B_{j}$ for $i, j=1,2, \ldots, n$, given in eq. (3.32) and eq. (3.33).

To find the solutions $y_{j}(x)$ in eq. (3.33), we first utilize the following equations

$$
\begin{equation*}
F_{i, j}\left(x, B_{j}^{T} \Psi(x)\right)=A_{i, j}^{T} \Psi(x), \tag{3.39}
\end{equation*}
$$

with collocation points $x_{s}=\frac{s-1}{2^{M+1}}, s=1,2, \ldots, 2^{M+1}+1$.
Eq. (3.39) gives a system of $n^{2}\left(2^{M+1}+1\right)$ algebraic equations with $\left(n^{2}+n\right)\left(2^{M+1}+1\right)$ unknowns in $A_{i, j}$ and $B_{j}$ for $i, j=1,2, \ldots, n$.

Combining eq. (3.38) and eq. (3.39), we have a total of $\left(n^{2}+n\right)\left(2^{M+1}+1\right)$ algebraic equations with $\left(n^{2}+n\right)\left(2^{M+1}+1\right)$ unknowns in $A_{i, j}$ and $B_{j}$ for $i, j=1,2, \ldots, n$. Solving those equations for the unknown coefficients in the vectors $A_{i, j}$ and $B_{j}$ for $i, j=1,2, \ldots, n$, we can obtain the solutions $y_{j}(x)=B_{j}^{T} \Psi(x), j=1,2, \ldots n$.

Table 3.18: Approximate solutions obtained by B-spline wavelet method with exact solutions for Example 3.5.1

| $x$ | B-spline wavelet method |  |  |  | Exact |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $M=2$ |  | $M=4$ |  |  |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0 | 0 | -0.00260699 | 0 | -0.00016277 | 0 | 0 |
| 0.1 | 0.100542 | 0.00990657 | 0.100034 | 0.00999415 | 0.1 | 0.01 |
| 0.2 | 0.201084 | 0.0411905 | 0.200068 | 0.0400743 | 0.2 | 0.04 |
| 0.3 | 0.301625 | 0.0912447 | 0.300102 | 0.0900776 | 0.3 | 0.09 |
| 0.4 | 0.402167 | 0.160069 | 0.400136 | 0.160004 | 0.4 | 0.16 |
| 0.5 | 0.502709 | 0.247664 | 0.500169 | 0.249854 | 0.5 | 0.25 |
| 0.6 | 0.603251 | 0.360286 | 0.600203 | 0.360017 | 0.6 | 0.36 |
| 0.7 | 0.703792 | 0.491679 | 0.700237 | 0.490104 | 0.7 | 0.49 |
| 0.8 | 0.804334 | 0.641841 | 0.800271 | 0.640114 | 0.8 | 0.64 |
| 0.9 | 0.904876 | 0.810774 | 0.900305 | 0.810047 | 0.9 | 0.81 |
| 1 | 1.00542 | 0.998478 | 1.00034 | 0.999903 | 1 | 1 |

### 3.5.1 Illustrative examples

Example 3.5.1. Consider the following system of Fredholm integral equations [25]

$$
\begin{aligned}
& y_{1}(x)=\frac{23}{35} x+\int_{0}^{1} x t^{2}\left(y_{1}^{2}(t)+y_{2}^{2}(t)\right) d t \\
& y_{2}(x)=\frac{11}{12} x+\int_{0}^{1} x^{2} t\left(y_{1}^{2}(t)-y_{2}^{2}(t)\right) d t
\end{aligned}
$$

with the exact solutions $y_{1}(x)=x$ and $y_{2}(x)=x^{2}$. The approximate solutions obtained by $B$-spline wavelet method for $M=2$ and $M=4$ with their exact solutions have been shown in Table 3.18 and Table 3.19 cites the absolute errors obtained by B-spline wavelet method.

Example 3.5.2. Consider the following system of Fredholm integral equations [25]

$$
\begin{gathered}
y_{1}(x)=1-\frac{17}{20} x-\frac{7}{6} x^{2}+\int_{0}^{1} x t^{2} y_{1}^{3}(t) d t+\int_{0}^{1} x^{2} t y_{2}^{2}(t) d t \\
y_{2}(x)=1-\frac{17}{12} x+x^{2}-\frac{31}{10} x^{3}+\int_{0}^{1} x t y_{1}^{2}(t) d t+\int_{0}^{1} x^{3} t y_{2}^{4}(t) d t
\end{gathered}
$$

with the exact solutions $y_{1}(x)=x+1$ and $y_{2}(x)=x^{2}+1$. The approximate solutions obtained by $B$-spline wavelet method for $M=2$ and $M=4$ with their exact solutions have been shown in Table 3.20 and Table 3.21 cites the absolute errors obtained by B-spline wavelet method.

Example 3.5.3. Consider the following system of Fredholm integral equations [25]

$$
\begin{gathered}
y_{1}(x)=-1+\sec x-\tan 1+\int_{0}^{1}\left(y_{1}^{2}(t)+y_{1}(t) y_{2}(t)\right) d t \\
y_{2}(x)=1+\cos x-\tan 1+\int_{0}^{1}\left(y_{1}^{2}(t)-y_{1}(t) y_{2}(t)\right) d t
\end{gathered}
$$

Table 3.19: Absolute errors obtained by B-spline wavelet method for Example 3.5.1

| $x$ | B-spline wavelet method |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | $M=2$ |  |  | $M=4$ |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |  |
| 0 | 0 | 0.00260699 | 0 | 0.000162771 |  |
| 0.1 | 0.000541752 | 0.0000934339 | 0.0000338869 | $5.84982 \mathrm{E}-6$ |  |
| 0.2 | 0.0010835 | 0.00119046 | 0.0000677737 | 0.0000742656 |  |
| 0.3 | 0.00162526 | 0.00124469 | 0.000101661 | 0.0000775734 |  |
| 0.4 | 0.00216701 | 0.0000692524 | 0.000135547 | $4.07416 \mathrm{E}-6$ |  |
| 0.5 | 0.00270876 | 0.00233585 | 0.000169434 | 0.000146232 |  |
| 0.6 | 0.00325051 | 0.000286167 | 0.000203321 | 0.0000173054 |  |
| 0.7 | 0.00379226 | 0.00167852 | 0.000237208 | 0.000104036 |  |
| 0.8 | 0.00433402 | 0.0018412 | 0.000271095 | 0.000113959 |  |
| 0.9 | 0.00487577 | 0.000774226 | 0.000304982 | 0.0000470757 |  |
| 1 | 0.00541752 | 0.00152242 | 0.000338869 | 0.0000966149 |  |

Table 3.20: Approximate solutions obtained by B-spline wavelet method with exact solutions for Example 3.5.2

| $x$ | B-spline wavelet method |  |  |  | Exact |  |
| :--- | :---: | :---: | :---: | :--- | :--- | :--- |
|  | $M=2$ |  | $M=4$ |  |  |  |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0 | 1.00002 | 0.9974 | 1 | 0.999837 | 1 | 1 |
| 0.1 | 1.10059 | 1.01016 | 1.10004 | 1.01001 | 1.1 | 1.01 |
| 0.2 | 1.20104 | 1.04154 | 1.20007 | 1.0401 | 1.2 | 1.04 |
| 0.3 | 1.30135 | 1.09146 | 1.30009 | 1.0901 | 1.3 | 1.09 |
| 0.4 | 1.40153 | 1.15984 | 1.40011 | 1.15999 | 1.4 | 1.16 |
| 0.5 | 1.50159 | 1.24658 | 1.50011 | 1.24978 | 1.5 | 1.25 |
| 0.6 | 1.60147 | 1.35765 | 1.6001 | 1.35985 | 1.6 | 1.36 |
| 0.7 | 1.70144 | 1.48683 | 1.70009 | 1.48979 | 1.7 | 1.49 |
| 0.8 | 1.80083 | 1.63404 | 1.80006 | 1.63961 | 1.8 | 1.64 |
| 0.9 | 1.90032 | 1.7992 | 1.90003 | 1.80928 | 1.9 | 1.81 |
| 1 | 1.99968 | 1.98221 | 1.99999 | 1.99882 | 2 | 2 |

Table 3.21: Absolute errors obtained by B-spline wavelet method for Example 3.5.2

| $x$ | B-spline wavelet method |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | $M=2$ |  |  | $M=4$ |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |  |
| 0 | 0.0000181015 | 0.00260009 | 0 | 0.00062756 |  |
| 0.1 | 0.000592624 | 0.000157298 | 0.0000405041 | 0.0000115058 |  |
| 0.2 | 0.00103682 | 0.0015415 | 0.000071711 | 0.000100139 |  |
| 0.3 | 0.00135068 | 0.00146444 | 0.000093696 | 0.0000962647 |  |
| 0.4 | 0.00153421 | 0.000159842 | 0.000106459 | $7.39085 \mathrm{E}-6$ |  |
| 0.5 | 0.00158741 | 0.00341522 | 0.00011 | 0.000218003 |  |
| 0.6 | 0.00146683 | 0.00234858 | 0.000104139 | 0.000152962 |  |
| 0.7 | 0.00121593 | 0.0031679 | 0.0000890555 | 0.000209492 |  |
| 0.8 | 0.000834689 | 0.00595676 | 0.0000647503 | 0.000394768 |  |
| 0.9 | 0.000323121 | 0.0108014 | 0.0000312232 | 0.000715965 |  |
| 1 | 0.000318777 | 0.0177899 | 0.0000115258 | 0.00118026 |  |

with the exact solutions $y_{1}(x)=\sec x$ and $y_{2}(x)=\cos x$. The approximate solutions obtained by $B$-spline wavelet method for $M=2$ and $M=4$ with their exact solutions have been shown in Table 3.22 and Table 3.23 cites the absolute errors obtained by B-spline wavelet method.

### 3.6 Error analysis

Theorem 3.6.1. We assume that $f \in C^{2}[0,1]$ is represented by linear $B$-spline wavelets, where $\Psi$ has two vanishing moments. Then $\left|d_{j, k}\right| \leq \alpha \beta \eta^{2} \frac{2^{-3 j}}{2!}$, where $\alpha=$ $\max \left|f^{\prime \prime}(t)\right|_{t \in[0,1]}, \quad \beta=\int_{-k}^{2^{j}-k} \tilde{\psi}(x) d x$ and $\eta \in\left(-k, 2^{j}-k\right)$.

Proof. Taylor expansion of $f \in C^{2}[0,1]$ about arbitrary $x_{0} \in[0,1]$ can be written as

$$
\begin{equation*}
f(x)=f\left(x_{0}\right)+\left(x-x_{0}\right) f^{\prime}\left(x_{0}\right)+\frac{\left(x-x_{0}\right)^{2}}{2!} f^{\prime \prime}(\xi), \quad \xi \in(0,1) . \tag{3.40}
\end{equation*}
$$

Now $f(x)$ can be presented by B-spline wavelets as

$$
f(x)=C^{T} \Psi(x),
$$

where

$$
\begin{equation*}
d_{j, k}=\int_{0}^{1} f(x) \tilde{\psi}_{j, k}(x) d x . \tag{3.41}
\end{equation*}
$$

Putting eq. (3.40) in eq. (3.41), we get

$$
\begin{align*}
d_{j, k}=\int_{0}^{1} f\left(x_{0}\right) \tilde{\psi}_{j, k}(x) d x & +\int_{0}^{1}\left(x-x_{0}\right) f^{\prime}\left(x_{0}\right) \tilde{\psi}_{j, k}(x) d x \\
& +\int_{0}^{1} \frac{\left(x-x_{0}\right)^{2}}{2!} f^{\prime \prime}(\xi) \tilde{\psi}_{j, k}(x) d x . \tag{3.42}
\end{align*}
$$

Putting $x_{0}=\frac{k}{2^{j}}$ and $u=2^{j} x-k$ in eq. (3.42), we have

Table 3.22: Approximate solutions obtained by B-spline wavelet method with exact solutions for Example 3.5.3

| $x$ | B-spline wavelet method |  |  |  | Exact |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $M=2$ |  | $M=4$ |  |  |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{2}(x)$ |
| 0 | 0.99737 | 1.00239 | 0.999832 | 1.00015 | 1 | 1 |
| 0.1 | 1.00362 | 0.996143 | 1.00493 | 0.995077 | 1.00502 | 0.995004 |
| 0.2 | 1.01962 | 0.980591 | 1.02029 | 0.980101 | 1.02034 | 0.980067 |
| 0.3 | 1.04615 | 0.955883 | 1.04671 | 0.955372 | 1.04675 | 0.955336 |
| 0.4 | 1.08438 | 0.922212 | 1.08561 | 0.921133 | 1.0857 | 0.921061 |
| 0.5 | 1.03582 | 0.879817 | 1.13926 | 0.877724 | 1.13949 | 0.877583 |
| 0.6 | 1.20995 | 0.826451 | 1.21154 | 0.825336 | 1.21163 | 0.825336 |
| 0.7 | 1.3078 | 0.765485 | 1.30749 | 0.764842 | 1.30746 | 0.764842 |
| 0.8 | 1.4366 | 0.697407 | 1.43539 | 0.696707 | 1.43532 | 0.696707 |
| 0.9 | 1.6079 | 0.622757 | 1.6086 | 0.62161 | 1.60873 | 0.62161 |
| 1 | 1.83758 | 0.542128 | 1.84988 | 0.540302 | 1.85082 | 0.540302 |

Table 3.23: Absolute errors obtained by B-spline wavelet method for Example 3.5.3

| $x$ | B-spline wavelet method |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | $M=2$ |  |  | $M=4$ |  |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |  |
| 0 | 0.0026298 | 0.0023933 | 0.000168178 | 0.000151052 |  |
| 0.1 | 0.00140108 | 0.00113913 | 0.0000899013 | 0.0000729561 |  |
| 0.2 | 0.000721751 | 0.000524883 | 0.0000470344 | 0.0000346196 |  |
| 0.3 | 0.000598287 | 0.00054679 | 0.0000426314 | 0.0000353846 |  |
| 0.4 | 0.00130308 | 0.00115059 | 0.0000929731 | 0.0000724765 |  |
| 0.5 | 0.0036784 | 0.00223398 | 0.000234847 | 0.000141089 |  |
| 0.6 | 0.00168167 | 0.0011533 | 0.000091301 | 0.0000726308 |  |
| 0.7 | 0.000343148 | 0.000642568 | 0.0000287158 | 0.0000424359 |  |
| 0.8 | 0.0012782 | 0.000699819 | 0.000069101 | 0.0000445436 |  |
| 0.9 | 0.000826292 | 0.00114689 | 0.000123569 | 0.0000713026 |  |
| 1 | 0.0132357 | 0.00182611 | 0.000934167 | 0.000114134 |  |

$$
\begin{align*}
d_{j, k} & =2^{-j} f\left(k / 2^{j}\right) \int_{-k}^{2^{j}-k} \tilde{\psi}_{j, k}(u) d u+2^{-2 j} f^{\prime}\left(k / 2^{j}\right) \int_{-k}^{2^{j}-k} u \tilde{\psi}_{j, k}(u) d u \\
& +\frac{f^{\prime \prime}(\xi)}{2!} 2^{-3 j} \int_{-k}^{2^{j}-k} u^{2} \tilde{\psi}_{j, k}(u) d u . \tag{3.43}
\end{align*}
$$

Suppose $T$ is a linear transformation such that

$$
T \psi=\tilde{\psi}
$$

then taking the linear transformation $T$ of first two integral of eq. (3.43) we have

$$
\begin{gather*}
d_{j, k}=2^{-j} f\left(k / 2^{j}\right) \int_{-k}^{2^{j}-k} T\left(\psi_{j, k}(u)\right) d u+2^{-2 j} f^{\prime}\left(k / 2^{j}\right) \int_{-k}^{2^{j}-k} u T\left(\psi_{j, k}(u)\right) d u \\
\quad+\frac{f^{\prime \prime}(\xi)}{2!} 2^{-3 j} \int_{-k}^{2^{j}-k} u^{2} \tilde{\psi}_{j, k}(u) d u \\
d_{j, k}=2^{-j} f\left(k / 2^{j}\right) T\left(\int_{-k}^{2^{j}-k} \psi_{j, k}(u) d u\right)+2^{-2 j} f^{\prime}\left(k / 2^{j}\right) T\left(\int_{-k}^{2^{j}-k} u \psi_{j, k}(u) d u\right) \\
\quad+\frac{f^{\prime \prime}(\xi)}{2!} 2^{-3 j} \int_{-k}^{2^{j}-k} u^{2} \tilde{\psi}_{j, k}(u) d u \tag{3.44}
\end{gather*}
$$

According to vanishing moments of order $m$, i.e.

$$
\int_{-\infty}^{\infty} x^{p} \psi(x) d x=0, \quad p=0,1, \ldots, m-1
$$

the first two integrals of eq. (3.44) are zero. Then we have

$$
\begin{equation*}
d_{j, k}=\frac{f^{\prime \prime}(\xi)}{2!} 2^{-3 j} \int_{-k}^{2^{j}-k} u^{2} \tilde{\psi}_{j, k}(u) d u . \tag{3.45}
\end{equation*}
$$

Applying mean value theorem for integral in eq. (3.45), we have

$$
d_{j, k}=\frac{f^{\prime \prime}(\xi)}{2!} 2^{-3 j} \eta^{2} \int_{-k}^{2^{j}-k} \tilde{\psi}_{j, k}(u) d u, \quad \eta \in\left(-k, 2^{j}-k\right) .
$$

Hence

$$
\left|d_{j, k}\right| \leq \alpha \beta \eta^{2} \frac{2^{-3 j}}{2!}
$$

Theorem 3.6.2. Consider the Theorem 3.6.1 and assume that $e_{j}(x)$ be the error of approximation in $V_{j}$, then

$$
\left|e_{j}(x)\right|=O\left(2^{-2 j}\right)
$$

Proof. Any function $f(x)=L^{2}[0,1]$ can be approximated by linear B-spline wavelets as

$$
\begin{equation*}
f(x)=\sum_{k=-1}^{3} c_{k} \varphi_{2, k}+\sum_{i=2}^{\infty} \sum_{j=-1}^{2^{i}-2} d_{i, j} \psi_{i, j} . \tag{3.46}
\end{equation*}
$$

If the above function truncated at $M$, then

$$
\begin{equation*}
f(x) \cong f^{*}(x)=\sum_{k=-1}^{3} c_{k} \varphi_{2, k}+\sum_{i=2}^{M} \sum_{j=-1}^{2^{i}-2} d_{i, j} \psi_{i, j} . \tag{3.47}
\end{equation*}
$$

From eq. (3.46) and eq. (3.47), the error term can be calculated as (without loss of generality)

$$
\begin{equation*}
e_{j}(x)=\sum_{l=j}^{\infty} \sum_{k=-1}^{2^{l}-2} d_{l, k} \psi_{l, k} \tag{3.48}
\end{equation*}
$$

Setting

$$
\begin{equation*}
C_{l}=\operatorname{Max}\left\{\left|\psi_{l, k}(x)\right|, \quad k=-1, \ldots, 2^{l}-2\right\} . \tag{3.49}
\end{equation*}
$$

Using Theorem 3.6.1 together with eq. (3.49), we obtain

$$
\left|d_{l, k} \psi_{l, k}(x)\right| \leq \alpha \beta \eta^{2} C_{l} \frac{2^{-3 l}}{2!} .
$$

This implies

$$
\sum_{k=-1}^{2^{l}-2}\left|d_{l, k} \psi_{l, k}(x)\right| \leq \alpha \beta \eta^{2} C_{l} \frac{2^{-2 l}}{2!}
$$

Therefore, from eq. (3.48), we have

$$
\left|e_{j}(x)\right| \leq \frac{\alpha \beta}{2!} \eta^{2} \sum_{l=j}^{\infty} C_{l} 2^{-2 l}
$$

Hence

$$
\left|e_{j}(x)\right|=O\left(2^{-2 j}\right)
$$

### 3.7 Conclusion

In this chapter, semi-orthogonal compactly supported linear B-spline wavelets have been applied to find the numerical solution of linear and nonlinear Fredholm integral equations of second kind and their systems. The dual wavelets for these B-spline wavelets have been also presented. Because of semi-orthogonality, compact support and vanishing moments properties of B-spline wavelets, the matrices are very sparse. Using this procedure, the integral equations and their system have been reduced to solve systems of algebraic equations. In section 3.2, linear Fredholm integral equations of second kind have been solved by using second order B-spline wavelets. The illustrative Examples 3.2.1-3.2.3 have been included to demonstrate the validity and applicability of the technique. These examples show the accuracy and efficiency of the described method. In section 3.3, the approximate solution of nonlinear Fredholm integral equation has been derived by using B-spline wavelet method and then compared with the VIM solution and exact solution. The obtained results are found to be in good agreement with the B-spline wavelet solutions. In sections 3.4 and
3.5, the system of linear and nonlinear Fredholm integral equations have been solved by B-spline wavelet method. Additionally, in section 3.4, the B-spline wavelet method has been compared with the adaptive method based on trapezoidal rule which confirms plausibility of B-spline technique. The obtained approximate solutions highly agree with the exact solutions. The illustrative examples have been included to demonstrate the validity and applicability of the technique. These examples also exhibit the accuracy and efficiency of the present method.

## Chapter 4

# Numerical solutions of nonlinear Fredholm integral equations system by polynomial approximation and orthogonal functions 

### 4.1 Introduction

This chapter presents the approximation by polynomials and orthogonal functions for determining the solution of integral equations. Nonlinear integral equations appear in many problems of physical phenomena and engineering [25]. In recent years, many different polynomials and basic functions have been used to estimate the solution of integral equations. The approximate solutions for system of nonlinear Fredholm integral equations of second kind are available in open literature. The learned researchers Biazer et al. have solved the system of nonlinear Fredholm integral equations of second kind by Adomian decomposition method [40] and Legendre wavelets method [41]. In [42], the nonlinear Volterra integral equations system has been solved by Adomian decomposition method. Nonlinear Fredholm-Voltera integral equations system has been solved by homotopy perturbation method [43]. Hammerstein integral equations have been solved by Legendre approximation [44]. The system of nonlinear Fredholm-Hammerstein integral equations has been solved by B-spline wavelet method [45] in previous chapter. In this chapter, we have implemented Bernstein polynomials and hybrid Legendre Block-Pulse functions to approximate the solution of nonlinear Fredholm integral equations system. Since, the polynomials are differentiable and integrable, the Bernstein polynomials are defined on an interval to form a complete basis over the finite interval. On the other hand, each basis function of hybrid Legendre-Block-Pulse functions are piecewise continuous functions and also, these functions are orthonormal. It approximates any function defined on the interval $[0,1]$ very accurately. The numerical technique based on hybrid Legendre-Block-Pulse function has been developed to approximate the solution of system of nonlinear Fredholm-Hammerstein integral equations. These functions are formed by the hybridization of Legendre polynomials and Block-Pulse functions. These functions are orthonormal and have compact support on
$[0,1]$. The numerical results obtained by the present method have been compared with other methods. These proposed methods reduce the system of integral equations to a system of algebraic equations that can be solved easily any of the usual numerical methods. Numerical examples are presented to illustrate the accuracy of the method.

### 4.2 Bernstein Polynomial Collocation Method for solving nonlinear Fredholm integral equations system

Numerical methods based on Bernstein polynomial have been developed to solve the integral equations of different types. First time, the Bernstein polynomials have been used for the solution of some linear and nonlinear differential equations [18, 19, 46]. Mandal and Bhattacharya [47] obtained approximate solutions of some classes of integral equations by using Bernstein polynomials. Also, they used these polynomials to approximate the solution of linear Volterra integral equations [48] and singular integro-differential equation [49]. The numerical solution of system of linear Fredholm integral equations has been solved by using Bernstein collocation method in [50]. In this section, we are going to propose a numerical approach to determine the solutions of system of nonlinear Fredholm integral equations of second kind. This method is based on the Bernstein polynomial basis that approximate the unknown functions present in the integral equations. In this section, we consider the system of nonlinear Fredholm integral equations of second kind of the following form:

$$
\begin{equation*}
\sum_{j=1}^{n} g_{i, j}(x) y_{j}(x)=f_{i}(x)+\sum_{j=1}^{n} \int_{0}^{1} K_{i, j}(x, t) F_{i, j}\left(t, y_{j}(t)\right) d t, \quad i=1,2, \ldots, n \tag{4.1}
\end{equation*}
$$

where $f_{i}(x)$ and $K_{i, j}(x, t)$ are known functions and $y_{j}(x)$ are the unknown functions for $i, j=1,2, \ldots, n$. By applying the Bernstein collocation method (BCM), the integral equation defined in (4.1) reduces to a system of algebraic equations that can be solved easily by any numerical method. The numerical results are then compared with the results obtained by B-spline wavelet method (BWM). B-spline wavelets and Bernstein polynomials, and their properties and function approximations are defined in Chapter 2.

### 4.2.1 Solution to nonlinear Fredholm integral equations system by Bernstein collocation method

we have solved the system of nonlinear Fredholm integral equations of second kind of the form given in (4.1) by using Bernstein polynomials.

First, we assume

$$
\begin{equation*}
F_{i, j}\left(x, y_{j}(x)\right)=u_{i, j}(x), \quad 0 \leq x \leq 1 \tag{4.2}
\end{equation*}
$$

Now from eq. (2.68) of Chapter 2, we can approximate the functions $u_{i, j}(x)$ and $y_{j}(x)$ as

$$
\begin{gather*}
u_{i, j}(x)=A_{i, j}^{T} B(x),  \tag{4.3}\\
y_{j}(x)=C_{j}^{T} B(x), \tag{4.4}
\end{gather*}
$$

where $A_{i, j}$ and $C_{j}$ are $(m+1) \times 1$ column vectors similar to $C$ defined in section 2.7.2 of chapter 2.

Apply eqs. (4.2)-(4.4) in eq. (4.1), we have

$$
\begin{align*}
& \sum_{j=1}^{n} g_{i, j} C_{j}^{T} B(x)=f_{i}(x)+\sum_{j=1}^{n} \int_{0}^{1} K_{i, j}(x, t) A_{i, j}^{T} B(t) d t, \quad i=1,2, \ldots, n . \\
& \sum_{j=1}^{n} g_{i, j} C_{j}^{T} B(x)=f_{i}(x)+\sum_{j=1}^{n} A_{i, j}^{T} \int_{0}^{1} K_{i, j}(x, t) B(t) d t, \quad i=1,2, \ldots, n . \tag{4.5}
\end{align*}
$$

In eq. (4.5), the integral term $\int_{0}^{1} K_{i, j}(x, t) B(t) d t$ is function of $x$ only. Let us assume this term as follows:

$$
\begin{equation*}
\int_{0}^{1} K_{i, j}(x, t) B(t) d t=G_{i, j}(x) . \tag{4.6}
\end{equation*}
$$

Putting eq. (4.6) in eq. (4.5), we have

$$
\begin{equation*}
\sum_{j=1}^{n} g_{i, j} C_{j}^{T} B(x)=f_{i}(x)+\sum_{j=1}^{n} A_{i, j}^{T} G_{i, j}(x), \quad i=1,2, \ldots, n \tag{4.7}
\end{equation*}
$$

Using the collocation points $x_{l}=x_{0}+l h$, where $x_{0}=0, \quad h=\frac{1}{m}$ and $l=0,1, \ldots, m$, in eq. (4.7), we have

$$
\begin{equation*}
\sum_{j=1}^{n} g_{i, j} C_{j}^{T} B\left(x_{l}\right)=f_{i}\left(x_{l}\right)+\sum_{j=1}^{n} A_{i, j}^{T} G_{i, j}\left(x_{l}\right), \quad i=1,2, \ldots, n, \quad l=0,1, \ldots, m \tag{4.8}
\end{equation*}
$$

Now eq. (4.8) produces a system of algebraic equations with $n(m+1)$ equations along with $\left(n^{2}+n\right)(m+1)$ unknowns for the column vectors $C_{j}$ and $A_{i, j}$.

Again consider the eq. (4.2) and utilizing it with the collocation points $x_{l}=x_{0}+l h$, where $x_{0}=0, h=\frac{1}{m}$ and $l=0,1, \ldots, m$, we have

$$
\begin{equation*}
F_{i, j}\left(x_{l}, y_{j}\left(x_{l}\right)\right)=u_{i, j}\left(x_{l}\right), \quad i, j=1,2, \ldots, n ; \quad l=0,1, \ldots, m \tag{4.9}
\end{equation*}
$$

Combining eqs. (4.8) and (4.9), we have a system of $\left(n^{2}+n\right)(m+1)$ algebraic equations along with same number of unknowns. Solving this system by Newton's method, we can obtain the approximate values of column vectors $C_{j}$ and $A_{i, j}, i, j=1,2, \ldots, n$. Hence we can obtain the approximate solutions of integral equations defined in eq. (4.1), i.e., $y_{j}(x)=$ $C_{j}^{T} B(x)$, for $j=1,2, \ldots, n$.

### 4.2.2 Error analysis

Theorem 4.2.1. Let $y_{j}(x), \quad j=1,2, \ldots, n$ be the solutions of the system of nonlinear Fredholm integral equations of second kind in eq. (4.1) and $Y_{j, m}(x)=\sum_{p=0}^{m} c_{j, p} B_{p, m}(x)$, $j=1,2, \ldots, n$ be the approximate solutions of above integral equations system, where $B_{p . m}(x)$ is the Bernstein polynomials of degree $m$. Then the error term $\left\|e_{m}(x)\right\| \rightarrow 0$, if the above approximate polynomials converges to the exact solutions of the nonlinear Fredholm integral equations system, when $m \rightarrow \infty$.

Proof. Consider $y_{j}(x), \quad j=1,2, \ldots, n$ be the solutions of the integral equations system defined in eq. (4.1). Let $Y_{j, m}(x)=\sum_{p=0}^{m} c_{j, p} B_{p, m}(x), j=1,2, \ldots, n$ be the approximate solutions of eq. (4.1), i.e.,

$$
\begin{equation*}
\sum_{j=1}^{n} g_{i, j} Y_{j, m}(x)=f_{i}(x)+\sum_{j=1}^{n} \int_{0}^{1} K_{i, j}(x, t) F_{i, j}\left(t, Y_{j, m}(t)\right) d t, \quad i=1,2, \ldots, n, \tag{4.10}
\end{equation*}
$$

and it holds that

$$
\begin{equation*}
y_{j}(x)=\lim _{m \rightarrow \infty} Y_{j, m}(x) \tag{4.11}
\end{equation*}
$$

Now define the error functions $e_{m}(x)$ by subtracting eq. (4.10) from eq. (4.1) as follows:

$$
\begin{equation*}
e_{m}(x)=\sum_{i=1}^{n} e_{i, m}(x), \tag{4.12}
\end{equation*}
$$

where

$$
\begin{gathered}
e_{i, m}(x)=\sum_{i=1}^{n} g_{i, j}\left(y_{j}(x)-Y_{j, m}(x)\right)-\sum_{j=1}^{n} \int_{0}^{1} K_{i, j}(x, t)\left(F_{i, j}\left(t, y_{j}(t)\right)-F_{i, j}\left(t, Y_{j, m}(t)\right)\right) d t, \\
i=1,2, \ldots, n .
\end{gathered}
$$

Table 4.1: Approximate solutions obtained by Bernstein collocation method and B-spline wavelet method along with their corresponding exact solutions for Example 4.2.1

| $x$ | Exact |  | BCM |  | BWM of order 4 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0.0 | 0.0 | 0.00 | 0.0 | 0.00 | 0.000000 | -0.00016277 |
| 0.1 | 0.1 | 0.01 | 0.1 | 0.01 | 0.100034 | 0.00999415 |
| 0.2 | 0.2 | 0.04 | 0.2 | 0.04 | 0.200068 | 0.0400743 |
| 0.3 | 0.3 | 0.09 | 0.3 | 0.09 | 0.300102 | 0.090076 |
| 0.4 | 0.4 | 0.16 | 0.4 | 0.16 | 0.400136 | 0.160004 |
| 0.5 | 0.5 | 0.25 | 0.5 | 0.25 | 0.500169 | 0.249854 |
| 0.6 | 0.6 | 0.36 | 0.6 | 0.36 | 0.600203 | 0.360017 |
| 0.7 | 0.7 | 0.49 | 0.7 | 0.49 | 0.700237 | 0.490104 |
| 0.8 | 0.8 | 0.64 | 0.8 | 0.64 | 0.800271 | 0.640114 |
| 0.9 | 0.9 | 0.81 | 0.9 | 0.81 | 0.900305 | 0.810047 |
| 1.0 | 1.0 | 1.00 | 1.0 | 1.00 | 1.00034 | 0.999903 |

From eq. (4.12), we have

$$
\begin{aligned}
\left\|e_{m}(x)\right\| \leq & \sum_{i=1}^{n}\left\|e_{i, m}(x)\right\| \\
\leq & \sum_{i=1}^{n} \sum_{j=1}^{n}\left\|g_{i, j}\right\|\left\|y_{j}(x)-Y_{j, m}(x)\right\| \\
& +\sum_{i=1}^{n} \sum_{j=1}^{n} \int_{0}^{1}\left\|K_{i, j}(x, t)\right\|\left\|F_{i, j}\left(t, y_{j}(t)\right)-F_{i, j}\left(t, Y_{j, m}(t)\right)\right\| d t .
\end{aligned}
$$

Now, $\left\|g_{i, j}\right\|,\left\|K_{i, j}\right\|$ and $F_{i, j}$ are bounded.
And from eq. (4.11), $\left\|y_{j}(x)-Y_{j, m}(x)\right\| \rightarrow 0$ as $m \rightarrow+\infty$, and

$$
\left\|F_{i, j}\left(t, y_{j}(t)\right)-F_{i, j}\left(t, Y_{j, m}(t)\right)\right\| \leq L\left\|y_{j}(x)-Y_{j, m}(x)\right\| \rightarrow 0 \text { as } m \rightarrow+\infty
$$

where $L$ is the Lipschitz constant. Hence, $\left\|e_{m}(x)\right\| \rightarrow 0$ as $m \rightarrow+\infty$.

### 4.2.3 Illustrative examples

Example 4.2.1. Consider the following system of Fredholm integral equations

$$
\begin{aligned}
& y_{1}(x)=\frac{23}{35} x+\int_{0}^{1} x t^{2}\left(y_{1}^{2}(t)+y_{2}^{2}(t)\right) d t \\
& y_{2}(x)=\frac{11}{12} x^{2}+\int_{0}^{1} x^{2} t\left(y_{1}^{2}(t)-y_{2}^{2}(t)\right) d t
\end{aligned}
$$

with the exact solutions $y_{1}(x)=x$ and $y_{2}(x)=x^{2}$. The approximate solutions obtained by Bernstein polynomials of degree 10 and B-spline wavelet method (BWM) of order 4 have been compared with their corresponding exact solutions in Table 4.1. Table 4.2 cites the absolute errors for the above approximate methods.
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Table 4.2: Absolute errors with regard to Bernstein collocation method and B-spline wavelet method for Example 4.2.1

| $x$ | BCM |  | BWM of order 4 |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0.0 | 0 | 0 | 0 | 0.000162771 |
| 0.1 | $2.77556 \mathrm{E}-17$ | $1.73472 \mathrm{E}-18$ | 0.00003389 | $5.84982 \mathrm{E}-6$ |
| 0.2 | $1.11022 \mathrm{E}-16$ | 0 | 0.00006778 | 0.0000742656 |
| 0.3 | $5.55112 \mathrm{E}-17$ | $4.16334 \mathrm{E}-17$ | 0.000101661 | 0.0000775734 |
| 0.4 | $5.55112 \mathrm{E}-17$ | $8.32667 \mathrm{E}-17$ | 0.000135547 | $4.07416 \mathrm{E}-6$ |
| 0.5 | $5.55112 \mathrm{E}-17$ | $1.11022 \mathrm{E}-16$ | 0.000169434 | 0.000146232 |
| 0.6 | $1.11022 \mathrm{E}-16$ | $1.66533 \mathrm{E}-16$ | 0.000203321 | 0.0000173054 |
| 0.7 | $1.11022 \mathrm{E}-16$ | $2.22045 \mathrm{E}-16$ | 0.000237208 | 0.000104036 |
| 0.8 | $1.11022 \mathrm{E}-16$ | $2.22045 \mathrm{E}-16$ | 0.000271095 | 0.000113959 |
| 0.9 | 0 | $4.44089 \mathrm{E}-16$ | 0.000304982 | 0.0000470757 |
| 1.0 | $1.11022 \mathrm{E}-16$ | $4.44089 \mathrm{E}-16$ | 0.000338869 | 0.0000966149 |

Table 4.3: Approximate solutions obtained by Bernstein collocation method and B-spline wavelet method along with their corresponding exact solutions for Example 4.2.2

| $x$ | Exact |  | BCM |  | BWM of order 4 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0.0 | 1.0 | 1.00 | 1.0 | 1.00 | 1 | 0.999837 |
| 0.1 | 1.1 | 1.01 | 1.1 | 1.01 | 1.10004 | 1.01001 |
| 0.2 | 1.2 | 1.04 | 1.2 | 1.04 | 1.20007 | 1.0401 |
| 0.3 | 1.3 | 1.09 | 1.3 | 1.09 | 1.30009 | 1.0901 |
| 0.4 | 1.4 | 1.16 | 1.4 | 1.16 | 1.40011 | 1.15999 |
| 0.5 | 1.5 | 1.25 | 1.5 | 1.25 | 1.50011 | 1.24978 |
| 0.6 | 1.6 | 1.36 | 1.6 | 1.36 | 1.6001 | 1.35985 |
| 0.7 | 1.7 | 1.49 | 1.7 | 1.49 | 1.70009 | 1.48979 |
| 0.8 | 1.8 | 1.64 | 1.8 | 1.64 | 1.80006 | 1.63961 |
| 0.9 | 1.9 | 1.81 | 1.9 | 1.81 | 1.90003 | 1.80928 |
| 1.0 | 2.0 | 2.00 | 2.0 | 2.00 | 1.99999 | 1.99882 |

Example 4.2.2. Consider the following system of Fredholm integral equations

$$
\begin{aligned}
& y_{1}(x)=1-\frac{17}{20} x-\frac{7}{6} x^{2}+\int_{0}^{1} x t^{2} y_{1}^{3}(t) d t+\int_{0}^{1} x^{2} t y_{2}^{2}(t) d t \\
& y_{2}(x)=1-\frac{17}{12} x+x^{2}-\frac{31}{10} x^{3}+\int_{0}^{1} x t y_{1}^{2}(t) d t+\int_{0}^{1} x^{3} t y_{2}^{4}(t) d t
\end{aligned}
$$

with the exact solutions $y_{1}(x)=x+1$ and $y_{2}(x)=x^{2}+1$. The approximate solutions obtained by Bernstein polynomials of degree 10 and B-spline wavelet method of order 4 have been compared with their corresponding exact solutions in Table 4.3. Table 4.4 cites the absolute errors for the above approximate methods.

Example 4.2.3. Consider the following system of Fredholm integral equations
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Table 4.4: Absolute errors with regard to Bernstein collocation method and B-spline wavelet method for Example 4.2.2

| $x$ | BCM |  | BWM of order 4 |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0.0 | 0 | 0 | 0 | 0.00062756 |
| 0.1 | 0 | $4.44089 \mathrm{E}-16$ | 0.0000405041 | 0.0000115058 |
| 0.2 | $6.66134 \mathrm{E}-16$ | $6.66134 \mathrm{E}-16$ | 0.000071711 | 0.000100139 |
| 0.3 | $2.22045 \mathrm{E}-16$ | $2.22045 \mathrm{E}-16$ | 0.000093696 | 0.0000962647 |
| 0.4 | $2.22045 \mathrm{E}-16$ | $2.22045 \mathrm{E}-16$ | 0.000106459 | $7.39085 \mathrm{E}-6$ |
| 0.5 | 0 | 0 | 0.00011 | 0.000218003 |
| 0.6 | 0 | $2.22045 \mathrm{E}-16$ | 0.000104139 | 0.000152962 |
| 0.7 | $2.22045 \mathrm{E}-16$ | $2.22045 \mathrm{E}-16$ | 0.0000890555 | 0.000209492 |
| 0.8 | $2.22045 \mathrm{E}-16$ | 0 | 0.0000647503 | 0.000394768 |
| 0.9 | 0 | 0 | 0.0000312232 | 0.000715965 |
| 1.0 | 0 | 0 | 0.0000115258 | 0.00118026 |

Table 4.5: Approximate solutions obtained by Bernstein collocation method and B-spline wavelet method along with their corresponding exact solutions for Example 4.2.3

| $x$ | Exact |  | BCM |  | BWM of order 4 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0.0 | 1 | 1 | 0.999999 | 1 | 0.999832 | 1.00015 |
| 0.1 | 1.00502 | 0.995004 | 1.00502 | 0.995004 | 1.00493 | 0.995077 |
| 0.2 | 1.02034 | 0.980067 | 1.02034 | 0.980067 | 1.02029 | 0.980101 |
| 0.3 | 1.04675 | 0.955336 | 1.04675 | 0.955337 | 1.04671 | 0.955372 |
| 0.4 | 1.0857 | 0.921061 | 1.0857 | 0.921061 | 1.08561 | 0.921133 |
| 0.5 | 1.13949 | 0.877583 | 1.13949 | 0.877583 | 1.13926 | 0.877724 |
| 0.6 | 1.21163 | 0.825336 | 1.21163 | 0.825336 | 1.21154 | 0.825336 |
| 0.7 | 1.30746 | 0.764842 | 1.30746 | 0.764842 | 1.30749 | 0.764842 |
| 0.8 | 1.43532 | 0.696707 | 1.43532 | 0.696707 | 1.43539 | 0.696707 |
| 0.9 | 1.60873 | 0.62161 | 1.60872 | 0.62161 | 1.6086 | 0.62161 |
| 1.0 | 1.85082 | 0.540302 | 1.85081 | 0.540303 | 1.84988 | 0.540302 |

$$
\begin{aligned}
& y_{1}(x)=-1+\sec x-\tan 1+\int_{0}^{1}\left(y_{1}^{2}(t)+y_{1}(t) y_{2}(t)\right) d t \\
& y_{2}(x)=1+\cos x-\tan 1+\int_{0}^{1}\left(y_{1}^{2}(t)-y_{1}(t) y_{2}(t)\right) d t
\end{aligned}
$$

with the exact solutions $y_{1}(x)=\sec x$ and $y_{2}(x)=\cos x$. The approximate solutions obtained by Bernstein polynomials of degree 10 and B-spline wavelet method of order 4 have been compared with their corresponding exact solutions in Table 4.5. Table 4.6 cites the absolute errors for the above approximate methods.

From these Tables, it is confirmed that the Bernstein collocation method gives a better approximation in comparison to B-spline wavelet method.
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Table 4.6: Absolute errors with regard to Bernstein collocation method and B-spline wavelet method for Example 4.2.3

| $x$ | BCM |  | BWM of order 4 |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0.0 | $1.12723 \mathrm{E}-6$ | $2.22986 \mathrm{E}-7$ | 0.000168178 | 0.000151052 |
| 0.1 | $1.12723 \mathrm{E}-6$ | $2.22986 \mathrm{E}-7$ | 0.0000899013 | 0.0000729561 |
| 0.2 | $1.12723 \mathrm{E}-6$ | $2.22986 \mathrm{E}-7$ | 0.0000470344 | 0.0000346196 |
| 0.3 | $1.12723 \mathrm{E}-6$ | $2.22986 \mathrm{E}-7$ | 0.0000426314 | 0.0000353846 |
| 0.4 | $1.12723 \mathrm{E}-6$ | $2.22986 \mathrm{E}-7$ | 0.0000929731 | 0.0000724765 |
| 0.5 | $1.12723 \mathrm{E}-6$ | $2.22986 \mathrm{E}-7$ | 0.000234847 | 0.000141089 |
| 0.6 | $1.12723 \mathrm{E}-6$ | $2.22986 \mathrm{E}-7$ | 0.000091301 | 0.0000726308 |
| 0.7 | $1.12723 \mathrm{E}-6$ | $2.22986 \mathrm{E}-7$ | 0.0000287158 | 0.0000424359 |
| 0.8 | $1.12723 \mathrm{E}-6$ | $2.22986 \mathrm{E}-7$ | 0.000069101 | 0.0000445436 |
| 0.9 | $1.12723 \mathrm{E}-6$ | $2.22986 \mathrm{E}-7$ | 0.000123569 | 0.0000713024 |
| 1.0 | $1.12723 \mathrm{E}-6$ | $2.22986 \mathrm{E}-7$ | 0.000934167 | 0.000114134 |

### 4.3 Hybrid Legendre Block Pulse functions for solving nonlinear Fredholm integral equations system

Hybrid Legendre-Block-Pulse functions are piecewise continuous functions. Also, these functions are orthonormal. It approximates any continuous function defined on the interval $[0,1]$ very accurately. Numerical methods based on hybrid functions have been developed to solve the integral equations which available in the literature. In [22], linear Fredholm integral equations of second kind have been solved by applying hybrid Legendre-Block-Pulse functions. Maleknejad et al., in [21], have solved Fredholm-Hammerstein integral equations by using this present method. Also many other hybrid functions have been used to solve integral equations. Hybrid Block-Pulse functions and the second Chebyshev polynomials [51] have been used to solve system of integro-differential equations. In [52], hybrid orthonormal Bernstein and Block-Pulse functions have been applied to solve the Fredholm integral equations. Variational problems have been solved by using hybrid of Block-Pulse functions and Bernoulli polynomials [53]. Hybrid of Fourier and Block-Pulse functions has been applied for solving integro-differential equations in [54]. In this section, we consider the system of nonlinear Fredholm integral equations of second kind same as eq. (4.1). Hybrid Legendre Block-Pulse functions (HLBPF) have been used to solve the nonlinear Fredholm-Hammerstein integral equations system by reducing the integral equations system into a system of algebraic equations and that algebraic system has been solved numerically by Newton's method. The numerical results are then compared with the corresponding results obtained by Legendre wavelet method (LWM).

### 4.3.1 Solution to nonlinear Fredholm integral equations system using hybrid Legendre Block-Pulse functions

In this section, we have solved the system of nonlinear Fredholm integral equations of second kind of the form given in eq. (4.1) by using hybrid Legendre-Block-Pulse functions. First we assume

$$
\begin{equation*}
F_{i, j}\left(x, y_{j}(x)\right)=u_{i, j}(x), \quad 0 \leq x \leq 1 \tag{4.13}
\end{equation*}
$$

Now from eq. (2.71) of Chapter 2, we can approximate the functions

$$
\begin{gather*}
u_{i, j}(x)=\Lambda_{i, j}^{T} B(x),  \tag{4.14}\\
y_{j}(x)=X_{j}^{T} B(x),  \tag{4.15}\\
f_{i}(x)=P_{i}^{T} B(x),  \tag{4.16}\\
K_{i, j}(x)=B^{T}(t) T_{i, j} B(x), \tag{4.17}
\end{gather*}
$$

where $\Lambda_{i, j}, X_{j}$ and $P_{i}$ are $(N M \times 1)$ column vectors defined similar to $X$ defined in eq. (2.72) of Chapter 2. $B(x)$ is also $(N M \times 1)$ column vector as defined in eq. (2.73) of Chapter 2 and $T_{i, j}$ are $(N M \times N M)$ square matrices calculated as

$$
T_{i, j}=\int_{0}^{1}\left[\int_{0}^{1} K_{i, j}(x, t) B(t) d t\right] B^{T}(x) d x, \quad i, j=1,2, \ldots, n
$$

and $P_{i}$ can be calculated as

$$
P_{i}=\int_{0}^{1} f_{i}(x) B(x) d x, \quad i=1,2, \ldots, n
$$

Applying eqs. (4.13)-(4.17) in eq. (4.1), we have

$$
\begin{align*}
& \sum_{j=1}^{n} g_{i, j} X_{j}^{T} B(x)=P_{i}^{T} B(x)+\sum_{j=1}^{n} \int_{0}^{1} \Lambda_{i, j}^{T} B(t) B^{T}(t) T_{i, j} B(x) d t, \quad i=1,2, \ldots, n \\
& \sum_{j=1}^{n} g_{i, j} X_{j}^{T} B(x)=P_{i}^{T} B(x)+\sum_{j=1}^{n} \Lambda_{i, j}^{T} T_{i, j} B(x), \quad i=1,2, \ldots, n \tag{4.18}
\end{align*}
$$

Multiplying $B^{T}(x)$ both sides of the eq. (4.18) from the right and integrating with respect to $x$ from 0 to 1 , we have

$$
\begin{equation*}
\sum_{j=0}^{n} g_{i, j} X_{j}^{T}=P_{i}^{T}+\sum_{j=1}^{n} \Lambda_{i, j}^{T} T_{i, j}, \quad i=1,2, \ldots, n \tag{4.19}
\end{equation*}
$$

since $\int_{0}^{1} B(x) B^{T}(x) d x=I$.
Now eq. (4.19) gives a system of algebraic equations with $N M n$ number of equations along with $N M\left(n^{2}+n\right)$ unknowns for the column vectors $X_{j}$ and $\Lambda_{i, j}$ defined in eq. (4.14)
and eq. (4.15).

Again consider the equations defined in eq. (4.13) and utilizing it with the collocation points $x_{s}=\frac{2 s-1}{2 N M} ; s=1,2, \ldots, N M$, we have

$$
\begin{equation*}
F_{i, j}\left(x_{s}, X_{j}^{T} B\left(x_{s}\right)\right)=\Lambda_{i, j}^{T} B\left(x_{s}\right), \quad i, j=1,2, \ldots, n ; \quad s=1,2, \ldots, N M \tag{4.20}
\end{equation*}
$$

Now, eq. (4.20) gives a system of algebraic equations with $N M n^{2}$ equations along with $N M\left(n^{2}+n\right)$ unknowns for the column vectors $X_{j}$ and $\Lambda_{i, j}$ defined in eq. (4.14) and eq. (4.15). Combining eqs. (4.19) and (4.20), we have a system of algebraic equations with $N M\left(n^{2}+n\right)$ equations along with the same number of unknowns. Solving this system, we can obtain the values of unknowns for the column vectors $X_{j}$ and $\Lambda_{i, j}, i, j=1,2, \ldots, n$. Hence we can obtain the solutions of integral equations defined in eq. (4.1), i.e., $y_{j}(x)=$ $X_{j}^{T} B(x)$, for $j=1,2, \ldots, n$.

### 4.3.2 Error analysis

Theorem 4.3.1. The error term $\|e(x)\|$ obtained by hybrid Legendre-Block-Pulse functions for solving system of Fredholm-Hammerstein integral equations converges to zero as $n \rightarrow$ $\infty$ for $0<\alpha<1$, where $\alpha=\left|g_{i, j}^{-1}\right| K C_{1} ; K=\sup _{0 \leq x \leq 1}\left\{\int_{0}^{1}\left|K_{i, j}(x, t)\right| d t\right\}$ and $C_{1}$ is Lipschitz constant.

Proof. Let $y_{i, j}(l, m, x)$ be the approximate solutions of integral equations system defined in eq. (4.1) and $\left\|e_{j}(x)\right\|$ be the error term of each solutions. Define

$$
\begin{equation*}
e(x)=\sum_{j} e_{j}(x) \tag{4.21}
\end{equation*}
$$

Now,

$$
\begin{align*}
\left\|e_{j}(x)\right\| & =\left\|y_{j}(x)-y_{l, m, x}\right\| \\
& \leq\left|g_{i, j}^{-1}\right| \int_{0}^{1}\left\|K_{i, j}(x, t)\right\|\left\|F_{i, j}\left(t, y_{j}(t)\right)-F_{i, j}\left(t, y_{j}(l, m, t)\right)\right\| d t . \tag{4.22}
\end{align*}
$$

Suppose

$$
K=\sup _{0 \leq x \leq 1}\left\{\int_{0}^{1}\left|K_{i, j}(x, t)\right| d t\right\}
$$

From eq. (4.22), we have

$$
\begin{align*}
\left\|e_{j}(x)\right\| & \leq\left|g_{i, j}^{-1}\right| K\left\|F_{i, j}\left(t, y_{j}(t)\right)-F_{i, j}\left(t, y_{j}(l, m, t)\right)\right\| \\
& =\left|g_{i, j}^{-1}\right| K C_{1}\left\|y_{j}(t)-y_{j}(l, m, t)\right\|, \tag{4.23}
\end{align*}
$$

where, $C_{1}>0$ is Lipschitz constant.
If we set

$$
\alpha=\left|g_{i, j}^{-1}\right| K C_{1},
$$
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Table 4.7: Approximate solutions obtained by HLBPF and LWM for Example 4.3.1

| $x$ | Exact solution of <br> $\left(y_{1}(x), y_{2}(x)\right)$ | HLBPF solution for <br> $\left(y_{1}(x), y_{2}(x)\right)$ |  | LWM solution for <br> $\left(y_{1}(x), y_{2}(x)\right)$ |  |
| :---: | :--- | :--- | :--- | :--- | :--- |
|  |  | $M=3, N=4$ | $M=4, N=8$ | $M=3, k=3$ | $M=4, k=4$ |
| 0.2 | $(0.2,0.04)$ | $(0.199987,0.04)$ | $(0.2,0.04)$ | $(0.199841,0.0400073)$ | $(0.2,0.04)$ |
| 0.4 | $(0.4,0.16)$ | $(0.399975,0.16)$ | $(0.4,0.16)$ | $(0.399682,0.160029)$ | $(0.4,0.16)$ |
| 0.6 | $(0.6,0.36)$ | $(0.599962,0.36)$ | $(0.6,0.36)$ | $(0.599522,0.360066)$ | $(0.599999,0.36)$ |
| 0.8 | $(0.8,0.64)$ | $(0.79995,0.64)$ | $(0.8,0.64)$ | $(0.799363,0.640117)$ | $(0.799999,0.64)$ |

Table 4.8: Absolute errors obtained by HLBPF for Example 4.3.1

| $x$ | Absolute errors of $\left(y_{1}(x), y_{2}(x)\right)$ by HLBPF |  |
| :--- | :--- | :--- |
|  | $M=3, N=4$ | $M=4, N=8$ |
| 0.2 | $(1.25015 \mathrm{E}-5,1.18537 \mathrm{E}-8)$ | $(3.80664 \mathrm{E}-8,3.2843 \mathrm{E}-9)$ |
| 0.4 | $(2.5003 \mathrm{E}-5,4.74148 \mathrm{E}-8)$ | $(7.61327 \mathrm{E}-8,1.31372 \mathrm{E}-8)$ |
| 0.6 | $(3.75045 \mathrm{E}-5,1.06683 \mathrm{E}-7)$ | $(1.14199 \mathrm{E}-7,2.95587 \mathrm{E}-8)$ |
| 0.8 | $(5.0006 \mathrm{E}-5,1.89659 \mathrm{E}-7)$ | $(1.52265 \mathrm{E}-7,5.25489 \mathrm{E}-8)$ |

then from eq. (4.23), we have

$$
(1-\alpha)\left\|y_{j}(t)-y_{j}(l, m, t)\right\| \leq 0
$$

Now we choose $\alpha$ such that $0<\alpha<1$ and consequently

$$
\left\|y_{j}(t)-y_{j}(l, m, t)\right\| \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

which yields $\left\|e_{j}(x)\right\| \rightarrow 0$ as $n \rightarrow \infty$.
Hence from eq. (4.21), $\|e(x)\| \rightarrow 0$ as $n \rightarrow \infty$.

### 4.3.3 Illustrative examples

Example 4.3.1. Consider the following system of Fredholm integral equations

$$
\begin{aligned}
& y_{1}(x)=\frac{23}{35} x+\int_{0}^{1} x t^{2}\left(y_{1}^{2}(t)+y_{2}^{2}(t)\right) d t \\
& y_{2}(x)=\frac{11}{12} x^{2}+\int_{0}^{1} x^{2} t\left(y_{1}^{2}(t)-y_{2}^{2}(t)\right) d t
\end{aligned}
$$

with the exact solutions $y_{1}(x)=x$ and $y_{2}(x)=x^{2}$. The approximate solutions obtained by hybrid Legendre-Block-Pulse functions for different values of $N$ and $M$ have been compared with the solutions obtained by Legendre wavelet method for different values of $M$ and $k$ and this comparison has been cited in Table 4.7. Table 4.8 cites the absolute errors for the above approximate solutions by HLBPF. The overall time estimation for Example 4.3.1 solved by HLBPF is 4.93 seconds and 30.076 seconds for $M=3, N=4$, and $M=4, N=8$, respectively. The memory space used for this computation is 37633540 bytes and 39593364 bytes for $M=3, N=4$, and $M=4, N=8$, respectively.

Example 4.3.2. Consider the following system of Fredholm integral equations

Numerical solutions of nonlinear Fredholm integral equations system by polynomial Chapter 4 approximation and orthogonal functions

Table 4.9: Approximate solutions obtained by HLBPF and LWM for Example 4.3.2

| $x$ | Exact solution of <br> $\left(y_{1}(x), y_{2}(x)\right)$ | HLBPF solution for <br> $\left(y_{1}(x), y_{2}(x)\right)$ |  | LWM solution for <br> $\left(y_{1}(x), y_{2}(x)\right)$ |  |
| :---: | :--- | :--- | :--- | :--- | :--- |
|  |  | $M=3, N=4$ | $M=4, N=8$ | $M=3, k=3$ | $M=4, k=4$ |
| 0.2 | $(1.2,1.04)$ | $(1.19996,1.03998)$ | $(1.2,1.04)$ | $(1.19934,1.03968)$ | $(1.2,1.04)$ |
| 0.4 | $(1.4,1.16)$ | $(1.39993,1.15998)$ | $(1.4,1.16)$ | $(1.3989,1.15974)$ | $(1.39999,1.16)$ |
| 0.6 | $(1.6,1.36)$ | $(1.59992,1.36003)$ | $(1.6,1.36)$ | $(1.5987,1.3606)$ | $(1.59999,1.36)$ |
| 0.8 | $(1.8,1.64)$ | $(1.79992,1.64016)$ | $(1.8,1.64)$ | $(1.79872,1.64263)$ | $(1.79999,1.64001)$ |

Table 4.10: Absolute errors obtained by HLBPF for Example 4.3.2

| $x$ | Absolute errors of $\left(y_{1}(x), y_{2}(x)\right)$ by HLBPF |  |
| :--- | :--- | :--- |
|  | $M=3, N=4$ | $M=4, N=8$ |
| 0.2 | $(4.10536 \mathrm{E}-5,2.00077 \mathrm{E}-5)$ | $(6.61903 \mathrm{E}-7,3.44454 \mathrm{E}-7)$ |
| 0.4 | $(6.78282 \mathrm{E}-5,1.64768 \mathrm{E}-5)$ | $(1.10299 \mathrm{E}-6,3.30471 \mathrm{E}-7)$ |
| 0.6 | $(8.03238 \mathrm{E}-5,3.42853 \mathrm{E}-5)$ | $(1.32326 \mathrm{E}-6,4.0039 \mathrm{E}-7)$ |
| 0.8 | $(7.85405 \mathrm{E}-5,1.56357 \mathrm{E}-4)$ | $(1.32272 \mathrm{E}-6,2.20657 \mathrm{E}-6)$ |

$$
\begin{aligned}
& y_{1}(x)=1-\frac{17}{20} x-\frac{7}{6} x^{2}+\int_{0}^{1} x t^{2} y_{1}^{3}(t) d t+\int_{0}^{1} x^{2} t y_{2}^{2}(t) d t, \\
& y_{2}(x)=1-\frac{17}{12} x+x^{2}-\frac{31}{10} x^{3}+\int_{0}^{1} x t y_{1}^{2}(t) d t+\int_{0}^{1} x^{3} t y_{2}^{4}(t) d t,
\end{aligned}
$$

with the exact solutions $y_{1}(x)=x+1$ and $y_{2}(x)=x^{2}+1$. The approximate solutions obtained by hybrid Legendre-Block-Pulse functions for different values of $N$ and $M$ have been compared with the solutions obtained by Legendre wavelet method for different values of $M$ and $k$ and this comparison has been cited in Table 4.9. Table 4.10 cites the absolute errors for the above approximate solutions by HLBPF. The overall time estimation for Example 4.3.2 solved by HLBPF is 4.96 seconds and 29.094 seconds for $M=3, N=4$, and $M=4, N=8$, respectively. The memory space used for this computation is 37644356 bytes and 39543532 bytes for $M=3, N=4$, and $M=4, N=8$, respectively.

Example 4.3.3. Consider the following system of Fredholm integral equations

$$
\begin{aligned}
& y_{1}(x)=-1+\sec x-\tan 1+\int_{0}^{1}\left(y_{1}^{2}(t)+y_{1}(t) y_{2}(t)\right) d t, \\
& y_{2}(x)=1+\cos x-\tan 1+\int_{0}^{1}\left(y_{1}^{2}(t)-y_{1}(t) y_{2}(t)\right) d t,
\end{aligned}
$$

with the exact solutions $y_{1}(x)=\sec x$ and $y_{2}(x)=\cos x$. The approximate solutions obtained by hybrid Legendre-Block-Pulse functions for different values of $N$ and $M$ have been compared with the solutions obtained by Legendre wavelet method for different values of $M$ and $k$ and this comparison has been cited in Table 4.11. Table 4.12 cites the absolute errors for the above approximate solutions by HLBPF. The overall time estimation for Example 4.3.3 solved by HLBPF is 71.277 seconds and 247.137 seconds for $M=3, N=4$, and $M=4, N=8$, respectively. The memory space used for this computation is 64347740 bytes and 70008212 bytes for $M=3, N=4$, and $M=4, N=8$, respectively.

Numerical solutions of nonlinear Fredholm integral equations system by polynomial Chapter 4 approximation and orthogonal functions

Table 4.11: Approximate solutions obtained by HLBPF and LWM for Example 4.3.3

| $x$ | Exact solution of <br> $\left(y_{1}(x), y_{2}(x)\right)$ | HLBPF solution for <br> $\left(y_{1}(x), y_{2}(x)\right)$ |  | LWM solution for <br> $\left(y_{1}(x), y_{2}(x)\right)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $M=3, N=4$ | $M=4, N=8$ | $M=3, k=3$ | $M=4, k=4$ |
| 0.2 | $(1.02034,0.980067)$ | $(1.02039,0.980066)$ | $(1.02034,0.980066)$ | $(1.02107,0.979646)$ | $(1.02035,0.980063)$ |
| 0.4 | $(1.0857,0.921061)$ | $(1.08581,0.921066)$ | $(1.08571,0.92106)$ | $(1.08649,0.920646)$ | $(1.08571,0.921058)$ |
| 0.6 | $(1.21163,0.825336)$ | $(1.21136,0.825306)$ | $(1.21163,0.825335)$ | $(1.21204,0.824886)$ | $(1.21164,0.825333)$ |
| 0.8 | $(1.43532,0.696707)$ | $(1.43425,0.696664)$ | $(1.43532,0.696706)$ | $(1.43492,0.696244)$ | $(1.43533,0.696704)$ |

Table 4.12: Absolute errors obtained by HLBPF for Example 4.3.3

| $x$ | Absolute errors of $\left(y_{1}(x), y_{2}(x)\right)$ by HLBPF |  |  |
| :--- | :--- | :--- | :---: |
|  | $M=3, N=4$ | $M=4, N=8$ |  |
| 0.2 | $(5.3713 \mathrm{E}-5,5.89798 \mathrm{E}-7)$ | $(1.46257 \mathrm{E}-6,7.37282 \mathrm{E}-7)$ |  |
| 0.4 | $(1.0432 \mathrm{E}-4,5.47522 \mathrm{E}-6)$ | $(2.47224 \mathrm{E}-6,6.50458 \mathrm{E}-7)$ |  |
| 0.6 | $(2.6703 \mathrm{E}-4,2.9125 \mathrm{E}-5)$ | $(3.09455 \mathrm{E}-6,6.54156 \mathrm{E}-7)$ |  |
| 0.8 | $(1.07747 \mathrm{E}-3,4.27048 \mathrm{E}-5)$ | $(1.39276 \mathrm{E}-6,7.27628 \mathrm{E}-7)$ |  |

Example 4.3.4. Consider the following system of Fredholm integral equations

$$
\begin{aligned}
& y_{1}(x)=\mu \int_{0}^{1} K(x, t)\left[\left(\beta-y_{1}(t)\right) e^{y_{1}(t)}+\left(\beta-y_{2}(t)\right) e^{y_{2}(t)}\right] d t \\
& y_{2}(x)=\int_{0}^{1}\left(e^{x t} e^{y_{1}(t)}+e^{-x t} e^{y_{2}(t)}\right) d t
\end{aligned}
$$

where $K(x, t)=\left\{\begin{array}{ll}e^{\lambda(x-t)}, & 0 \leq x<t \\ 1, & t \leq x \leq 1\end{array}\right.$, and $\mu=0.02, \beta=3$, and $\lambda=10$. The exact solutions of above system for Fredholm integral equations are unknown. The approximate solutions obtained by hybrid Legendre-Block-Pulse functions for different values of $N$ and $M$ have been compared with the solutions obtained by Legendre wavelet method for different values of $M$ and $k$ and cited in Table 4.13. The overall time estimation for Example 4.3.4 solved by HLBPF is 366.944 seconds and 2526.39 seconds for $M=3, N=4$, and $M=4$, $N=8$, respectively. The memory space used for this computation is 69862228 bytes and 129651640 bytes for $M=3, N=4$, and $M=4, N=8$, respectively. The Table 4.13 confirms that there is a good agreement of results between these two methods. Therefore it justifies the ability, efficiency and applicability of the present method.

Table 4.13: Approximate solutions obtained by HLBPF and LWM for Example 4.3.4

| $x$ | Approximate solutions of <br> $\left(y_{1}(x), y_{2}(x)\right)$ by HLBPF |  | Approximate solutions of <br> $\left(y_{1}(x), y_{2}(x)\right)$ by LWM |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $M=3, N=4$ | $M=4, N=8$ | $M=3, k=3$ | $M=4, k=4$ |
| 0.2 | $(0.0207894,1.37402)$ | $(0.0207893,1.37401)$ | $(0.0208479,1.35188)$ | $(0.0208482,1.35187)$ |
| 0.4 | $(0.0343434,1.52401)$ | $(0.0343436,1.524)$ | $(0.034531,1.46505)$ | $(0.0345316,1.46504)$ |
| 0.6 | $(0.0475951,1.69596)$ | $(0.0475884,1.69597)$ | $(0.0479556,1.59915)$ | $(0.0479491,1.59917)$ |
| 0.8 | $(0.0600656,1.89354)$ | $(0.0599892,1.89357)$ | $(0.0606086,1.75719)$ | $(0.0605317,1.75722)$ |

### 4.4 Conclusion

In this present analysis, we have proposed two computational methods to approximate the solutions of the system of nonlinear Fredholm integral equations of second kind. The proposed methods are very simple and straight forward method which based on approximation of the unknown function of an integral equation in terms of the Bernstein polynomials and hybrid Legendre-Block-Pulse functions. Using this method, the system of integral equations has been reduced to solve a system of algebraic equations. In section 4.2, the numerical solutions obtained by Bernstein polynomial collocation method are compared with the B-spline wavelet method solutions. From the Tables, it manifests that the present method has a good accuracy than other method. The first time, nonlinear Fredholm-Hammerstein integral equations system has been solved by using hybrid Legendre-Block-Pulse functions. The hybrid Legendre and Block-Pulse functions are orthogonal piecewise continuous functions which prompts flexibility for application. In section 4.3, the numerical solutions obtained by HLBPF are compared with the LWM solutions. The overall cost estimation has been obtained for each problem and it justify that the above said HLBPF method is not expensive and it can be applied for solving other integral and differential equations. The illustrated examples analyze and justify the ability and the reliability of the present methods. Solutions obtained by the present methods in compared to exact solutions admit a remarkable efficiency and accuracy. The main advantages of these methods are its efficiency and simple applicability.

## Chapter 5

# Numerical solutions of Hammerstein integral equations arising in Chemical phenomenon 

### 5.1 Introduction

In this chapter, the numerical solutions of nonlinear Hammerstein integral equations arising in chemical phenomenon have been discussed. Firstly, we have solved an integral equation which forms the basis for the conductor like screening model for real solvent (COSMO-RS) appeared in chemical phenomenon. Conductor like screening model for real solvent (COSMO-RS) [55] is a quantum chemistry based equilibrium thermodynamics method with the purpose of predicting chemical potential $\mu$ in liquids. It processes the screening charge density $\sigma$ on the surface of molecules to calculate the chemical potential $\mu$ of each species in solution. As an initial step a quantum chemical COSMO calculation for all molecules is performed and the results (e.g. screening change density) are stored in a database. In a separate step COSMO-RS uses the stored COSMO results to calculate the chemical potential of the molecules in a liquid solvent or mixture. The resulting chemical potentials are the basis for other thermodynamic equilibrium properties such as activity co-efficients, solubility, partition co-efficients, vapor pressure and free energy of solvation. The method was developed to provide a general prediction method with no need for system specific adjustment. Due to use of $\sigma$ from COSMO calculation, COSMO-RS does not require functional group parameters. Quantum chemical effects like group-group interaction, mesmeric effects and inductive effects also are incorporated into COSMO-RS by this approach.

Our aim is to solve the Hammerstein nonlinear integral equation

$$
\mu_{S}(\sigma)=-R T \ln \left[\int P_{S}\left(\sigma^{\prime}\right) \exp \left(-\frac{E_{\text {int }}\left(\sigma, \sigma^{\prime}\right)-\mu_{S}\left(\sigma^{\prime}\right)}{R T}\right) d \sigma^{\prime}\right],
$$

where $R$ is the gas constant, $T$ is the temperature and the term $E_{\text {int }}\left(\sigma, \sigma^{\prime}\right)$ denotes the interaction energy expression for the segments with screening charge density $\sigma$ and $\sigma^{\prime}$
respectively, the molecular interaction in solvent is $P_{S}(\sigma)$ and the chemical potential of the surface segments is described by $\mu_{S}(\sigma)$ which is to be determined. This problem has been solved by Bernstein collocation method, Haar wavelet method, and Sinc collocation method. All the above methods have been applied to solve the integral equations by reducing to system of algebraic equations. Comparison has been done for these methods, to demonstrate the validity and applicability of Bernstein collocation method, Haar wavelet method and Sinc collocation method.

Secondly, the mathematical model has been considered for an adiabatic tubular chemical reactor which processes an irreversible exothermic chemical reaction. For steady state solution for an adiabatic tubular chemical reactor, the model can be reduced to ordinary differential equation with a parameter in the boundary conditions. For easy computation, the problem can be converted into a Hammerstein integral equation which can be solved easily. The numerical method based on linear B-spline wavelets has been developed to approximate the solution of Hammerstein integral equation. This method reduces the integral equation to a system of algebraic equations that can be solved numerically easily. The numerical results obtained by the present method have been compared with the results obtained by Contraction mapping principle (CMP), Shooting method (SM) and Adomian's decomposition method (ADM) to demonstrate the validity and applicability of the present method.

### 5.2 Comparative Experiment on the Numerical Solutions of Hammerstein Integral Equation Arising from Chemical Phenomenon

The COSMO-RS method was first published in 1995 by A. Klamt [55]. A refined version of COSMO-RS was published in 1998 [56] and is the basis for new developments and reimplementation [57-60]. Within the basic formulation of COSMO-RS, interaction terms depend on the screening charge density $\sigma$. Each molecule and mixture can be represented by the histogram $P(\sigma)$, the so called $\sigma$-profile. The $\sigma$-profile of a mixture is the weighted sum of the profiles of all its components. Using the interaction energy $E_{\text {int }}\left(\sigma, \sigma^{\prime}\right)$ and the $\sigma$-profile of the solvent $P\left(\sigma^{\prime}\right)$, the chemical potential $\mu_{S}(\sigma)$ of a surface piece with screening charge $\sigma$ is determined as [60]

$$
\begin{equation*}
\mu_{S}(\sigma)=-R T \ln \left[\int P_{S}\left(\sigma^{\prime}\right) \exp \left(-\frac{E_{\text {int }}\left(\sigma, \sigma^{\prime}\right)-\mu_{S}\left(\sigma^{\prime}\right)}{R T}\right) d \sigma^{\prime}\right], \tag{5.1}
\end{equation*}
$$

where $R$ is the gas constant, $T$ is the temperature and the term $E_{\text {int }}\left(\sigma, \sigma^{\prime}\right)$ denotes the interaction energy expression for the segments with screening charge density $\sigma$ and $\sigma^{\prime}$ respectively, the molecular interaction in solvent is $P_{S}(\sigma)$ and the chemical potential of the surface segments is described by $\mu_{S}(\sigma)$ which is to be determined. The domain of
integration is determined by the characteristics of the $\sigma$-profile.

We can rewrite the eq. (5.1) as

$$
-\frac{\mu_{S}(\sigma)}{R T}=\ln \left[\int_{a}^{b} K\left(\sigma, \sigma^{\prime}\right) \exp \left(\frac{\mu_{S}\left(\sigma^{\prime}\right)}{R T}\right) d \sigma^{\prime}\right],
$$

where $K\left(\sigma, \sigma^{\prime}\right)=P_{S}\left(\sigma^{\prime}\right) \Omega\left(\sigma, \sigma^{\prime}\right)$ and $\Omega\left(\sigma, \sigma^{\prime}\right)=\exp \left\{-\frac{E_{\text {int }}\left(\sigma, \sigma^{\prime}\right)}{R T}\right\}$. Now, by substituting $y(\sigma)=\exp \left(-\frac{\mu_{S}(\sigma)}{R T}\right)$, we have

$$
\begin{equation*}
y(\sigma)=\int_{a}^{b} K\left(\sigma, \sigma^{\prime}\right)\left(y\left(\sigma^{\prime}\right)\right)^{-1} d \sigma^{\prime} \tag{5.2}
\end{equation*}
$$

The above eq. (5.2) is nothing but the well known nonlinear Hammerstein integral equation. The general form of nonlinear Hammerstein integral equation is given as [61]

$$
\begin{equation*}
y(x)=g(x)+\int_{a}^{b} K(x, t) F(t, y(t)) d t \tag{5.3}
\end{equation*}
$$

where $K(x, t), g(x)$ and $F(t, y)$ are known functions and $y(x)$ is the unknown function which should be determined.
A computational approach to solve integral equation is an essential work in scientific research. There are available many numerical methods for solving Hammerstein integral equations [23, 24, 61-65]. The learned researchers Dehghan et al. have applied Bernstein polynomial operational matrices for solving age-structured population models [66]. Ritz-Galerkin method with Bernstein polynomial basis [67] has been used for solving heat equation with non-classic boundary conditions. The authors have applied Bernstein polynomial to solve system of nonlinear Fredholm integral equations [20]. Thomas-Fermi equation [68] has been solved by Sinc collocation method that converges to the solution at an exponential rate. Saadatmandi et al. [69] have solved class of fractional convection-diffusion equation with variable coefficients by Sinc-Legendre collocation method. Haar wavelet method has been applied to solve fractional differential equation by Saha Ray et al. [13, 14]. Legendre multi-wavelets have been used for solving weakly singular Fredholm integro-differential equations [70]. Some iterative techniques and quadrature formulae [61, 62] have been applied to solve Hammerstein integral equations by Saha Ray et al. Also Hammerstein integral equation has been solved by B-spline wavelets [64].

In this present study, nonlinear Hammerstein integral equations have been solved by Bernstein collocation method, Haar wavelet method, and Sinc collocation method. All the above methods have been applied to solve the integral equations by reducing to system of algebraic equations. From the obtained results, it is quite plausible that the results obtained by Bernstein collocation method converge more rapidly than other two methods.

### 5.2.1 Bernstein collocation method

Bernstein polynomials defined in section 2.7 of Chapter 2 form a complete basis [20] over the interval $[a, b]$. It is easy to show that any given polynomials of degree $n$ can be expressed in terms of linear combination of the basis functions. A function $y(x)$ defined over $[a, b]$ can be approximated by Bernstein polynomials basis functions of degree $n$ as

$$
\begin{equation*}
y(x) \approx \sum_{i=0}^{n} c_{i} B_{i, n}(x)=C^{T} B(x) \tag{5.4}
\end{equation*}
$$

where $C$ and $B(x)$ are $(n+1) \times 1$ column vectors defined in section 2.7.2 of Chapter 2. For solving eq. (5.3), we first assume

$$
\begin{equation*}
z(x)=F(x, y(x))=(y(x))^{-1} . \tag{5.5}
\end{equation*}
$$

From eq. (5.3), we can approximate the unknown function $y(x)$ and $z(x)$ as

$$
\begin{align*}
& y(x)=C_{1}^{T} B(x),  \tag{5.6}\\
& z(x)=C_{2}^{T} B(x), \tag{5.7}
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are $(n+1) \times 1$ column vectors similar to $C$.
Substituting eqs. (5.5)-(5.7) in eq. (5.3), we have

$$
\begin{equation*}
C_{1}^{T} B(x)=g(x)+\int_{a}^{b} K(x, t) C_{2}^{T} B(t) d t \tag{5.8}
\end{equation*}
$$

Taking $G(x)=\int_{a}^{b} K(x, t) B(t) d t$ then the eq. (5.8) can be reduced as

$$
\begin{equation*}
C_{1}^{T} B(x)=g(x)+C_{2}^{T} G(x) . \tag{5.9}
\end{equation*}
$$

Again from eq. (5.5), we have

$$
\begin{equation*}
C_{2}^{T} B(x)=F\left(x, C_{1}^{T} B(x)\right) . \tag{5.10}
\end{equation*}
$$

From eqs. (5.9) and (5.10), we get

$$
\begin{equation*}
C_{2}^{T} B(x)=F\left(x, g(x)+C_{2}^{T} G(x)\right) . \tag{5.11}
\end{equation*}
$$

Putting the collocation points $x_{l}=x_{0}+l h$, where $x_{0}=a, h=\frac{b-a}{n}$ and $l=0,1, \ldots, n$, in eq. (5.11), we have

$$
\begin{equation*}
C_{2}^{T} B\left(x_{l}\right)=F\left(x_{l}, g\left(x_{l}\right)+C_{2}^{T} G\left(x_{l}\right)\right) . \tag{5.12}
\end{equation*}
$$

Now eq. (5.12) gives a system of $n+1$ algebraic equations with same number of unknowns for vector $C_{2}$. Numerically solving this algebraic system, we can obtain the values of unknowns for vector $C_{2}$ and hence the solution $y(x)=f\left(C_{2}^{T} B(x)\right)=\frac{1}{C_{2}^{T} B(x)}$.

### 5.2.2 Haar wavelet method

The Haar functions are the family of switched rectangular waveforms where amplitudes can differ from one function to another function. Usually the Haar wavelets are defined on the interval $[0,1]$ but in general case these are defined on $[a, b]$. We divide the interval $[a, b]$ into $m$ equal subintervals. In this case the orthogonal set of Haar functions are defined on the interval $[a, b]$ by $[13,14]$ (see section 2.5 of Chapter 2).

An arbitrary function $y(x) \in L^{2}[a, b]$ can be approximated with finite terms as

$$
\begin{equation*}
y(x) \approx \sum_{i=0}^{m-1} c_{i} h_{i}(x)=C_{(m)}^{T} h_{(m)}(x) \tag{5.13}
\end{equation*}
$$

where the coefficient vector $C_{(m)}^{T}$ and the Haar function vector $h_{(m)}(x)$ are, respectively, defined in eq. (2.58) of Chapter 2.

For solving eq. (5.3), we first assume

$$
\begin{equation*}
z(x)=F(x, y(x))=(y(x))^{-1} . \tag{5.14}
\end{equation*}
$$

From eq. (5.3), we can approximate the unknown function $y(x)$ and $z(x)$ as

$$
\begin{align*}
& y(x)=A_{(m)}^{T} h_{(m)}(x),  \tag{5.15}\\
& z(x)=B_{(m)}^{T} h_{(m)}(x), \tag{5.16}
\end{align*}
$$

where $A_{(m)}^{T}$ and $B_{(m)}^{T}$ are $1 \times(m+1)$ row vectors similar to $C_{(m)}^{T}$.
Substituting eqs. (5.14)-(5.16) in eq. (5.3), we have

$$
\begin{equation*}
A_{(m)}^{T} h_{(m)}(x)=g(x)+\int_{a}^{b} K(x, t) B_{(m)}^{T} h_{(m)}(t) d t \tag{5.17}
\end{equation*}
$$

Taking $G_{(m)}(x)=\int_{a}^{b} K(x, t) h_{(m)}(t) d t$ then the eq. (5.17) can be reduced as

$$
\begin{equation*}
A_{(m)}^{T} h_{(m)}(x)=g(x)+B_{(m)}^{T} G_{(m)}(x) . \tag{5.18}
\end{equation*}
$$

Again from eq. (5.14), we have

$$
\begin{equation*}
B_{(m)}^{T} h_{(m)}(x)=F\left(x, A_{(m)}^{T} h_{(m)}(x)\right) \tag{5.19}
\end{equation*}
$$

From eqs. (5.18) and (5.19), we get

$$
\begin{equation*}
B_{(m)}^{T} h_{(m)}(x)=F\left(x, g(x)+B_{(m)}^{T} G_{(m)}(x)\right) \tag{5.20}
\end{equation*}
$$

Putting the collocation points $x_{l}=a+(l-0.5) \frac{(b-a)}{m}, \quad l=1,2, \ldots, m$ in eq. (5.20), we
have

$$
\begin{equation*}
B_{(m)}^{T} h_{(m)}\left(x_{l}\right)=F\left(x_{l}, g\left(x_{l}\right)+B_{(m)}^{T} G_{(m)}\left(x_{l}\right)\right) . \tag{5.21}
\end{equation*}
$$

Now eq. (5.21) gives a system of $m$ algebraic equations with same number of unknowns for vector $B_{(m)}^{T}$. Numerically solving this algebraic system, we can obtain the values of unknowns for vector $B_{(m)}^{T}$ and hence the solution $y(x)=f\left(B_{(m)}^{T} h_{(m)}(x)\right)=\frac{1}{B_{(m)}^{T} h_{(m)}(x)}$.

### 5.2.3 Sinc collocation method

In this section, we have employed Sinc function approximation to solve the nonlinear Hammerstein integral equation. The properties of Sinc function and the function approximation are defined in section 2.9 of Chapter 2.

Consider the nonlinear Hammerstein integral equation defined in eq. (5.3) as

$$
\begin{equation*}
y(x)=g(x)+\int_{a}^{b} K(x, t) F(t, y(t)) d t, \quad x \in[a, b] . \tag{5.22}
\end{equation*}
$$

By applying formula defined in eq. (2.76) of Chapter 2 in eq. (5.22), we have

$$
\begin{equation*}
\int_{a}^{b} K(x, t) F(t, y(t)) d t \approx h \sum_{j=-N}^{N} K\left(x, t_{j}\right) F\left(t_{j}, y\left(t_{j}\right)\right) \varphi^{\prime}(j h), \tag{5.23}
\end{equation*}
$$

where

$$
\begin{aligned}
h & =\frac{1}{N} \ln \left(\frac{2 \pi d N}{\alpha}\right) \\
t_{j} & =\varphi(j h), \quad j=-N, \ldots, N
\end{aligned}
$$

From eqs. (5.22) and (5.23), we can reduce the integral equation to the algebraic system by putting $x=x_{k}$ as

$$
\begin{equation*}
y\left(x_{k}\right)=g\left(x_{k}\right)+h \sum_{j=-N}^{N} K\left(x_{k}, t_{j}\right) F\left(t_{j}, y\left(t_{j}\right)\right) \varphi^{\prime}(j h), \tag{5.24}
\end{equation*}
$$

where $x_{k}=\varphi(k h), k=-N, \ldots, N$.
Eq. (5.24) gives a system of $2 N+1$ nonlinear algebraic equations along with unknowns $y_{j}=y\left(x_{j}\right), \quad j=-N, \ldots, N$.
Solving this nonlinear system by Newton's method, we obtain the approximate solutions $y_{j}, \quad j=-N, \ldots, N$. Then we can obtain the approximate solution for eq. (5.3) as

$$
\begin{equation*}
y_{N}(x)=g(x)+h \sum_{j=-N}^{N} K\left(x, t_{j}\right) F\left(t_{j}, y_{j}\right) \varphi^{\prime}(j h) . \tag{5.25}
\end{equation*}
$$

### 5.2.4 Illustrative examples

Example 5.2.1. Let us now investigate the solution of the COSMO-RS integral equation [60]

$$
y(\sigma)=\int_{a}^{b} P_{S}\left(\sigma^{\prime}\right) \Omega\left(\sigma, \sigma^{\prime}\right)\left(y\left(\sigma^{\prime}\right)\right)^{-1} d \sigma^{\prime}
$$

for a particular case of the energy expression, namely the electrostatic misfit energy. In this case the relevant part of the kernel of integral equation is given by $\Omega\left(\sigma, \sigma^{\prime}\right)=\exp \{-(\sigma+$ $\left.\left.\sigma^{\prime}\right)^{2}\right\}$.
Also, we employ the following piecewise defined analytical function as synthetic $\sigma$-profile:

$$
P_{S}(\sigma)= \begin{cases}\exp \left(-(5 \sigma+2.5)^{2}\right)+\frac{1}{25 \sigma^{2}+1}+\frac{(\sin (5 \sigma+2.5))^{2}}{(5 \sigma-2.5)^{4}+1}+q(5 \sigma), & -2 \leq \sigma<2 \\ 0, & \text { Otherwise }\end{cases}
$$

where $q(\sigma)= \begin{cases}-(\sigma-7)(\sigma-9), & 7 \leq \sigma<9 \\ 0, & \text { otherwise } .\end{cases}$
So, COSMO-RS integral equation will be

$$
y(\sigma)=\int_{-3}^{3} P_{S}\left(\sigma^{\prime}\right) \Omega\left(\sigma, \sigma^{\prime}\right)\left(y\left(\sigma^{\prime}\right)\right)^{-1} d \sigma^{\prime}
$$

This problem has been solved by above three numerical methods, viz. Bernstein collocation method (BCM), Haar wavelet method (HWM), and Sinc collocation method (SCM). The numerical results obtained by above three methods have been cited in the Table 5.1. In this problem, the reduced algebraic system has been solved by Newton's method with initial guess at zero so that the Jacobian is nonsingular.

Table 5.1: Numerical results for Example 5.2.1

| $x$ |  | $\underline{\text { BCM }}$ |  |  | $\underline{\text { HWM }}$ |  |  | SCM |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | $n=20$ | $n=40$ | $n=60$ | $m=32$ | $m=64$ | $m=128$ | $N=20$ | $N=40$ | $N=60$ |  |
| -3 | 0.33983 | 0.3399 | 0.33989 | 0.44725 | 0.38618 | 0.3624 | 0.41505 | 0.31313 | 0.34715 |  |
| -2.5 | 1.0436 | 1.03996 | 1.037 | 1.00784 | 1.0684 | 1.02392 | 1.25782 | 0.95974 | 1.0586 |  |
| -2 | 1.9687 | 1.96368 | 1.96735 | 2.06715 | 1.94737 | 1.9819 | 2.36792 | 1.82947 | 2.00682 |  |
| -1.5 | 2.39346 | 2.39354 | 2.39345 | 2.42834 | 2.39556 | 2.39436 | 2.84492 | 2.24043 | 2.43812 |  |
| -1 | 2.0452 | 2.0453 | 2.04523 | 2.11768 | 2.0326 | 2.05572 | 2.36157 | 1.93929 | 2.07666 |  |
| -0.5 | 1.49406 | 1.49409 | 1.49405 | 1.47893 | 1.51148 | 1.48742 | 1.62531 | 1.45005 | 1.50733 |  |
| 0 | 1.10484 | 1.10484 | 1.10484 | 1.04319 | 1.07366 | 1.08914 | 1.12284 | 1.09871 | 1.10684 |  |
| 0.5 | 0.76102 | 0.76102 | 0.76102 | 0.78163 | 0.74959 | 0.76651 | 0.74178 | 0.76831 | 0.75897 |  |
| 1 | 0.41419 | 0.41419 | 0.41419 | 0.39251 | 0.42374 | 0.40917 | 0.39492 | 0.42196 | 0.41195 |  |
| 1.5 | 0.16382 | 0.16381 | 0.16382 | 0.13146 | 0.14740 | 0.15548 | 0.15365 | 0.16812 | 0.16255 |  |
| 2 | 0.04623 | 0.04623 | 0.04623 | 0.05002 | 0.04415 | 0.04725 | 0.04255 | 0.04789 | 0.04572 |  |
| 2.5 | 0.00967 | 0.00967 | 0.00967 | 0.00860 | 0.01018 | 0.00942 | 0.00865 | 0.01019 | 0.00950 |  |
| 3 | 0.00163 | 0.00163 | 0.00163 | 0.03384 | 0.03375 | 0.03367 | 0.00140 | 0.00177 | 0.00158 |  |

Example 5.2.2. Consider the nonlinear Hammerstein integral equation (5.3)(see ref. [60]) where $K(x, t)=e^{-10(x+t)}, F(t, y(t))=(y(t))^{-1}$, and $g(x)=\frac{21-11 \exp (10)}{100} \exp (-10(1+$ $x))+\frac{1}{1+x}$. The interval of integration is $[0,1]$. The exact equation of this problem is $y(x)=\frac{1}{1+x}$. This problem has been solved by above three numerical methods, viz. Bernstein collocation method (BCM), Haar wavelet method (HWM), and Sinc collocation method (SCM) and the corresponding absolute errors have been cited in Table 5.2.

Table 5.2: Absolute errors for Example 5.2.2

| $x$ | BCM $(n=10)$ | HWM $(m=32)$ | SCM $(N=10)$ |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 0.0153187 | 0.00775417 |
| 0.1 | $2.22045 \mathrm{E}-16$ | 0.00765666 | 0.0028526 |
| 0.2 | $3.33067 \mathrm{E}-16$ | 0.0021544 | 0.00104941 |
| 0.3 | $3.33067 \mathrm{E}-16$ | 0.00185752 | 0.000386057 |
| 0.4 | $1.11022 \mathrm{E}-16$ | 0.00481696 | 0.000142023 |
| 0.5 | 0 | 0.00687241 | 0.0000522472 |
| 0.6 | $1.11022 \mathrm{E}-16$ | 0.0036406 | 0.0000192207 |
| 0.7 | $1.11022 \mathrm{E}-16$ | 0.00107926 | $7.07089 \mathrm{E}-6$ |
| 0.8 | $1.11022 \mathrm{E}-16$ | 0.00096621 | $2.60123 \mathrm{E}-6$ |
| 0.9 | 0 | 0.00260984 | $9.56941 \mathrm{E}-7$ |
| 1 | 0 | 0.00393701 | $3.52039 \mathrm{E}-7$ |

### 5.3 Numerical Solution For Hammerstein Integral Equation Arising From Chemical Reactor Theory By Using Semiorthogonal B-Spline Wavelets

In this section, a mathematical model has been developed for an adiabatic tubular chemical reactor [71] which processes an irreversible exothermic chemical reaction. For steady state solution, the model can be reduced to ordinary differential equation with a parameter in the boundary conditions [72] as follows

$$
\begin{equation*}
u^{\prime \prime}-\lambda u^{\prime}+F(\lambda, \mu, \beta, u)=0, \tag{5.26}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
u^{\prime}(0)=\lambda u(0), \quad u^{\prime}(1)=0, \tag{5.27}
\end{equation*}
$$

where

$$
F(\lambda, \mu, \beta, u)=\lambda \mu(\beta-u) \exp (u) .
$$

The unknown $u$ represents the steady state temperature of the reaction, and the parameters $\lambda$, $\mu$ and $\beta$ represent the Peclet number, the Damkohler number and the dimensionless adiabatic temperature rise respectively. This problem has been studied by many authors [71-74]. The existence of numerical solution of this problem for particular parameter range has been discussed in [71-74].
In order to develop the solution of the problem defined in eq. (5.26), the problem can be converted into nonlinear Hammerstein integral equation by using Green's function. The Hammerstein integral form of eq. (5.26) with boundary conditions eq. (5.27) can be defined as

$$
\begin{equation*}
u(x)=\int_{0}^{1} K(x, t) g(t, u(t)) d t \quad 0 \leq x \leq 1 \tag{5.28}
\end{equation*}
$$

where

$$
K(x, t)= \begin{cases}e^{\lambda(x-t)}, & \text { if } 0 \leq x \leq t \\ 1, & \text { if } t \leq x \leq 1\end{cases}
$$

and

$$
g(t, u(t))=\mu(\beta-u) \exp (u) .
$$

In this section, we consider eq. (5.28) as Hammerstein integral equation in the space of continuous functions on the closed interval. Throughout, we assume $\lambda$ and $\mu$ are positive, and $\beta$ is nonnegative. Our main work is to solve this Hammerstein integral equation by B-spline wavelet method. B-spline wavelet method has been applied to solve the integral equations of different forms [45, 61, 75]. The learned researchers Saha Ray et al. have solved nonlinear Fredholm integral equations [61] and system of linear and nonlinear Fredholm integral equations [45, 75] by B-spline wavelet method. The B-spline wavelet method converts the Hammerstein integral equation to a system of algebraic equations and that algebraic equations system again can be solved by any of the usual numerical methods. The obtained results have been compared with the results obtained by Adomian's decomposition method, contraction mapping principle and shooting method [72].

### 5.3.1 Application of B-spline wavelet method to the Hammerstein integral equations

In this section, we have solved the nonlinear Fredholm Hammerstein integral equation defined in eq. (5.28) using B-spline wavelets. B-spline wavelets and its function approximations are defined in section 2.2 of Chapter 2. First, we assume

$$
\begin{equation*}
g(x, u(x))=z(x) \quad 0 \leq x \leq 1 . \tag{5.29}
\end{equation*}
$$

Now from eq. (2.13) of Chapter 2, we can approximate the functions $z(x)$ and $u(x)$ as

$$
\begin{align*}
& z(x)=A^{T} \Psi(x),  \tag{5.30}\\
& u(x)=B^{T} \Psi(x), \tag{5.31}
\end{align*}
$$

where $A$ and $B$ are $\left(2^{M+1}+1\right) \times 1$ column vectors similar to $C$ as in eq. (2.14) of Chapter 2.

Again using the dual of wavelet functions, we can approximate $K(x, t)$ as follows.

$$
\begin{equation*}
K(x, t)=\tilde{\Psi}^{T}(x) \Theta \tilde{\Psi}(x) \tag{5.32}
\end{equation*}
$$

where

$$
\Theta=\int_{0}^{1}\left[\int_{0}^{1} K(x, t) \Psi(t) d t\right] \Psi(x) d x .
$$

From eqs. (5.29)-(5.32), we get

$$
\begin{align*}
\int_{0}^{1} K(x, t) g(t, u(t)) d t & =\int_{0}^{1} A^{T} \Psi(t) \tilde{\Psi}^{T}(t) \Theta \tilde{\Psi}(x) d t \\
& =A^{T}\left[\int_{0}^{1} \Psi(t) \tilde{\Psi}^{T}(t) d t\right] \Theta \tilde{\Psi}(x) \\
& =A^{T} \Theta \tilde{\Psi}(x) \tag{5.33}
\end{align*}
$$

since

$$
\int_{0}^{1} \Psi(t) \tilde{\Psi}^{T}(t) d t=I
$$

Applying eqs. (5.29)-(5.33) in the eq. (5.28), we get

$$
\begin{equation*}
B^{T} \Psi(x)=A^{T} \Theta \tilde{\Psi}(x) \tag{5.34}
\end{equation*}
$$

Multiplying $\Psi^{T}(x)$ both sides of eq. (5.34) from the right and integrating with respect to $x$ from 0 to 1 , we get

$$
\begin{equation*}
B^{T} P=A^{T} \Theta, \tag{5.35}
\end{equation*}
$$

where $P$ is a $\left(2^{M+1}+1\right) \times\left(2^{M+1}+1\right)$ square matrix given by

$$
P=\int_{0}^{1} \Psi(x) \Psi^{T}(x) d x=\left(\begin{array}{ll}
P_{1} & \\
& P_{2}
\end{array}\right)
$$

and

$$
\int_{0}^{1} \tilde{\Psi}(x) \Psi^{T}(x)=I
$$

Eq. (5.35) gives a system of $\left(2^{(M+1)}+1\right)$ algebraic equations with $2\left(2^{(M+1)}+1\right)$ unknowns for $A$ and $B$ given in (5.30) and (5.31).
Again we utilize the following equation

$$
\begin{equation*}
g\left(x, B^{T} \Psi(x)\right)=A^{T} \Psi(x) \tag{5.36}
\end{equation*}
$$

with the collocation points

$$
\begin{equation*}
x_{s}=\frac{s-1}{2^{M+1}} \quad s=1,2, \ldots 2^{M+1}+1 . \tag{5.37}
\end{equation*}
$$

Eq. (5.36) gives a system of $\left(2^{(M+1)}+1\right)$ algebraic equations with $2\left(2^{(M+1)}+1\right)$ unknowns for $A$ and $B$.

Combining eqs. (5.35) and (5.36), we have total number of $2\left(2^{(M+1)}+1\right.$ ) algebraic equations with same number of unknowns for $A$ and $B$. Solving the system for the unknown coefficients in the vectors $A$ and $B$, we can obtain the solution $u(x)=B^{T} \Psi(x)$. Particularly, for $\lambda=10, \beta=3$ and $\mu=0.02$, the numerical results obtained by B-spline wavelet

Table 5.3: Comparison of numerical results obtained by B-spline wavelet method with the results of other available methods in ref. [72]

| $x$ | $\begin{aligned} & \text { B-spline } \\ & M=2 \end{aligned}$ | wavelet method $M=4$ | $\begin{aligned} & \hline \text { CMP } \\ & {[72]} \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { SM } \\ & \text { [72] } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \text { ADM } \\ & {[72]} \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.006045 | 0.006048 | 0.006079 | 0.006048 | 0.006048 |
| 0.2 | 0.018194 | 0.018193 | 0.018224 | 0.018192 | 0.018192 |
| 0.4 | 0.030424 | 0.030424 | 0.030456 | 0.030424 | 0.030424 |
| 0.6 | 0.042675 | 0.042669 | 0.042701 | 0.042669 | 0.042669 |
| 0.8 | 0.054332 | 0.054368 | 0.054401 | 0.054371 | 0.054371 |
| 1.0 | 0.062030 | 0.061505 | 0.061459 | 0.061458 | 0.061458 |

method are cited in Table 5.3. Also the Table 5.3 cites the comparison of results obtained by present method and the methods given in ref. [72] (i.e. Adomian's decomposition method, Contraction mapping principle and Shooting method).

### 5.4 Conclusion

In this present study, the COSMO-RS integral equation has been solved by Bernstein collocation method, Haar wavelet method and Sinc collocation method. All these methods have been applied to solve Hammerstein integral equation by reducing to a system of algebraic equations. Comparison of numerical results obtained by the three numerical methods, viz. Bernstein collocation method, Haar wavelet method, and Sinc collocation method, have been done in Tables 5.1 and 5.2. It can be clearly observed from the results of Tables 5.1 and 5.2 that the Bernstein collocation method is more powerful and converges rapidly than other two methods.

In another case, the semi-orthogonal compactly supported linear B-Spline Wavelets have been applied to solve the nonlinear Hammerstein integral equation which models an adiabatic tubular chemical reactor theory. Using this method, the integral equation has been reduced to a system of algebraic equations. The numerical results obtained by present method have been compared with the results obtained by Contraction mapping principle, Shooting method, and Adomian's decomposition method and this comparision justify that the present method gives accurate results with regard to other methods if we increase the value of $M$.

## Chapter 6

## Numerical solution of system of Volterra integro-differential equations

### 6.1 Introduction

This chapter involves the numerical techniques based on wavelets for solving Volterra integro-differential equations system. Integral equations occur naturally in many fields of science and engineering [25]. Wavelets theory is a relatively new and emerging area in the field of applied science and engineering. It has been applied in a wide range of engineering disciplines; particularly, wavelets are very successfully used in signal analysis for waveform representations and segmentations, time frequency analysis, and fast algorithms for easy implementation [2]. Wavelets permit the accurate representation of a variety of functions and operators. Moreover wavelets establish a connection with fast numerical algorithms [76]. Wavelets are powerful tools to explore new direction in solving differential equations and integral equations. In recent years, approximation based on basis functions has been used to estimate the solutions of integral equations, such as orthogonal functions and wavelets. Generally, the sets of piece-wise constant orthogonal functions (e.g., Walsh, Block-Pulse, Haar, etc.), the sets of orthogonal polynomials (e.g., Laguerre, Legendre, Chebyshev, etc.) and the sets of sine-cosine functions in Fourier series have been applied to solve integral equations. One of the most attractive proposals made in the last few years was an idea connected to the application of wavelets as basic functions in the numerical solution of integral equations. The wavelets technique allows the creation of very fast algorithms when compared to the algorithms ordinarily used.

Integral equation has been one of the essential tools for various areas of applied mathematics. Mathematical modeling of real-life problems usually results in functional equations, e.g. partial differential equations, integral and integro-differential equations, stochastic equations and others. Many mathematical formulations of physical phenomena contain integro-differential equations; these equations arise in fluid dynamics, biological models and chemical kinetics. Integro-differential equations arises in many physical processes, such as glass-forming process [77], nano-hydrodynamics [78], drop wise
condensation [79], wind ripple in the desert [80] and biological model [81].

In the past several decades, many effective methods for obtaining approximation or numerical solutions of linear and nonlinear integro-differential equations have been presented. There are various numerical and analytical methods to solve such problems. Nonlinear Volterra integro-differential equations play important roles in the mathematical modeling of many physical and biological phenomena, particularly in such fields as heat transfer, nuclear reactor dynamics, and thermo-elasticity, biological model. Many works have been developed to analyze the numerical methods for solving Volterra integro-differential equations with continuous kernels. In the literature, Legendre wavelet method (LWM) has been applied to solve the integral equations and integro-differential equations of different forms. Recently, Mohamed and Torky [82] have solved system of linear Fredholm and Volterra integral equation by applying Legendre wavelet method. In [83], the learned researchers Venkatesh et al. have applied Legendre wavelet method to solve class of nonlinear integro-differential equations. Also the Legendre wavelet method has been applied to solve nonlinear Volterra-Fredholm integral equations by Yousefi and Razzaghi in [84]. Biazer et al. in [85] have solved system of nonlinear Volterra integro-differential equations by using Homotopy perturbation method. In [86], system of linear Volterra integro-differential equations has been solved by using Variational iteration method by Nadjafi and Tamamgar. Maleknejad et al. [87] have solved system of high order linear Volterra Integro-differential equations by applying Bernstein operational matrix. Numerical methods for solving Fredholm integral equations have been presented by learned researchers Saha Ray and Sahu in [62]. Linear semi-orthogonal B-spline wavelets have been applied to solve integral equations and systems in [45, 62, 75].

Also, singular integro-differential equations are very difficult to solve analytically as well as numerically. Many researchers have put their interest on numerical methods for solving weakly singular Volterra integro differential equations. In literature, weakly singular integral equations have been solved by many numerical methods, viz. modified Euler method [88], Haar wavelet method [89], wavelet Galerkin method [90], wavelet interpolation method [91] and Chebyshev wavelet method [92]. Homotopy method [93] has been applied to solve singular nonlinear integro-differential equations. System of nonlinear weakly singular Volterra integro-differential equations has been solved by extrapolation method [94] and Quadrature method [95]. Also, the fractional integro-differential equations with weakly singular kernels have been solved by collocation method [96] and the system has been solved by Chebyshev wavelet method [97]. The learned researcher Razlighi et al. have applied Newton product method to solve nonlinear singular Volterra integral equations system [98] and also system of nonlinear singular Volterra integro-differential equations [99] with a particular type of singularity that has been overcome by suitable substitution.

In [100], Legendre multi-wavelets have been applied to solve integro-differential forms of Lane-Emden equations. The authors in [101, 102] have solved system of nonlinear Volterra integro-differential equations by Legendre wavelet method.

In this chapter, we have applied Legendre wavelets and Bernoulli wavelets to solve Volterra integro-differential equations system. The properties of Legendre wavelets and Bernoulli wavelets are presented in Chapter 2. By applying this method, the integro-differential equations reduce to systems of algebraic equations and these systems again solved numerically by any numerical method. In section 6.2 of this chapter, the system of nonlinear Volterra integro-differential equations has been solved by Legendre wavelet method and in section 6.3, nonlinear Volterra weakly singular integro-differential equations system has been solved by Bernoulli wavelet method.

### 6.2 Legendre wavelet method for solving system of nonlinear Volterra integro-differential equations

In this section, we consider the system of nonlinear Volterra integro-differential equations of the following form

$$
\begin{equation*}
y_{i}^{(p)}(x)=G_{i}(x, \mathbf{Y}(x))+\sum_{j=1}^{l} \int_{0}^{x} k_{i, j}(x, t) F_{i, j}(t, \mathbf{Y}(t)) d t, \quad i=1,2, \ldots, l . \tag{6.1}
\end{equation*}
$$

with initial conditions $y_{i}^{(s)}(0)=\beta_{i, s}, \quad s=0,1, \ldots, p-1, \quad i=1,2, \ldots, l$, where

$$
\begin{aligned}
& G_{i}(x, \mathbf{Y}(x))=G_{i}\left(x, y_{1}(x), y_{1}^{(1)}(x), \ldots, y_{1}^{(p)}(x), \ldots, y_{l}(x), y_{l}^{(1)}(x), \ldots, y_{l}^{(p)}(x)\right), \\
& F_{i, j}(t, \mathbf{Y}(t))=F_{i, j}\left(t, y_{1}(t), y_{1}^{(1)}(t), \ldots, y_{1}^{(p)}(t), \ldots, y_{l}(t), y_{l}^{(1)}(t), \ldots, y_{l}^{(p)}(t)\right),
\end{aligned}
$$

and $k_{i, j}(x, t)$ are the kernel functions for $i, j=1,2, \ldots, l$ and $y_{i}^{(p)}(x)$ is the $p^{t h}$ order derivative of $y_{i}(x)$ for $i=1,2, \ldots, l$.

We have to solve the system of nonlinear Volterra integro-differential equations given in eq. (6.1) by Legendre wavelet method which has already been discussed in Chapter 2. First, we approximate the unknown functions by Legendre wavelet method as

$$
\begin{equation*}
y_{i}(x)=A_{i}^{T} \Psi(x), \quad i=1,2, \ldots, l, \tag{6.2}
\end{equation*}
$$

where $A_{i}^{T}$ is similar to $C^{T}$ defined in eq. (2.32) and $\Psi(x)$ is defined in eq. (2.33) of Chapter 2. Let us define $L \equiv \frac{d^{p}}{d x^{p}} ; L^{-1} \equiv \int_{0}^{x} \int_{0}^{x} \ldots \int_{0}^{x}(.) \underbrace{d x d x \ldots d x}_{p-\text { times }}$.

We can also approximate the derivative and integration of $y_{i}(x) \quad i=1,2, \ldots, l$ by operational matrices of Legendre wavelets as

$$
\begin{aligned}
& y_{i}^{(1)}(x)=A_{i}^{T} \Psi^{(1)}(x)=A_{i}^{T} D \Psi(x), \\
& y_{i}^{(2)}(x)=A_{i}^{T} \Psi^{(2)}(x)=A_{i}^{T} D^{2} \Psi(x),
\end{aligned}
$$

$$
y_{i}^{(p)}(x)=A_{i}^{T} \Psi^{(p)}(x)=A_{i}^{T} D^{p} \Psi(x), \quad i=1,2, \ldots, l .
$$

similarly,

$$
\begin{aligned}
& \int_{0}^{x} y_{i}(x) d x=A_{i}^{T} \int_{0}^{x} \Psi(x) d x=A_{i}^{T} Q \Psi(x), \\
& \int_{0}^{x} \int_{0}^{x} y_{i}(x) d x d x=A_{i}^{T} \int_{0}^{x} \int_{0}^{x} \Psi(x) d x d x=A_{i}^{T} Q^{2} \Psi(x),
\end{aligned}
$$

$$
\begin{aligned}
& \int_{0}^{x} \ldots \int_{0}^{x} y_{i}(x) \underbrace{d x d x \ldots d x}_{p-\text { times }}=A_{i}^{T} \int_{0}^{x} \ldots \int_{0}^{x} \Psi(x) \underbrace{d x d x \ldots d x}_{p-\text { times }}=A_{i}^{T} Q^{p} \Psi(x), \\
& \quad i=1,2, \ldots, l,
\end{aligned}
$$

where $D$ and $Q$ are defined in eqs. (2.38) and (2.39) of Chapter 2, respectively.

Now substituting eq. (6.2) in eq. (6.1) and then operating $L^{-1}$ both sides, we have

$$
\begin{align*}
L^{-1} L\left[A_{i}^{T} \Psi(x)\right]= & L^{-1}\left[G_{i}(x, \Omega(x))\right]+ \\
& L^{-1}\left[\sum_{j=1}^{l} \int_{0}^{x} k_{i, j}(x, t) F_{i, j}(t, \Omega(t)) d t\right],  \tag{6.3}\\
& \quad i=1,2, \ldots, l,
\end{align*}
$$

where

$$
\Omega(x)=\left(x, A_{1}^{T} \Psi(x), A_{1}^{T} D^{1} \Psi(x) \ldots, A_{1}^{T} D^{p} \Psi(x), \ldots, A_{l}^{T} \Psi(x), A_{l}^{T} D^{1} \Psi(x), \ldots, A_{l}^{T} D^{p} \Psi(x)\right) .
$$

We set

$$
U_{i}(x)=L^{-1}\left[G_{i}(x, \Omega(x))\right], \quad V_{i}(x)=L^{-1}\left[\sum_{j=1}^{l} \int_{0}^{x} k_{i, j}(x, t) F_{i, j}(t, \Omega(t)) d t\right] .
$$

The eq. (6.3) can be reduced as

$$
\begin{equation*}
A_{i}^{T} \Psi(x)=\sum_{s=0}^{p-1} \beta_{i, s} x^{s}+U_{i}(x)+V_{i}(x), \quad i=1,2, \ldots, l \tag{6.4}
\end{equation*}
$$

where

$$
\beta_{i, s}=y_{i}^{(s)}(0)=A_{i}^{T} D^{s} \Psi(0), \quad i=1,2, \ldots, l, \quad s=0,1, \ldots, p-1 .
$$

Utilizing eq. (6.4) by collocation points $x_{r}=\frac{2 r-1}{2^{k} M}, \quad r=1,2, \ldots,\left(2^{k-1} M\right)$, we get a algebraic system of $2^{k-1} M l$ equations along with same number of unknowns for $A_{i}, \quad i=$ $1,2, \ldots, l$. Solving this system numerically, we can get the value of unknowns for $A_{i}, \quad i=$ $1,2, \ldots, l$ and hence obtain the solutions $y_{i}(x)=A_{i}^{T} \Psi(x), \quad i=1,2, \ldots, l$.

### 6.2.1 Convergence analysis

Theorem 6.2.1. The series solution $y(x) \cong \sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x)$ defined in eq. (2.31) of Chapter 2 using Legendre wavelet method converges to $y(x)$.

Proof. Let $L^{2}(\mathbb{R})$ be the Hilbert space and $\psi_{n, m}$ defined in (2.28) of Chapter 2 forms an orthonormal basis.
Let $y(x)=\sum_{i=0}^{M-1} C_{n, i} \psi_{n, i}(x)$ where $C_{n, i}=\left\langle y(x), \psi_{n, i}(x)\right\rangle$ for a fixed $n$.
Let us denote $\psi_{n, i}(x)=\psi(x)$ and let $\alpha_{j}=\langle y(x), \psi(x)\rangle$.
Now we define the sequence of partial sums $S_{n}$ of $\left(\alpha_{j} \psi\left(x_{j}\right)\right)$; Let $\left\{S_{n}\right\}$ and $S_{m}$ be the partial sums with $n \geq m$. We have to prove $S_{n}$ is a Cauchy sequence in Hilbert space.
Let $S_{n}=\sum_{i=1}^{n} \alpha_{j} \psi\left(x_{j}\right)$.
Now

$$
\left\langle y(x), S_{n}\right\rangle=\left\langle y(x), \sum_{i=1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\rangle=\sum_{j=1}^{n}\left|\alpha_{j}\right|^{2} .
$$

We claim that

$$
\left\|S_{n}-S_{m}\right\|^{2}=\sum_{j=m+1}^{n}\left|\alpha_{j}\right|^{2}, \quad n>m
$$

Now

$$
\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\|^{2}=\left\langle\sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right), \sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\rangle=\sum_{j=m+1}^{n}\left|\alpha_{j}\right|^{2}, \quad \text { for } \quad n>m .
$$

Therefore,

$$
\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\|^{2}=\sum_{j=1}^{n}\left|\alpha_{j}\right|^{2}, \quad \text { for } \quad n>m .
$$

From Bessel's inequality, we have $\sum_{j=1}^{n}\left|\alpha_{j}\right|^{2}$ is convergent and hence

$$
\begin{gathered}
\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\|^{2} \rightarrow 0 \quad \text { as } \quad m, n \rightarrow \infty \\
\text { So, }\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\| \rightarrow 0
\end{gathered}
$$

and $\left\{S_{n}\right\}$ is a Cauchy sequence and it converges to $s$ (say).
We assert that $y(x)=s$.
Now

$$
\begin{aligned}
\left\langle s-y(x), \psi\left(x_{j}\right)\right\rangle & =\left\langle s, \psi\left(x_{j}\right)\right\rangle-\left\langle y(x), \psi\left(x_{j}\right)\right\rangle \\
& =\left\langle\lim _{n \rightarrow \infty} S_{n}, \psi\left(x_{j}\right)\right\rangle-\alpha_{j} \\
& =\alpha_{j}-\alpha_{j}
\end{aligned}
$$

This implies

$$
\left\langle s-y(x), \psi\left(x_{j}\right)\right\rangle=0
$$

Hence $y(x)=s$ and $\sum_{j=1}^{n} \alpha_{j} \psi\left(x_{j}\right)$ converges to $y(x)$ as $n \rightarrow \infty$ and proved.

### 6.2.2 Illustrative examples

Example 6.2.1. Consider the following system of Volterra integro-differential equations [85]

$$
\begin{aligned}
& y_{1}^{\prime \prime}(x)=1-\frac{1}{3} x^{3}-\frac{1}{2} y_{2}^{\prime 2}(x)+\frac{1}{2} \int_{0}^{x}\left(y_{1}^{2}(t)+y_{2}^{2}(t)\right) d t \\
& y_{2}^{\prime \prime}(x)=-1+x^{2}-x y_{1}(x)+\frac{1}{4} \int_{0}^{x}\left(y_{1}^{2}(t)-y_{2}^{2}(t)\right) d t
\end{aligned}
$$

with initial conditions are $y_{1}(0)=1, \quad y_{1}^{\prime}(0)=2, \quad y_{2}(0)=-1, \quad y_{2}^{\prime}(0)=0$. The exact solutions are $y_{1}(x)=x+e^{x}$ and $y_{2}(x)=x-e^{x}$. The approximate solutions obtained by Legendre wavelet method for $M=8$ and $k=2$ with their exact solutions have been shown in Table 6.1 and the comparison of absolute errors obtained by Legendre wavelet method and B-spline wavelet method $(m=4)$ have been presented in Table 6.2. $L_{2}$ error for $y_{1}(x)$ obtained by LWM and BWM are 1.09139E-10 and 2.03738E-4, respectively. Similarly, $L_{2}$ error for $y_{2}(x)$ obtained by $L W M$ and BWM are 1.10249E-10 and 2.07909E-4, respectively. The over all computational time is recorded as 1118.65 seconds for LWM and 30971.20 seconds for BWM for this problem. Clearly, it can be observed that LWM is more accurate than BWM with regards to absolute errors as well as $L_{2}$ errors. Furthermore, the computational time in LWM is much less than BWM.

Example 6.2.2. Consider the following system of Volterra integro-differential equations [85]

$$
\begin{aligned}
& y_{1}^{\prime}(x)=1-\frac{1}{2} y_{2}^{\prime 2}(x)+\int_{0}^{x}\left((x-t) y_{2}(t)+y_{2}(t) y_{1}(t)\right) d t \\
& y_{2}^{\prime}(x)=2 x+\int_{0}^{x}\left((x-t) y_{1}(t)-y_{2}^{2}(t)+y_{1}^{2}(t)\right) d t
\end{aligned}
$$

with the initial conditions $y_{1}(0)=0, y_{2}(0)=1$. The exact solutions are $y_{1}(x)=\sinh x$ and $y_{2}(x)=\cosh x$. The approximate solutions obtained by Legendre wavelet method for $M=4$ and $k=2$ with their exact solutions have been cited in Table 6.3 and the comparison of absolute errors obtained by Legendre wavelet method and B-spline wavelet method ( $m=$ 2) have been presented in Table 6.4. $L_{2}$ error for $y_{1}(x)$ obtained by $L W M$ and BWM are 7.25142E-5 and 1.32592E-3, respectively. Similarly, $L_{2}$ error for $y_{2}(x)$ obtained by LWM and $B W M$ are 1.10378E-4 and 2.73105E-3, respectively. The over all computational time is recorded as 424.151 seconds for LWM and 1796.63 seconds for BWM for this problem.

Table 6.1: Numerical results obtained by Legendre wavelet method with their exact results for Example 6.2.1

| $x$ | Numerical solution |  | Exact solution |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0 | 1 | -1 | 1 | -1 |
| 0.1 | 1.20517 | -1.00517 | 1.20517 | -1.00517 |
| 0.2 | 1.4214 | -1.0214 | 1.4214 | -1.0214 |
| 0.3 | 1.64986 | -1.04986 | 1.64986 | -1.04986 |
| 0.4 | 1.89182 | -1.09182 | 1.89182 | -1.09182 |
| 0.5 | 2.14872 | -1.14872 | 2.14872 | -1.14872 |
| 0.6 | 2.42212 | -1.22212 | 2.42212 | -1.22212 |
| 0.7 | 2.71375 | -1.31375 | 2.71375 | -1.31375 |
| 0.8 | 3.02554 | -1.42554 | 3.02554 | -1.42554 |
| 0.9 | 3.3596 | -1.5596 | 3.3596 | -1.5596 |

Table 6.2: Absolute errors obtained by Legendre wavelet method and B-spline wavelet method for Example 6.2.1

| $x$ | Legendre wavelet method |  | B-spline wavelet method |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0 | $5.69869 \mathrm{E}-11$ | $5.71666 \mathrm{E}-11$ | $1.22179 \mathrm{E}-4$ | $1.22177 \mathrm{E}-4$ |
| 0.1 | $5.07594 \mathrm{E}-13$ | $4.49196 \mathrm{E}-13$ | $4.31693 \mathrm{E}-5$ | $4.29516 \mathrm{E}-5$ |
| 0.2 | $1.7697 \mathrm{E}-13$ | $3.01981 \mathrm{E}-13$ | $1.65916 \mathrm{E}-5$ | $1.76404 \mathrm{E}-5$ |
| 0.3 | $1.0747 \mathrm{E}-13$ | $3.05089 \mathrm{E}-13$ | $4.85740 \mathrm{E}-5$ | $5.16821 \mathrm{E}-5$ |
| 0.4 | $7.38298 \mathrm{E}-13$ | $4.65183 \mathrm{E}-13$ | $4.19752 \mathrm{E}-5$ | $4.96080 \mathrm{E}-5$ |
| 0.5 | $9.2065 \mathrm{E}-11$ | $9.42553 \mathrm{E}-11$ | $1.68426 \mathrm{E}-5$ | $4.02196 \mathrm{E}-8$ |
| 0.6 | $2.81153 \mathrm{E}-12$ | $8.09797 \mathrm{E}-13$ | $3.66785 \mathrm{E}-5$ | $6.43960 \mathrm{E}-5$ |
| 0.7 | $4.16023 \mathrm{E}-12$ | $3.58158 \mathrm{E}-13$ | $4.69159 \mathrm{E}-5$ | $8.14876 \mathrm{E}-5$ |
| 0.8 | $6.79279 \mathrm{E}-12$ | $2.73115 \mathrm{E}-13$ | $1.58263 \mathrm{E}-6$ | $3.49124 \mathrm{E}-5$ |
| 0.9 | $1.07501 \mathrm{E}-11$ | $1.12377 \mathrm{E}-12$ | $1.28407 \mathrm{E}-4$ | $9.48954 \mathrm{E}-5$ |

Table 6.3: Numerical results obtained by Legendre wavelet method with their exact results for Example 6.2.2

| $x$ | Numerical solution |  | Exact solution |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0 | $-1.69785 \mathrm{E}-5$ | 0.999932 | 0 | 1 |
| 0.1 | 0.100168 | 1.00501 | 0.100167 | 1.005 |
| 0.2 | 0.201334 | 1.02007 | 0.201336 | 1.02007 |
| 0.3 | 0.30458 | 1.04534 | 0.30452 | 1.04534 |
| 0.4 | 0.410754 | 1.08108 | 0.410752 | 1.08107 |
| 0.5 | 0.521029 | 1.12754 | 0.521095 | 1.12763 |
| 0.6 | 0.636648 | 1.18548 | 0.636654 | 1.18547 |
| 0.7 | 0.758569 | 1.25517 | 0.758584 | 1.25517 |
| 0.8 | 0.88809 | 1.33743 | 0.888106 | 1.33743 |
| 0.9 | 1.02651 | 1.43310 | 1.02652 | 1.43309 |

Table 6.4: Absolute errors obtained by Legendre wavelet method and B-spline wavelet method for Example 6.2.2

| $x$ | Legendre wavelet method |  | B-spline wavelet method |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0 | $1.69785 \mathrm{E}-5$ | $6.82587 \mathrm{E}-5$ | $2.08424 \mathrm{E}-9$ | $1.98123 \mathrm{E}-3$ |
| 0.1 | $9.28988 \mathrm{E}-7$ | $1.03030 \mathrm{E}-5$ | $2.65640 \mathrm{E}-4$ | $6.34799 \mathrm{E}-4$ |
| 0.2 | $1.57109 \mathrm{E}-6$ | $1.49865 \mathrm{E}-6$ | $2.84298 \mathrm{E}-4$ | $2.57898 \mathrm{E}-4$ |
| 0.3 | $2.17615 \mathrm{E}-6$ | $1.31948 \mathrm{E}-6$ | $2.11215 \mathrm{E}-4$ | $7.05019 \mathrm{E}-4$ |
| 0.4 | $1.24928 \mathrm{E}-6$ | $1.10079 \mathrm{E}-5$ | $1.96044 \mathrm{E}-4$ | $6.67974 \mathrm{E}-4$ |
| 0.5 | $6.63413 \mathrm{E}-5$ | $8.30807 \mathrm{E}-5$ | $3.93187 \mathrm{E}-4$ | $5.88992 \mathrm{E}-5$ |
| 0.6 | $5.12473 \mathrm{E}-6$ | $1.38480 \mathrm{E}-5$ | $2.39372 \mathrm{E}-5$ | $6.76305 \mathrm{E}-4$ |
| 0.7 | $1.48949 \mathrm{E}-5$ | $8.59612 \mathrm{E}-7$ | $1.85522 \mathrm{E}-4$ | $7.83386 \mathrm{E}-4$ |
| 0.8 | $1.64184 \mathrm{E}-5$ | $9.67972 \mathrm{E}-7$ | $1.23009 \mathrm{E}-4$ | $2.82383 \mathrm{E}-4$ |
| 0.9 | $6.44674 \mathrm{E}-6$ | $1.40323 \mathrm{E}-5$ | $1.14844 \mathrm{E}-3$ | $9.83028 \mathrm{E}-4$ |

Clearly, it can be observed that LWM is more accurate than BWM with regards to absolute errors as well as $L_{2}$ errors. Furthermore, the computational time in LWM is much less than $B W M$.

Example 6.2.3. Consider the following system of Volterra integro-differential equations [25]

$$
\begin{aligned}
& y_{1}^{\prime \prime}(x)=\cosh x-\frac{1}{2} \sinh ^{2} x-\frac{1}{6} x^{4}-\frac{1}{2} x^{2}+\int_{0}^{x}\left((x-t) y_{1}^{2}(t)+(x-t) y_{2}^{2}(t)\right) d t \\
& y_{2}^{\prime \prime}(x)=-(1+4 x) \cosh x+8 \sinh x-4 x+\int_{0}^{x}\left((x-t) y_{1}^{2}(t)-(x-t) y_{2}^{2}(t)\right) d t,
\end{aligned}
$$

with the initial conditions $y_{1}(0)=1, \quad y_{1}^{\prime}(0)=1$ and $y_{2}(0)=-1 \quad y_{2}^{\prime}(0)=1$. The exact solutions are $y_{1}(x)=x+\cosh x$ and $y_{2}(x)=x-\cosh x$. The approximate solutions obtained by Legendre wavelet method for $M=8$ and $k=2$ with their exact solutions have been shown in Table 6.5 and the comparison of absolute errors obtained by Legendre wavelet method and B-spline wavelet method ( $m=4$ ) have been presented in Table 6.6. $L_{2}$ error for $y_{1}(x)$ obtained by LWM and BWM are 7.48238E-11 and 1.65465E-4, respectively.

Table 6.5: Numerical results obtained by Legendre wavelet method with their exact results for Example 6.2.3

| $x$ | Numerical solution |  | Exact solution |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0 | 1 | -1 | 1 | -1 |
| 0.1 | 1.105 | -0.905004 | 1.105 | -0.905004 |
| 0.2 | 1.22007 | -0.820067 | 1.22007 | -0.820067 |
| 0.3 | 1.34534 | -0.745339 | 1.34534 | -0.745339 |
| 0.4 | 1.48107 | -0.681072 | 1.48107 | -0.681072 |
| 0.5 | 1.62763 | -0.627626 | 1.62763 | -0.627626 |
| 0.6 | 1.78547 | -0.585465 | 1.78547 | -0.585465 |
| 0.7 | 1.95517 | -0.555169 | 1.95517 | -0.555169 |
| 0.8 | 2.13743 | -0.537435 | 2.13743 | -0.537435 |
| 0.9 | 2.33309 | -0.533086 | 2.33309 | -0.533086 |

Table 6.6: Absolute errors obtained by Legendre wavelet method and B-spline wavelet method for Example 6.2.3

| $x$ | Legendre wavelet method |  | B-spline wavelet method |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0 | $4.69155 \mathrm{E}-11$ | $4.69159 \mathrm{E}-11$ | $1.22177 \mathrm{E}-4$ | $1.22177 \mathrm{E}-4$ |
| 0.1 | $3.6593 \mathrm{E}-13$ | $3.65152 \mathrm{E}-13$ | $3.92678 \mathrm{E}-5$ | $3.92671 \mathrm{E}-5$ |
| 0.2 | $2.40918 \mathrm{E}-13$ | $2.43361 \mathrm{E}-13$ | $1.49084 \mathrm{E}-5$ | $1.49195 \mathrm{E}-5$ |
| 0.3 | $2.367 \mathrm{E}-13$ | $2.44027 \mathrm{E}-13$ | $4.06007 \mathrm{E}-5$ | $4.06552 \mathrm{E}-5$ |
| 0.4 | $3.85914 \mathrm{E}-13$ | $3.68039 \mathrm{E}-13$ | $3.64909 \mathrm{E}-5$ | $3.66545 \mathrm{E}-5$ |
| 0.5 | $5.82778 \mathrm{E}-11$ | $5.82324 \mathrm{E}-11$ | $3.42951 \mathrm{E}-7$ | $2.43668 \mathrm{E}-8$ |
| 0.6 | $5.1581 \mathrm{E}-13$ | $4.55191 \mathrm{E}-13$ | $4.04541 \mathrm{E}-5$ | $4.11247 \mathrm{E}-5$ |
| 0.7 | $2.05169 \mathrm{E}-13$ | $3.06866 \mathrm{E}-13$ | $4.86185 \mathrm{E}-5$ | $4.96506 \mathrm{E}-5$ |
| 0.8 | $1.47882 \mathrm{E}-13$ | $3.16414 \mathrm{E}-13$ | $1.83757 \mathrm{E}-5$ | $1.97573 \mathrm{E}-5$ |
| 0.9 | $7.10543 \mathrm{E}-13$ | $4.46421 \mathrm{E}-13$ | $5.80461 \mathrm{E}-5$ | $5.64004 \mathrm{E}-5$ |

Similarly, $L_{2}$ error for $y_{2}(x)$ obtained by $L W M$ and BWM are 7.47871E-11 and 1.65577E-4, respectively. The over all computational time is recorded as 1512.60 seconds for LWM and 40879.60 seconds for BWM for this problem. Clearly, it can be observed that LWM is more accurate than BWM with regards to absolute errors as well as $L_{2}$ errors. Furthermore, the computational time in LWM is much less than BWM.

### 6.3 Bernoulli wavelet method for nonlinear Volterra weakly singular integro-differential equations system

In this section, we consider the system of nonlinear weakly singular Volterra integro-differential equations which has the following form

$$
\begin{equation*}
\mathbf{Y}^{\prime}(x)=\mathbf{F}(x, \mathbf{Y}(x))+\int_{0}^{x} \mathbf{G}(x, t, \mathbf{Y}(t)) d t, \quad 0 \leq x \leq 1 \tag{6.5}
\end{equation*}
$$

with initial conditions $\mathbf{Y}_{0}(x)$, where,

$$
\begin{aligned}
& \mathbf{Y}(x)=\left(y_{1}(x), y_{2}(x), \ldots, y_{d}(x)\right)^{T}, \\
& \mathbf{Y}_{0}(x)=\left(y_{1}(0), y_{2}(0), \ldots, y_{d}(0)\right)^{T}, \\
& \mathbf{Y}^{\prime}(x)=\left(y_{1}^{\prime}(x), y_{2}^{\prime}(x), \ldots, y_{d}^{\prime}(x)\right)^{T}, \\
& \mathbf{F}(x, \mathbf{Y}(x))=\left(f_{1}(x, \mathbf{Y}(x)), f_{2}(x, \mathbf{Y}(x)), \ldots, f_{d}(x, \mathbf{Y}(x))\right)^{T}, \\
& \mathbf{G}(x, t, \mathbf{Y}(t))=\left(G_{1}(x, t, \mathbf{Y}(t)), G_{2}(x, t, \mathbf{Y}(t)), \ldots, G_{d}(x, t, \mathbf{Y}(t))\right)^{T}, \quad d \in \mathbb{N} .
\end{aligned}
$$

Here each $G_{i}(x, t, \mathbf{Y}(t))$ can be written as

$$
\begin{equation*}
G_{i}(x, t, \mathbf{Y}(t))=K_{i}(x, t) \tilde{G}_{i}(x, t, \mathbf{Y}(t)), \quad i=1,2, \ldots, d \tag{6.6}
\end{equation*}
$$

Also, each elements of the vectors $\mathbf{F}(x, \mathbf{Y}(x)), \mathbf{G}(x, t, \mathbf{Y}(t))$ are known functions and each elements of the vector $\mathbf{Y}(x)$ are unknown functions that have to determine. $K_{i}(x, t), \quad i=$ $1,2, \ldots, d$ are called kernel function which are weakly singular of the form $\frac{\tilde{K}(x, t)}{\sqrt[\alpha]{|x-t|}}$ and $\alpha \in$ $(0,1)$ and $\tilde{G}_{i}(x, t, \mathbf{Y}(t)), \quad i=1,2, \ldots, d$ are nonlinear terms. In order to overcome the singularity, we modify the kernel functions as (see the ref. [90])

$$
K_{i}(x, t)= \begin{cases}\frac{\tilde{K}(x, t)}{\alpha /|x-t|}, & x \neq t \\ 0, & x=t\end{cases}
$$

For solving nonlinear Volterra weakly singular integro-differential equations system given in equation (6.5), first, integrate eq. (6.5) both sides with respect to $x$ from 0 to $x$, we get

$$
\begin{equation*}
\mathbf{Y}(x)=\mathbf{Y}_{0}+\int_{0}^{x} \mathbf{F}(x, \mathbf{Y}(x)) d x+\int_{0}^{x} \int_{0}^{x} \mathbf{G}(x, t, \mathbf{Y}(t)) d t d x \tag{6.7}
\end{equation*}
$$

Eq. (6.7) has the form

$$
\left(\begin{array}{c}
y_{1}(x)  \tag{6.8}\\
y_{2}(x) \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
y_{d}(x)
\end{array}\right)=\left(\begin{array}{c}
y_{1}(0) \\
y_{2}(0) \\
\cdot \\
\cdot \\
\cdot \\
y_{d}(0)
\end{array}\right)+\left(\begin{array}{c}
\int_{0}^{x} f_{1}\left(x, y_{1}(x), \ldots, y_{d}(x)\right) d x \\
\int_{0}^{x} f_{2}\left(x, y_{1}(x), \ldots, y_{d}(x)\right) d x \\
\cdot \\
\cdot \\
\cdot \\
\int_{0}^{x} f_{d}\left(x, y_{1}(x), \ldots, y_{d}(x)\right) d x
\end{array}\right)+\left(\begin{array}{c}
\int_{0}^{x} \int_{0}^{x} G_{1}\left(x, t, y_{1}(t), \ldots, y_{d}(t)\right) d t d x \\
\int_{0}^{x} \int_{0}^{x} G_{2}\left(x, t, y_{1}(t), \ldots, y_{d}(t)\right) d t d x \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\int_{0}^{x} \int_{0}^{x} G_{d}\left(x, t, y_{1}(t), \ldots, y_{d}(t)\right) d t d x
\end{array}\right)
$$

In simplified form, eq. (6.8) can be expressed as

$$
\begin{gather*}
y_{i}(x)=y_{i}(0)+\int_{0}^{x} f_{i}\left(x, y_{1}(x), \ldots, y_{d}(x)\right) d x+\int_{0}^{x} \int_{0}^{x} G_{i}\left(x, t, y_{1}(t), \ldots, y_{d}(t)\right) d t d x \\
 \tag{6.9}\\
i=1,2, \ldots, d
\end{gather*}
$$

We approximate the unknown functions $y_{i}(x), \quad i=1,2, \ldots, d$ by Bernoulli wavelet method as

$$
\begin{equation*}
y_{i}(x)=\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{i, n, m} \psi_{n, m}(x)=C_{i}^{T} \Psi(x), \quad i=1,2, \ldots, d \tag{6.10}
\end{equation*}
$$

Eq. (6.9) can be written as

$$
\begin{align*}
C_{i}^{T} \Psi(x)=y_{i}(0) & +\int_{0}^{x} f_{i}\left(x, C_{1}^{T} \Psi(x), \ldots, C_{d}^{T} \Psi(x)\right) d x \\
& +\int_{0}^{x} \int_{0}^{x} G_{i}\left(x, t, C_{1}^{T} \Psi(t), \ldots, C_{d}^{T} \Psi(t)\right) d t d x, \quad i=1,2, \ldots, d . \tag{6.11}
\end{align*}
$$

Putting the collocation points $x_{l}=\frac{2 l-1}{M 2^{k}}, \quad l=1,2, \ldots, M 2^{k-1}$ in eq. (6.11), we have

$$
\left.\begin{array}{rl}
C_{i}^{T} \Psi\left(x_{l}\right)= & y_{i}(0)
\end{array} \quad+\int_{0}^{x_{l}} f_{i}\left(x, C_{1}^{T} \Psi(x), \ldots, C_{d}^{T} \Psi(x)\right) d x\right] \text {. } \quad+\int_{0}^{x_{l}} \int_{0}^{x} G_{i}\left(x, t, C_{1}^{T} \Psi(t), \ldots, C_{d}^{T} \Psi(t)\right) d t d x, \quad i=1,2, \ldots, d .
$$

Eq. (6.12) gives a system of $d M 2^{k-1}$ number of nonlinear algebraic equations with same number of unknowns for coefficient vectors $C_{i}, \quad i=1,2, \ldots, d$. Using any mathematical symbolic software this nonlinear algebraic system can be solved numerically by Newton method with appropriate initial guess. Hence we can get the values of unknown vectors $C_{i}, \quad i=1,2, \ldots, d$ and then obtain the solution $y_{i}(x), \quad i=1,2, \ldots, d$ from eq. (6.10).

### 6.3.1 Convergence analysis

Theorem 6.3.1. If $f(x) \in L^{2}(\mathbb{R})$ be a continuous function defined on $[0,1]$ and $|f(x)| \leq \tilde{M}$, then the Bernoulli wavelets expansion of $f(x)$ defined in eq. (2.62) of Chapter 2 converges uniformly and also

$$
\left|c_{n, m}\right|<\tilde{M} \frac{A}{2^{\frac{k-1}{2}}} \frac{16 m!}{(2 \pi)^{m+1}},
$$

where $A=\frac{1}{\sqrt{\frac{(-1)^{m-1}(m!)^{2}}{(2 m)!} \alpha_{2 m}}}$.
Proof. Any function $f(x) \in L^{2}[0,1]$ can be expressed by Bernoulli wavelets as

$$
f(x)=\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x)
$$

where the coefficients $c_{n, m}$ can be determined as

$$
c_{n, m}=\left\langle f(x), \psi_{n, m}(x)\right\rangle
$$

Now for $n>0, m>0$,

$$
\begin{aligned}
c_{n, m} & =\left\langle f(x), \psi_{n, m}(x)\right\rangle \\
& =\int_{0}^{1} f(x) \psi_{n, m}(x) d x \\
& =\int_{I_{n k}} f(x) \psi_{n, m}(x) d x \\
& =2^{\frac{k-1}{2}} A \int_{I_{n k}} f(x) \beta_{m}\left(2^{k-1} x-n+1\right) d x
\end{aligned}
$$

where $I_{n k}=\left[\frac{n-1}{2^{k-1}}, \frac{n}{2^{k-1}}\right)$.
Now, changing the variable $2^{k-1} x-n+1=t$, we have

$$
c_{n, m}=\frac{1}{2^{\frac{k-1}{2}}} A \int_{0}^{1} f\left(\frac{t+n-1}{2^{k-1}}\right) \beta_{m}(t) d t .
$$

Thus,

$$
\begin{aligned}
\left|c_{n, m}\right| & \leq \frac{A}{2^{\frac{k-1}{2}}} \int_{0}^{1}\left|f\left(\frac{t+n-1}{2^{k-1}}\right)\right|\left|\beta_{m}(t)\right| d t \\
& \leq \frac{A}{2^{\frac{k-1}{2}}} \tilde{M} \int_{0}^{1}\left|\beta_{m}(t)\right| d t \\
& <\frac{A}{2^{\frac{k-1}{2}}} \tilde{M} \frac{16 m!}{(2 \pi)^{m+1}}, \text { using the property of Bernoulli polynomials. }
\end{aligned}
$$

This means that the series $\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m}$ is absolutely convergent and hence the series

$$
\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x)
$$

is uniformly convergent [17].

### 6.3.2 Illustrative examples

Example 6.3.1. Let us consider the system of nonlinear weakly singular Volterra integro-differential equations

$$
\begin{aligned}
& y_{1}^{\prime}(x)=f_{1}(x)-\frac{1}{2} y_{2}^{2}(x)+\int_{0}^{x} \frac{1}{\sqrt{x-t}}\left((x-t) y_{2}(t)+y_{1}(t) y_{2}(t)\right) d t, \\
& y_{2}^{\prime}(x)=f_{2}(x)+\int_{0}^{x} \frac{1}{\sqrt{x-t}}\left((x-t) y_{1}(t)-y_{2}^{2}(t)+y_{1}^{2}(t)\right) d t,
\end{aligned}
$$

Table 6.7: Numerical results and absolute errors for Example 6.3.1

| $x$ | $y_{1}(x)$ |  |  | $y_{2}(x)$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | BWM | Exact | Absolute errors | BWM | Exact | Absolute errors |
| 0.1 | 0.1 | 0.1 | $8.04 \mathrm{E}-13$ | 1.1 | 1.1 | $1.61 \mathrm{E}-11$ |
| 0.2 | 0.2 | 0.2 | $5.48 \mathrm{E}-12$ | 1.2 | 1.2 | $8.07 \mathrm{E}-11$ |
| 0.3 | 0.3 | 0.3 | $2.16 \mathrm{E}-11$ | 1.3 | 1.3 | $2.05 \mathrm{E}-10$ |
| 0.4 | 0.4 | 0.4 | $5.79 \mathrm{E}-11$ | 1.4 | 1.4 | $3.95 \mathrm{E}-10$ |
| 0.5 | 0.5 | 0.5 | $1.25 \mathrm{E}-10$ | 1.5 | 1.5 | $6.56 \mathrm{E}-10$ |
| 0.6 | 0.6 | 0.6 | $2.33 \mathrm{E}-10$ | 1.6 | 1.6 | $9.68 \mathrm{E}-10$ |
| 0.7 | 0.7 | 0.7 | $3.94 \mathrm{E}-10$ | 1.7 | 1.7 | $1.33 \mathrm{E}-9$ |
| 0.8 | 0.8 | 0.8 | $6.18 \mathrm{E}-10$ | 1.8 | 1.8 | $1.70 \mathrm{E}-9$ |
| 0.9 | 0.9 | 0.9 | $9.15 \mathrm{E}-10$ | 1.9 | 1.9 | $2.07 \mathrm{E}-9$ |
| 1.0 | 1.0 | 1.0 | $1.30 \mathrm{E}-9$ | 2.0 | 2.0 | $2.40 \mathrm{E}-9$ |

with initial conditions $y_{1}(0)=0, y_{2}(0)=1$, and

$$
\begin{aligned}
& f_{1}(x)=1+\frac{1}{2}(1+x)^{2}-\frac{2}{3} x^{2 / 3}(3+2 x) \\
& f_{2}(x)=1-\frac{2}{15} \sqrt{x}\left(2 x^{2}-20 x-15\right)
\end{aligned}
$$

The exact solutions of this problem are given as $y_{1}(x)=x$ and $y_{2}(x)=x+1$. This problem has been solved by Bernoulli wavelet method (BWM) for $M=4, k=2$, which reduces the integral equation to a system of algebraic equations that has been solved by Newton method. The numerical results and absolute errors for Example 6.3.1 have been provided in Table 6.7.

Example 6.3.2. Let us consider the system of nonlinear weakly singular Volterra integro-differential equations

$$
\begin{aligned}
& y_{1}^{\prime}(x)=f_{1}(x)+y_{1}(x)+\int_{0}^{x} \frac{x^{2} t}{\sqrt{x-t}} y_{2}^{2}(t) d t, \\
& y_{2}^{\prime}(x)=f_{2}(x)+y_{2}(x)+\int_{0}^{x} \frac{x t}{\sqrt[3]{x-t}} y_{1}^{2}(t) d t
\end{aligned}
$$

with initial conditions $y_{1}(0)=0, y_{2}(0)=1$, and

$$
\begin{aligned}
& f_{1}(x)=\frac{1}{30 \sqrt{x}}\left(15-30 x-40 x^{4}-32 x^{5}\right), \\
& f_{2}(x)=-0.675 x^{11 / 3}-\frac{1+2 x}{2 \sqrt{1+x}}
\end{aligned}
$$

The exact solutions of this problem are given as $y_{1}(x)=\sqrt{x}$ and $y_{2}(x)=\sqrt{1+x}$. This problem has been solved by Bernoulli wavelet method (BWM) for $M=4, k=2$, which reduces the integral equation to a system of algebraic equations that has been solved by Newton method. The numerical results and absolute errors for Example 6.3.2 have been presented in Table 6.8.

Table 6.8: Numerical results and absolute errors for Example 6.3.2

| $x$ | $y_{1}(x)$ |  |  | $y_{2}(x)$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | BWM | Exact | Absolute errors | BWM | Exact | Absolute errors |
| 0.1 | 0.314381 | 0.316228 | 0.0018463 | 1.0488 | 1.04881 | $4.09 \mathrm{E}-6$ |
| 0.2 | 0.449175 | 0.447214 | 0.0019613 | 1.09545 | 1.09545 | $1.82 \mathrm{E}-6$ |
| 0.3 | 0.549819 | 0.547723 | 0.0020965 | 1.14018 | 1.14018 | $5.75 \mathrm{E}-6$ |
| 0.4 | 0.633161 | 0.632456 | 0.0007050 | 1.18323 | 1.18322 | $1.04 \mathrm{E}-5$ |
| 0.5 | 0.709594 | 0.707107 | 0.0024876 | 1.22479 | 1.22474 | $4.45 \mathrm{E}-5$ |
| 0.6 | 0.777067 | 0.774597 | 0.0024705 | 1.26502 | 1.26491 | $1.10 \mathrm{E}-4$ |
| 0.7 | 0.839433 | 0.836666 | 0.0027728 | 1.30407 | 1.30384 | $2.26 \mathrm{E}-4$ |
| 0.8 | 0.897514 | 0.894427 | 0.0030869 | 1.34206 | 1.34164 | $4.22 \mathrm{E}-4$ |
| 0.9 | 0.952134 | 0.948683 | 0.0034507 | 1.37915 | 1.37840 | $7.41 \mathrm{E}-4$ |
| 1.0 | 1.00412 | 1.000000 | 0.0041154 | 1.41545 | 1.41421 | $1.24 \mathrm{E}-3$ |

Example 6.3.3. As the third example, we consider the following nonlinear singular Volterra integro-differential equations of the form [99]

$$
\begin{aligned}
& y_{1}^{\prime}(x)=1-\frac{\pi}{16} y_{1}^{2}(x)\left(5 y_{2}(x)+1\right)+\int_{0}^{x} \frac{y_{1}^{2}(t) y_{2}(t)}{\sqrt{t(x-t)}} d t \\
& y_{2}^{\prime}(x)=1-\pi y_{2}(x)-\frac{3 \pi}{4} y_{1}^{2}(x)+\int_{0}^{x} \frac{y_{1}^{2}(x)+y_{2}^{2}(x)}{\sqrt{t(x-t)}} d t
\end{aligned}
$$

with initial conditions $y_{1}(0)=0$ and $y_{2}(0)=1$. This problem has exact solutions $y_{1}(x)=x$ and $y_{2}(x)=x+1$. This problem has been solved by Bernoulli wavelet method (BWM) for $M=4, k=2$, which reduces the integral equation to a system of algebraic equations that has been solved by Newton method. The numerical results, in terms of relative errors, obtained by present method have been compared with that of by Newton-Product method (NPM) [99] and this comparison has been presented in Table 6.9. Relative errors are defined as

$$
\text { Relative error }=\left|\frac{y_{j}(x)-y_{j}^{*}(x)}{y_{j}}\right|
$$

where $y_{j}(x)$ and $y_{j}^{*}(x)$ are exact and approximate results, respectively, for $j=1,2$.

### 6.4 Conclusion

In this study, wavelets techniques are applied to solve nonlinear Volterra integro-differential equations system. Legendre wavelet method and Bernoulli wavelet method have been applied to solve system of nonlinear Volterra integro-differential equations. These methods reduce the integro-differential equations system to a system of nonlinear algebraic equations and that algebraic system has been solved by Newton method. In section 6.2, The obtained numerical results highly agree with the exact results. Additionally, the results obtained by present method have been compared with the that of by B-spline wavelet method. Since, the same solution method has been implemented to both the methods, from the tables it

Table 6.9: Comparison of relative errors obtained by BWM and NPM for Example 6.3.3

| $x$ | BWM solution |  | NPM solution [99] |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $\left\|\frac{y_{1}(x)-y_{1}^{*}(x)}{}\right\|$ | $\left\|\frac{y_{2}(x)-y_{2}^{*}(x)}{y_{2}}\right\|$ | $\left\|\frac{y_{1}(x)-y_{1}^{*}(x)}{y_{1}}\right\|$ | $\left\|\frac{y_{2}(x)-y_{2}^{2}(x)}{y_{2}}\right\|$ |
| 0.002 | 0.000083673 | $1.66319 \mathrm{E}-7$ | 0.000356 | 0.000017 |
| 0.003 | 0.0000542335 | $1.62357 \mathrm{E}-7$ | 0.000818 | 0.000058 |
| 0.004 | 0.0000395324 | $1.58471 \mathrm{E}-7$ | 0.001483 | 0.000139 |
| 0.005 | 0.0000307263 | $1.54663 \mathrm{E}-7$ | 0.002364 | 0.000275 |
| 0.006 | 0.0000248674 | $1.50934 \mathrm{E}-7$ | 0.003474 | 0.000483 |
| 0.007 | 0.0000206925 | $1.47283 \mathrm{E}-7$ | 0.004825 | 0.000779 |
| 0.008 | 0.0000175698 | $1.43713 \mathrm{E}-7$ | 0.006434 | 0.001181 |
| 0.009 | 0.0000151484 | $1.40224 \mathrm{E}-7$ | 0.008314 | 0.001708 |
| 0.01 | 0.0000132177 | $1.36817 \mathrm{E}-7$ | 0.010482 | 0.002382 |

manifests that the present method solutions are better than other method solutions. Since, by this time, the system of nonlinear weakly singular Volterra integro-differential equations has not been solved by any researchers, in section 6.3 , the authors have gained interest to solve this type of integral equations system and consequently solved two Examples 6.3.1 and 6.3.2. Additionally, Example 6.3 .3 has been solved for justifying the applicability of the present method. Furthermore, we can get very less absolute error by increasing the order of Bernoulli polynomials. The illustrative examples have been included to demonstrate the validity and applicability of the proposed techniques. These examples also exhibit the accuracy and efficiency of the present method.

## Chapter 7

## Numerical solutions of Volterra integro-differential equation form of Lane-Emden type differential equations

### 7.1 Introduction

Now a days, the studies of singular initial value problems in the second order ordinary differential equations (ODEs) of Lane-Emden type have wide applications in mathematical physics and astrophysics [103-111]. The well-known Lane-Emden equation has been used to model several phenomena in mathematical physics and astrophysics such as the theory of stellar structure, the thermal behavior of a spherical cloud of gas, isothermal gas spheres, the theory of thermionic currents, and in the modeling of clusters of galaxies [103-105]. A substantial amount of work has been done on these types of problems for various structures. The singular behavior that occurs at $x=0$ is the main difficulty of Lane-Emden equation. Our main work is to establish a Volterra integro-differential equation equivalent to the Lane-Emden equations of first or second kind. The newly established Volterra integro-differential equation will be solved by using the orthogonal wavelets. Many researchers started using various wavelets for analyzing problems of high computational complexity. It is proved that wavelets are powerful tools to explore new direction in solving differential equations and integral equations. In this chapter, we have applied Legendre multi-wavelets and Chebyshev wavelets to solve Volterra type integro-differential equations. In section 7.2, we establish a Volterra integro-differential equation equivalent to the Lane-Emden equation of first and second kind and the newly established Volterra integro-differential equation will be solved by using the Legendre multi-wavelet method (LMWM). Legendre multi-wavelet method has been applied to solve the integral equations and integro-differential equations of different forms [41, 84, 112-114]. In section 7.3, another type of Lane-Emden equation has been considered and solved by Chebyshev wavelet method. Chebyshev wavelet method has been applied to solve the integral equations and integro-differential equations of different forms [11, 12, 115-117]. Abd-Elameed et al. have solved singular differential equations and boundary value problems by using Chebyshev wavelets in $[116,118]$. Chebyshev wavelet method for boundary value problems has been
discussed in [119]. Biazar et al. have solved system of integro-differential equations by Chebyshev wavelet method [120]. Also Lane-Emden type differential equations have been solved by Chebyshev polynomials [121]. Properties and function approximation of Legendre multi-wavelets and Chebyshev wavelets have been discussed in Chapter 2. These wavelet methods convert the Volterra integro-differential equation to a system of algebraic equations in the aid of Gauss-Legendre rule and that algebraic equations system again can be solved numerically by Newton's method. Illustrative examples have been discussed to demonstrate the validity and applicability of the present methods.

### 7.2 Legendre multi-wavelet method for Volterra integro-differential equation form of Lane-Emden equation

In this section, we discuss the Lane-Emden equation of first kind [106, 108, 109, 122, 123] of the form

$$
\begin{equation*}
y^{\prime \prime}+\frac{\kappa}{x} y^{\prime}+y^{m}=0, \quad y(0)=1, \quad y^{\prime}(0)=0, \quad \kappa>1 \tag{7.1}
\end{equation*}
$$

and Lane-Emden equation of second kind [124-126] of the form

$$
\begin{equation*}
y^{\prime \prime}+\frac{\kappa}{x} y^{\prime}+e^{y}=0, \quad y(0)=1, \quad y^{\prime}(0)=0, \quad \kappa \geq 1 \tag{7.2}
\end{equation*}
$$

where $\kappa$ is the shape factor.

Equation (7.1) is a basic equation in the theory of stellar structure [103]. It is used in astrophysics for computing the structure of interiors of polytropic stars. This equation describes the temperature variation of a spherical gas cloud under the mutual attraction of its molecules and subject to the laws of thermodynamics [108]. In addition, the Lane-Emden equation of the first kind appears also in other context such as in the case of radiatively cooling, self-gravitating gas clouds, in the mean-field treatment of a phase transition in critical adsorption and in the modeling of clusters of galaxies.

Equation (7.2) is the Lane-Emden equation of the second kind that models the non-dimensional density distribution $y(x)$ in an isothermal gas sphere [127]. In the study of stellar structures one considers the star as a gaseous sphere in thermodynamic and hydrostatic equilibrium for a certain equation of state [128].

### 7.2.1 Volterra integro-differential form of the Lane-Emden equation

The generalized form of Lane-Emden equation is considered as follows

$$
\begin{equation*}
y^{\prime \prime}(x)+\frac{\kappa}{x} y^{\prime}(x)+f(y)=0, \quad y(0)=\alpha, \quad y^{\prime}(0)=0, \quad \kappa \geq 1, \tag{7.3}
\end{equation*}
$$

where $f(y)$ can take any linear or nonlinear forms.
To convert eq. (7.3) into an integro-differential equation, we first set

$$
\begin{equation*}
y(x)=\alpha-\frac{1}{\kappa-1} \int_{0}^{x} t\left(1-\frac{t^{\kappa-1}}{x^{\kappa-1}}\right) f(y(t)) d t . \tag{7.4}
\end{equation*}
$$

Differentiating eq. (7.4) twice and using the Leibniz rule, we have

$$
\begin{align*}
y^{\prime}(x) & =-\int_{0}^{x}\left(\frac{t^{\kappa}}{x^{\kappa}}\right) f(y(t)) d t  \tag{7.5}\\
y^{\prime \prime}(x) & =-f(y(x))+\int_{0}^{x} \kappa\left(\frac{t^{\kappa}}{x^{\kappa+1}}\right) f(y(t)) d t . \tag{7.6}
\end{align*}
$$

Multiplying $y^{\prime}(x)$ by $\frac{\kappa}{x}$ and adding the result to $y^{\prime \prime}(x)$ gives the generalized Lane-Emden equation (7.3). This shows that the Volterra integro-differential equation equivalent to the generalized Lane-Emden equation (7.3) is given by

$$
\begin{equation*}
y^{\prime}(x)=-\int_{0}^{x}\left(\frac{t^{\kappa}}{x^{\kappa}}\right) f(y(t)) d t, \quad \kappa \geq 1, \quad y(0)=\alpha . \tag{7.7}
\end{equation*}
$$

### 7.2.2 Legendre multi-wavelet method for Volterra integro-differential equation form of Lane-Emden equation

Consider the Volterra integro-differential equation given in eq. (7.7) which is the form of Lane-Emden equation defined in eq. (7.3). In order to apply the Legendre multi-wavelets, we first approximate the unknown function $y(x)$ as

$$
\begin{equation*}
y(x)=C^{T} \Psi(x) \tag{7.8}
\end{equation*}
$$

where $C$ is defined similar to eq. (2.43) of Chapter 2.
First, integrating eq. (7.7) and using the initial condition $y(0)=\alpha$, we have

$$
\begin{equation*}
y(x)=\alpha-\int_{0}^{x}\left[\int_{0}^{z}\left(\frac{t^{\kappa}}{z^{\kappa}}\right) f(y(t)) d t\right] d z, \quad \kappa \geq 1 . \tag{7.9}
\end{equation*}
$$

Then from eqs. (7.8) and (7.9), we have

$$
\begin{align*}
C^{T} \Psi(x) & =\alpha-\int_{0}^{x}\left[\int_{0}^{z}\left(\frac{t^{\kappa}}{z^{\kappa}}\right) f\left(C^{T} \Psi(t)\right) d t\right] d z, \quad \kappa \geq 1 \\
& =\alpha-\int_{0}^{x} H(z) d z, \tag{7.10}
\end{align*}
$$

where,

$$
H(z)=\int_{0}^{z}\left(\frac{t^{\kappa}}{z^{\kappa}}\right) f\left(C^{T} \Psi(t)\right) d t
$$

Now we collocate the eq. (7.10) at the points $x_{i}=\frac{(2 i-1) T}{2^{k+1}(M+1)}, \quad i=1,2, \ldots, 2^{k}(M+1)$ yielding

$$
\begin{equation*}
C^{T} \Psi\left(x_{i}\right)=\alpha-\int_{0}^{x_{i}} H(z) d z . \tag{7.11}
\end{equation*}
$$

In order to use the Gaussian integration formula for eq. (7.11), we transfer the interval $\left[0, x_{i}\right]$ into the interval $[-1,1]$ by means of the transformation

$$
\tau=\frac{2}{x_{i}} z-1
$$

Eq. (7.11) can be written as

$$
\begin{equation*}
C^{T} \Psi\left(x_{i}\right)=\alpha-\frac{x_{i}}{2} \int_{-1}^{1} H\left(\frac{x_{i}}{2}(\tau+1)\right) d \tau . \tag{7.12}
\end{equation*}
$$

By using the Gaussian integration formula, we get

$$
\begin{equation*}
C^{T} \Psi\left(x_{i}\right) \cong \alpha-\frac{x_{i}}{2} \sum_{j=1}^{s} w_{j} H\left(\frac{x_{i}}{2}\left(\tau_{j}+1\right)\right) \tag{7.13}
\end{equation*}
$$

where $\tau_{j}$ are $s$ zeros of Legendre polynomials $P_{s+1}$ and $w_{j}$ are the corresponding weights. The idea behind the above approximation is the exactness of the Gaussian integration formula for polynomials of degree not exceeding $2 s+1$. Eq. (7.13) gives a system of $2^{k}(M+$ 1) nonlinear algebraic equations with same number of unknowns for coefficient matrix $C$. Solving this system numerically by Newton's method, we can get the values of unknowns for $C$ and hence we obtain the solution $y(x)=C^{T} \Psi(x)$.

### 7.2.3 Convergence analysis

Theorem 7.2.1. The series solution $y(x)=\sum_{n=0}^{2^{k}-1} \sum_{m=0}^{M} c_{n, m} \psi_{n, m}(x)$ defined in eq. (2.42) of Chapter 2 using Legendre multi-wavelet method converges to $y(x)$.

Proof. Let $L^{2}(\mathbb{R})$ be the Hilbert space and $\psi_{n, m}$ defined in (2.40) forms an orthonormal basis.
Let $y(x)=\sum_{m=0}^{M} C_{n, m} \psi_{n, m}(x)$ where $C_{n, m}=\left\langle y(x), \psi_{n, m}(x)\right\rangle$ for a fixed $n$.
Let us denote $\psi_{n, m}(x)=\psi(x)$ and let $\alpha_{j}=\langle y(x), \psi(x)\rangle$.
Now we define the sequence of partial sum $\left\{S_{n}\right\}$ of $\left(\alpha_{j} \psi\left(x_{j}\right)\right)$; Let $\left\{S_{n}\right\}$ and $\left\{S_{m}\right\}$ be the partial sums with $n \geq m$. We have to prove $\left\{S_{n}\right\}$ is a Cauchy sequence in Hilbert space.
Let $S_{n}=\sum_{j=1}^{n} \alpha_{j} \psi\left(x_{j}\right)$.
Now

$$
\left\langle y(x), S_{n}\right\rangle=\left\langle y(x), \sum_{j=1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\rangle=\sum_{j=1}^{n}\left|\alpha_{j}\right|^{2} .
$$

We claim that

$$
\left\|S_{n}-S_{m}\right\|^{2}=\sum_{j=m+1}^{n}\left|\alpha_{j}\right|^{2}, \quad n>m
$$

Now

$$
\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\|^{2}=\left\langle\sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right), \sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\rangle=\sum_{j=m+1}^{n}\left|\alpha_{j}\right|^{2}, \quad \text { for } \quad n>m .
$$

Therefore,

$$
\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\|^{2}=\sum_{j=m+1}^{n}\left|\alpha_{j}\right|^{2}, \quad \text { for } \quad n>m .
$$

From Bessel's inequality, we have $\sum_{j=1}^{\infty}\left|\alpha_{j}\right|^{2}$ is convergent and hence

$$
\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\|^{2} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

So,

$$
\left\|\sum_{j=m+1}^{n} \alpha_{j} \psi\left(x_{j}\right)\right\| \rightarrow 0
$$

and $\left\{S_{n}\right\}$ is a Cauchy sequence and it converges to $s$ (say).
We assert that $y(x)=s$.
Now

$$
\begin{aligned}
\left\langle s-y(x), \psi\left(x_{j}\right)\right\rangle & =\left\langle s, \psi\left(x_{j}\right)\right\rangle-\left\langle y(x), \psi\left(x_{j}\right)\right\rangle \\
& =\left\langle\lim _{n \rightarrow \infty} S_{n}, \psi\left(x_{j}\right)\right\rangle-\alpha_{j} \\
& =\alpha_{j}-\alpha_{j}
\end{aligned}
$$

This implies

$$
\left\langle s-y(x), \psi\left(x_{j}\right)\right\rangle=0
$$

Hence $y(x)=s$ and $\sum_{j=1}^{n} \alpha_{j} \psi\left(x_{j}\right)$ converges to $y(x)$ as $n \rightarrow \infty$ and proved.

### 7.2.4 Illustrative examples

Example 7.2.1. Consider the generalized form of Lane-Emden equation of first kind

$$
y^{\prime \prime}(x)+\frac{\kappa}{x} y^{\prime}(x)+y^{m}(x)=0, \quad \kappa \geq 1, \quad y(0)=1, \quad y^{\prime}(0)=0 .
$$

This equation can be transformed to integro-differential form as follow

$$
y^{\prime}(x)=-\int_{0}^{x}\left(\frac{t^{\kappa}}{x^{\kappa}}\right) y^{m}(t) d t, \quad y(0)=1, \quad \kappa \geq 1
$$
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Table 7.1: Numerical solutions for Example 7.2.1 when $\kappa=2, \quad m=0$

| $x$ | LMWM solution | Exact solution | Absolute error |
| :--- | :--- | :--- | :--- |
| 0.2 | 0.993333 | 0.993333 | $2.66664 \mathrm{E}-12$ |
| 0.4 | 0.973333 | 0.973333 | $2.13333 \mathrm{E}-11$ |
| 0.6 | 0.940000 | 0.940000 | $7.20001 \mathrm{E}-11$ |
| 0.8 | 0.893333 | 0.893333 | $1.70667 \mathrm{E}-10$ |
| 1 | 0.833333 | 0.833333 | $3.33333 \mathrm{E}-10$ |

Table 7.2: Numerical solutions for Example 7.2.1 when $\kappa=2, \quad m=1$

| $x$ | LMWM solution | Exact solution | Absolute error |
| :--- | :--- | :--- | :--- |
| 0.2 | 0.993347 | 0.993347 | $2.45593 \mathrm{E}-9$ |
| 0.4 | 0.973546 | 0.973546 | $5.46664 \mathrm{E}-10$ |
| 0.6 | 0.941071 | 0.941071 | $2.45289 \mathrm{E}-10$ |
| 0.8 | 0.896695 | 0.896695 | $1.94895 \mathrm{E}-10$ |
| 1 | 0.841471 | 0.841471 | $2.45936 \mathrm{E}-10$ |

The exact solutions of this problem for $\kappa=2$ and $m=0,1,5$ respectively are given by

$$
\begin{aligned}
& y(x)=1-\frac{1}{3!} x^{2} \\
& y(x)=\frac{\sin x}{x} \\
& y(x)=\left(1+\frac{x^{2}}{3}\right)^{-\frac{1}{2}} .
\end{aligned}
$$

The approximate solutions obtained by Legendre multi-wavelet method (LMWM) ( $M=$ $7, k=1$ ) for shape factor $\kappa=2$ and $m=0,1,5$ with their corresponding exact solutions and absolute errors have been shown in Tables 7.1-7.3, respectively.

Example 7.2.2. Consider the Lane-Emden equation of second kind

$$
y^{\prime \prime}(x)+\frac{\kappa}{x} y^{\prime}(x)+e^{y(x)}=0, \quad y(0)=y^{\prime}(0)=0, \quad \kappa>1 .
$$

This equation can be transformed to integro-differential form as follow

$$
y^{\prime}(x)=-\int_{0}^{x}\left(\frac{t^{\kappa}}{x^{\kappa}}\right) e^{y(t)} d t, \quad y(0)=1, \quad \kappa>1
$$

Table 7.3: Numerical solutions for Example 7.2.1 when $\kappa=2, \quad m=5$

| $x$ | LMWM solution | Exact solution | Absolute error |
| :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | $2.66055 \mathrm{E}-9$ |
| 0.2 | 0.993399 | 0.993399 | $1.07934 \mathrm{E}-11$ |
| 0.4 | 0.974355 | 0.974355 | $1.17952 \mathrm{E}-11$ |
| 0.6 | 0.944911 | 0.944911 | $1.64531 \mathrm{E}-11$ |
| 0.8 | 0.907841 | 0.907841 | $2.17233 \mathrm{E}-11$ |

Table 7.4: Numerical solutions for Example 7.2.2

| $x$ | $\kappa=2$ |  | $\kappa=3$ |  | $\kappa=4$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | LMWM | VIM | LMWM | VIM | LMWM | VIM |
| 0 | $-5.7433 \mathrm{E}-11$ | 0 | $-2.484 \mathrm{E}-11$ | 0 | $-1.2637 \mathrm{E}-11$ | 0 |
| 0.2 | -0.006653 | -0.006653 | -0.004992 | -0.004992 | -0.003994 | -0.003994 |
| 0.4 | -0.026456 | -0.026456 | -0.019868 | -0.019868 | -0.015909 | -0.015909 |
| 0.6 | -0.058944 | -0.058944 | -0.044337 | -0.044337 | -0.035544 | -0.035544 |
| 0.8 | -0.103386 | -0.103386 | -0.077935 | -0.077935 | -0.062578 | -0.062578 |

Table 7.5: Numerical solutions for Example 7.2.3

| $x$ | LMWM solution | Exact solution | Absolute error |
| :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | $3.95615 \mathrm{E}-8$ |
| 0.1 | 0.990050 | 0.990050 | $2.96242 \mathrm{E}-10$ |
| 0.2 | 0.960789 | 0.960789 | $3.82808 \mathrm{E}-10$ |
| 0.3 | 0.913931 | 0.913931 | $2.95619 \mathrm{E}-8$ |
| 0.4 | 0.852143 | 0.852143 | $4.68592 \mathrm{E}-7$ |
| 0.5 | 0.778797 | 0.778797 | $3.64064 \mathrm{E}-6$ |

The approximate solutions obtained by Legendre multi-wavelet method $(M=7, k=1)$ for shape factor $\kappa=2,3,4$ have been compared with the solutions obtained by Variational iteration method (VIM) [109] cited in Table 7.4.

Example 7.2.3. Next, consider the Lane-Emden type equation given by

$$
y^{\prime \prime}(x)+\frac{8}{x} y^{\prime}(x)+(18 y(x)+4 y(x) \ln y(x))=0, \quad y(0)=1, \quad y^{\prime}(0)=0
$$

The Volterra integro-differential form of this equation is given by

$$
y^{\prime}(x)+\int_{0}^{x} \frac{t^{8}}{x^{8}}(18 y(t)+4 y(t) \ln y(t)) d t=0, \quad y(0)=1
$$

with exact solution $e^{-x^{2}}$. The Legendre multi-wavelets solutions for $M=7, k=1$ along with their corresponding exact solutions and absolute errors have been shown in Table 7.5.

Example 7.2.4. Consider the Lane-Emden type equation given by

$$
y^{\prime \prime}(x)+\frac{1}{x} y^{\prime}(x)+\left(3 y^{5}(x)-y^{3}(x)\right)=0, \quad y(0)=1, \quad y^{\prime}(0)=0 .
$$

The Volterra integro-differential form of this equation is given by

$$
y^{\prime}(x)+\int_{0}^{x} \frac{t}{x}\left(3 y^{5}(t)-y^{3}(t)\right) d t=0, \quad y(0)=1
$$

with exact solution $\frac{1}{\sqrt{1+x^{2}}}$. The Legendre multi-wavelets solutions for $M=7, k=1$ along with their corresponding exact solutions and absolute errors have been shown in Table 7.6.

Table 7.6: Numerical solutions for Example 7.2.4

| $x$ | LMWM solution | Exact solution | Absolute error |
| :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | $9.41731 \mathrm{E}-8$ |
| 0.2 | 0.980581 | 0.980581 | $8.91026 \mathrm{E}-10$ |
| 0.4 | 0.928477 | 0.928477 | $1.53517 \mathrm{E}-9$ |
| 0.6 | 0.857493 | 0.857493 | $1.16852 \mathrm{E}-9$ |
| 0.8 | 0.780869 | 0.780869 | $1.55470 \mathrm{E}-9$ |

Table 7.7: Numerical solutions for Example 7.2.5

| $x$ | LMWM solution | Exact solution | Absolute error |
| :--- | :--- | :--- | :--- |
| 0 | $1.1743 \mathrm{E}-7$ | 0 | $1.17430 \mathrm{E}-7$ |
| 0.2 | -0.078441 | -0.078441 | $1.25003 \mathrm{E}-9$ |
| 0.4 | -0.296840 | -0.296840 | $1.65908 \mathrm{E}-7$ |
| 0.6 | -0.614985 | -0.614969 | $1.52712 \mathrm{E}-5$ |
| 0.8 | -0.989704 | -0.989392 | $3.11348 \mathrm{E}-4$ |

Example 7.2.5. Consider the Lane-Emden type equation given by

$$
y^{\prime \prime}(x)+\frac{2}{x} y^{\prime}(x)+4\left(2 e^{y(x)}+e^{\frac{y(x)}{2}}\right)=0, \quad y(0)=y^{\prime}(0)=0 .
$$

The Volterra integro-differential form of this equation is given by

$$
y^{\prime}(x)+\int_{0}^{x} \frac{t^{2}}{x^{2}}\left(4\left(2 e^{y(t)}+e^{\frac{y(t)}{2}}\right)\right) d t=0, \quad y(0)=0
$$

with exact solution $-2 \ln \left(1+x^{2}\right)$. The Legendre multi-wavelets solutions for $M=7, k=1$ along with their corresponding exact solutions and absolute errors have been shown in Table 7.7.

Example 7.2.6. Consider the system of nonlinear Lane-Emden type equations given by

$$
\begin{aligned}
& y_{1}^{\prime \prime}(x)+\frac{8}{x} y_{1}^{\prime}(x)+\left(18 y_{1}(x)-4 y_{1}(x) \ln y_{2}(x)\right)=0 \\
& y_{2}^{\prime \prime}(x)+\frac{4}{x} y_{2}^{\prime}(x)+\left(4 y_{2}(x) \ln y_{1}(x)-10 y_{2}(x)\right)=0
\end{aligned}
$$

with initial conditions

$$
\begin{array}{ll}
y_{1}(0)=1, & y_{1}^{\prime}(0)=0, \\
y_{2}(0)=1, & y_{2}^{\prime}(0)=0 .
\end{array}
$$

The system of nonlinear Volterra integro-differential form of the above system is given by

$$
\begin{aligned}
& y_{1}^{\prime}(x)+\int_{0}^{x} \frac{t^{8}}{x^{8}}\left(18 y_{1}(t)-4 y_{1}(t) \ln y_{2}(t)\right) d t=0, \\
& y_{2}^{\prime}(x)+\int_{0}^{x} \frac{t^{4}}{x^{4}}\left(4 y_{2}(t) \ln y_{1}(t)-10 y_{2}(t)\right) d t=0,
\end{aligned}
$$

Table 7.8: Numerical solutions for Example 7.2.6

| $x$ | LMWM solution |  | Exact solution |  | Absolute error |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ | $y_{1}(x)$ | $y_{2}(x)$ |
| 0 | 1 | 1 | 1 | 1 | $7.15876 \mathrm{E}-8$ | $8.44232 \mathrm{E}-8$ |
| 0.1 | 0.99005 | 1.01005 | 0.99005 | 1.01005 | $5.61584 \mathrm{E}-10$ | $6.59049 \mathrm{E}-10$ |
| 0.2 | 0.960789 | 1.04081 | 0.960789 | 1.04081 | $9.69923 \mathrm{E}-10$ | $3.34747 \mathrm{E}-10$ |
| 0.3 | 0.913931 | 1.09417 | 0.913931 | 1.09417 | $3.5286 \mathrm{E}-8$ | $4.47131 \mathrm{E}-8$ |
| 0.4 | 0.852144 | 1.17351 | 0.852144 | 1.17351 | $6.22823 \mathrm{E}-7$ | $8.00388 \mathrm{E}-7$ |
| 0.5 | 0.778805 | 1.28402 | 0.778801 | 1.28403 | $4.48153 \mathrm{E}-6$ | $7.03964 \mathrm{E}-6$ |

with initial conditions $y_{1}(0)=1, \quad y_{2}(0)=1$.
The corresponding exact solutions of this system are

$$
\begin{aligned}
& y_{1}(x)=e^{-x^{2}} \\
& y_{2}(x)=e^{x^{2}}
\end{aligned}
$$

The approximate solutions obtained by Legendre multi-wavelet method for $M=7, k=1$ along with their corresponding exact solutions and absolute errors have been shown in Table 7.8.

### 7.3 Chebyshev wavelet method for Volterra integro-differential equation form of Lane-Emden type equation

In this section, singular initial value problems in the second order ordinary differential equations (ODEs) of Lane-Emden type equation formulated as

$$
\begin{equation*}
y^{\prime \prime}(x)+\frac{\alpha}{x} y^{\prime}(x)+p(x) y(x)=g(x), \quad 0<x \leq 1, \quad \alpha \geq 0, \tag{7.14}
\end{equation*}
$$

with the following initial conditions

$$
\begin{equation*}
y(0)=A, \quad y^{\prime}(0)=B, \tag{7.15}
\end{equation*}
$$

where $A$ and $B$ are constants, $p(x)$ is analytic function, and $g(x) \in C[0,1]$.

Equation (7.14) has been used to model several phenomena in mathematical physics and astrophysics such as the theory of stellar structure, the thermal behavior of a spherical cloud of gas, isothermal gas spheres, the theory of thermionic currents, and in the modeling of clusters of galaxies [103-105]. A substantial amount of work has been done on these types of problems for various structures. The singular behavior that occurs at $x=0$ is the main difficulty of eq. (7.14).

### 7.3.1 Volterra integro-differential form of the Lane-Emden type differential equation

In this section, we discuss the convertion of eq. (7.14) into integro-differential equation, first we set

$$
\begin{equation*}
y^{\prime \prime}(x)=u(x) . \tag{7.16}
\end{equation*}
$$

Integrating eq. (7.16) two times with respect to $x$ from 0 to $x$, we have

$$
\begin{gather*}
y(x)=A+B x+\int_{0}^{x} \int_{0}^{\theta} u(t) d t d \theta=A+B x+\int_{0}^{x}\left(\int_{t}^{x} d \theta\right) u(t) d t \\
\text { or } y(x)=A+B x+\int_{0}^{x}(x-t) u(t) d t \tag{7.17}
\end{gather*}
$$

Putting eqs. (7.16)-(7.17) in eq. (7.14), we have

$$
\begin{equation*}
u(x)=f(x)-\int_{0}^{x} k(x, t) u(t) d t \tag{7.18}
\end{equation*}
$$

where

$$
f(x)=g(x)-B\left(\frac{\alpha}{x}\right)-A p(x)-B x p(x)
$$

and

$$
k(x, t)=\frac{\alpha}{x}+p(x)(x-t) .
$$

Differentiating eq. (7.18) with respect to $x$ and applying Leibnitz rule, we have

$$
\begin{equation*}
u^{\prime}(x)+\frac{\alpha}{x} u(x)=f^{\prime}(x)-\int_{0}^{x} \frac{\partial}{\partial x} k(x, t) u(t) d t \tag{7.19}
\end{equation*}
$$

Eq. (7.19) can be written as

$$
\begin{equation*}
u^{\prime}(x)+\frac{\alpha}{x} u(x)=F(x)-\int_{0}^{x} K(x, t) u(t) d t, \quad u(0)=u_{0} \tag{7.20}
\end{equation*}
$$

where $F(x)=f^{\prime}(x)$ and $K(x, t)=\frac{\partial}{\partial x} k(x, t)$.
Eq. (7.20) is the required volterra integro-differential form of Lane-Emden type equation (7.14).

### 7.3.2 Analysis of method

Consider the Volterra integro-differential equation given in eq. (7.20) which is the form of Lane-Emden equation defined in eq. (7.14). In order to apply the Chebyshev wavelets, we first approximate the unknown function $u(x)$ as

$$
\begin{equation*}
u(x)=C^{T} \Psi(x), \tag{7.21}
\end{equation*}
$$

where $C$ is defined similar to eq. (2.50) of Chapter 2.
First, integrate the eq. (7.20) both sides with respect to $x$ from 0 to $x$ and using the initial condition $u(0)=u_{0}$, we have

$$
\begin{equation*}
u(x)=u_{0}-\int_{0}^{x} \frac{\alpha}{x} u(x) d x+\int_{0}^{x} F(x) d x-\int_{0}^{x}\left[\int_{0}^{x} K(x, t) u(t) d t\right] d x . \tag{7.22}
\end{equation*}
$$

Then from eqs. (7.21) and (7.22), we have

$$
\begin{align*}
C^{T} \Psi(x)= & u_{0}+\int_{0}^{x} F(x) d x-\int_{0}^{x} \frac{\alpha}{x} C^{T} \Psi(x) d x \\
& -\int_{0}^{x}\left[\int_{0}^{x} K(x, t) C^{T} \Psi(t) d t\right] d x \\
= & G(x)-\int_{0}^{x} H_{1}(x) d x-\int_{0}^{x} H_{2}(x) d x \tag{7.23}
\end{align*}
$$

where

$$
\begin{aligned}
G(x) & =u_{0}+\int_{0}^{x} F(x) d x \\
H_{1}(x) & =\frac{\alpha}{x} C^{T} \Psi(x), \\
H_{2}(x) & =\int_{0}^{x} K(x, t) C^{T} \Psi(t) d t .
\end{aligned}
$$

Now, we collocate the eq. (7.23) at $2^{k-1} M$ points $x_{i}=\frac{2 i-1}{2^{k} M}, i=1,2, \ldots, 2^{k-1} M$ as

$$
\begin{equation*}
C^{T} \Psi\left(x_{i}\right)=G\left(x_{i}\right)-\int_{0}^{x_{i}} H_{1}(x) d x-\int_{0}^{x_{i}} H_{2}(x) d x \tag{7.24}
\end{equation*}
$$

In order to use the Gaussian integration formula for eq. (7.24), we transfer the interval $\left[0, x_{i}\right]$ into the interval $[-1,1]$ by means of the transformation

$$
\tau=\frac{2}{x_{i}} x-1
$$

Eq. (7.24) can be written as

$$
\begin{equation*}
C^{T} \Psi\left(x_{i}\right) \cong G\left(x_{i}\right)-\frac{x_{i}}{2} \int_{-1}^{1} H_{1}\left(\frac{x_{i}}{2}(\tau+1)\right) d \tau-\frac{x_{i}}{2} \int_{-1}^{1} H_{2}\left(\frac{x_{i}}{2}(\tau+1)\right) d \tau . \tag{7.25}
\end{equation*}
$$

By using the Gaussian quadrature formula, we get

$$
\begin{equation*}
C^{T} \Psi\left(x_{i}\right)=G\left(x_{i}\right)-\frac{x_{i}}{2} \sum_{j_{1}=1}^{s_{1}} w_{j_{1}} H_{1}\left(\frac{x_{i}}{2}\left(\tau_{j_{1}}+1\right)\right)-\frac{x_{i}}{2} \sum_{j_{2}=1}^{s_{2}} w_{j_{2}} H_{2}\left(\frac{x_{i}}{2}\left(\tau_{j_{2}}+1\right)\right), \tag{7.26}
\end{equation*}
$$

where $\tau_{j_{1}}$ and $\tau_{j_{2}}$ are $s_{1}$ and $s_{2}$ zeros of Legendre polynomials $P_{s_{1}+1}(\cdot)$ and $P_{s_{2}+1}(\cdot)$ respectively and $w_{j_{1}}$ and $w_{j_{2}}$ are the corresponding weights. The idea behind the above approximation is the exactness of the Gaussian quadrature formula for polynomials of degree not exceeding $2 s_{1}+1$ and $2 s_{2}+1$ respectively. Eq. (7.26) gives a system of $2^{k-1} M$ algebraic equations with same number of unknowns for coefficient matrix $C$. Solving this system numerically, we can get the values of unknowns for $C$ and hence we obtain the solution
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Table 7.9: Comparison of approximate solutions obtained by CWM and ADM for Example 7.3.1

| $x$ | CWM | ADM | Exact |
| :--- | :--- | :--- | :--- |
| 0.1 | 1.01005 | 1.01005 | 1.01005 |
| 0.2 | 1.04081 | 1.04081 | 1.04081 |
| 0.3 | 1.09417 | 1.09417 | 1.09417 |
| 0.4 | 1.17351 | 1.17351 | 1.17351 |
| 0.5 | 1.28403 | 1.28403 | 1.28403 |
| 0.6 | 1.43333 | 1.43333 | 1.43333 |
| 0.7 | 1.63232 | 1.63232 | 1.63232 |
| 0.8 | 1.89648 | 1.89648 | 1.89648 |
| 0.9 | 2.24791 | 2.2479 | 2.24791 |

$u(x)=C^{T} \Psi(x)$. Again we can calculate the actual solution in term of $y(x)$ by eq. (7.17).

### 7.3.3 Illustrative examples

Example 7.3.1. Consider the second order singular differential equation of Lane-Emden type [111, 129]

$$
y^{\prime \prime}(x)+\frac{2}{x} y^{\prime}(x)-2\left(2 x^{2}+3\right) y(x)=0, \quad y(0)=1, \quad y^{\prime}(0)=0, \quad 0<x \leq 1 .
$$

This equation can be transformed to integro-differential form as follow

$$
u^{\prime}(x)+\frac{2}{x} u(x)=8 x-\int_{0}^{x}\left(\frac{-2}{x^{2}}-12 x^{2}+8 x t-6\right) u(t) d t, \quad u(0)=2,
$$

with the exact solution $y^{*}(x)=e^{x^{2}}$. The approximate solutions obtained by Chebyshev wavelet method $(C W M)(M=6, \quad k=4)$ have been compared with that of by 5 -th order Adomian decomposition method (ADM) [129] along with the corresponding exact solutions and cited in Table 7.9. The obtained $L_{2}$ and $L_{\infty}$ errors have been shown in Table 7.10. In this problem, we get 48 number algebraic equations with same number of unknowns and these equations have been solved numerically by Newton's method.
The error term can be calculated as

$$
\begin{aligned}
& \text { Absolute error }=\left|e_{i}\right|=\mid y^{*}\left(x_{i}\right)-\sum_{n=1}^{2^{k-1} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}\left(x_{i}\right) \mid, \quad i=0,1, \ldots, s,} \\
& L_{2} \text { error }=\sqrt{\sum_{i=0}^{s}\left|e_{i}\right|^{2}}, \\
& L_{\infty} \text { error }=\max _{0 \leq i \leq s}\left|e_{i}\right|,
\end{aligned}
$$

where $s$ is the number of nodes points in the interval $[0,1]$.

Example 7.3.2. Consider the second order singular differential equation of Lane-Emden
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Table 7.10: $L_{2}$ and $L_{\infty}$ errors obtained by CWM and ADM for Example 7.3.1

| Error | CWM | ADM |
| :--- | :---: | :---: |
| $L_{2}$ | $1.05492 \mathrm{E}-7$ | $5.59398 \mathrm{E}-6$ |
| $L_{\infty}$ | $1.03058 \mathrm{E}-7$ | $5.59068 \mathrm{E}-6$ |

Table 7.11: Comparison of approximate solutions obtained by CWM and LWM for Example 7.3.2

| $x$ | CWM | LWM | Exact | Error in CWM | Error in LWM |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.1 | -0.0009 | -0.0009 | -0.0009 | $1.4962 \mathrm{E}-17$ | $1.6 \mathrm{E}-11$ |
| 0.2 | -0.0064 | -0.0064 | -0.0064 | $4.59702 \mathrm{E}-17$ | $1.5 \mathrm{E}-11$ |
| 0.3 | -0.0189 | -0.0189 | -0.0189 | $6.245 \mathrm{E}-17$ | 0 |
| 0.4 | -0.0384 | -0.0384 | -0.0384 | $6.245 \mathrm{E}-17$ | $1.0 \mathrm{E}-11$ |
| 0.5 | -0.0625 | -0.0625 | -0.0625 | $1.04083 \mathrm{E}-16$ | $4.0 \mathrm{E}-11$ |
| 0.6 | -0.0864 | -0.0864 | -0.0864 | $1.94289 \mathrm{E}-16$ | $1.0 \mathrm{E}-11$ |
| 0.7 | -0.1029 | -0.1029 | -0.1029 | $3.33067 \mathrm{E}-16$ | $1.0 \mathrm{E}-10$ |
| 0.8 | -0.1024 | -0.1024 | -0.1024 | $4.30211 \mathrm{E}-16$ | $2.0 \mathrm{E}-10$ |
| 0.9 | -0.0729 | -0.0729 | -0.0729 | $4.85723 \mathrm{E}-16$ | $3.3 \mathrm{E}-10$ |

type [111, 129]

$$
y^{\prime \prime}(x)+\frac{8}{x} y^{\prime}(x)+x y(x)=x^{5}-x^{4}+44 x^{2}-30 x, \quad y(0)=y^{\prime}(0)=0, \quad 0<x \leq 1 .
$$

This equation can be transformed to integro-differential form as follow

$$
u^{\prime}(x)+\frac{8}{x} u(x)=5 x^{4}-4 x^{3}+88 x-30-\int_{0}^{x}\left(\frac{-8}{x^{2}}+2 x-t\right) u(t) d t, \quad u(0)=0,
$$

with the exact solution $y^{*}(x)=x^{4}-x^{3}$. The approximate solutions obtained by Chebyshev wavelet method $(M=6, \quad k=1)$ have been compared with that of by Legendre wavelet method (LWM) ( $M=6, \quad k=1$ ) [111] along with the corresponding exact solutions and cited in Table 7.11. The obtained $L_{2}$ and $L_{\infty}$ errors have been shown in Table 7.12. In this present method, we get 6 number algebraic equations with same number of unknowns and these equations have been solved numerically by Newton's method.

Example 7.3.3. Consider the second order singular differential equation of Lane-Emden type [129]

$$
y^{\prime \prime}(x)+\frac{2}{x} y^{\prime}(x)+y(x)=6+12 x+x^{2}+x^{3}, \quad y(0)=y^{\prime}(0)=0, \quad 0<x \leq 1 .
$$

Table 7.12: $L_{2}$ and $L_{\infty}$ errors obtained by CWM and LWM for Example 7.3.2

| Error | CWM | LWM |
| :--- | :--- | :--- |
| $L_{2}$ | $7.68544 \mathrm{E}-16$ | $4.01474 \mathrm{E}-10$ |
| $L_{\infty}$ | $4.85723 \mathrm{E}-16$ | $3.3 \mathrm{E}-10$ |

Table 7.13: Comparison of approximate solutions obtained by CWM and ADM for Example 7.3.3

| $x$ | CWM | ADM | Exact |
| :--- | :--- | :--- | :--- |
| 0.1 | 0.011 | 0.011 | 0.011 |
| 0.2 | 0.048 | 0.048 | 0.048 |
| 0.3 | 0.117 | 0.117 | 0.117 |
| 0.4 | 0.224 | 0.224 | 0.224 |
| 0.5 | 0.375 | 0.375 | 0.375 |
| 0.6 | 0.576 | 0.576 | 0.576 |
| 0.7 | 0.833 | 0.833 | 0.833 |
| 0.8 | 1.152 | 1.152 | 1.152 |
| 0.9 | 1.539 | 1.539 | 1.539 |

Table 7.14: $L_{2}$ and $L_{\infty}$ errors obtained by CWM and ADM for Example 7.3.3

| Error | CWM | ADM |
| :--- | :---: | :---: |
| $L_{2}$ | $5.66647 \mathrm{E}-14$ | $1.30900 \mathrm{E}-12$ |
| $L_{\infty}$ | $2.02061 \mathrm{E}-14$ | $1.28586 \mathrm{E}-12$ |

This equation can be transformed to integro-differential form as follow

$$
u^{\prime}(x)+\frac{2}{x} u(x)=12+2 x+3 x^{2}-\int_{0}^{x}\left(\frac{-2}{x^{2}}+1\right) u(t) d t, \quad u(0)=2,
$$

with the exact solution $y^{*}(x)=x^{2}+x^{3}$. The approximate solutions obtained by Chebyshev wavelet method ( $M=8, \quad k=1$ ) have been compared with that of by 5 -th order Adomian decomposition method (ADM) [129] along with the corresponding exact solutions and cited in Table 7.13. The obtained $L_{2}$ and $L_{\infty}$ errors have been shown in Table 7.14. In this present method, we get 8 number algebraic equations with same number of unknowns and these equations have been solved numerically by Newton's method.

### 7.4 Conclusion

In this paper, Volterra integro-differential equations equivalent to the Lane-Emden type second order singular differential equations have been established. The newly obtained Volterra integro-differential form of Lane-Emden type equations facilitates the computational work and overcomes the difficulty of the singular behavior at $x=0$. Using these procedures, the integro-differential forms have been reduced to solve a system of algebraic equations. This algebraic equations system has been solved numerically by Newton's method. The illustrative examples have been included to demonstrate the validity and applicability of the present techniques. From the Tables, it is clear that the $L_{2}$ and $L_{\infty}$ errors obtained by the present methods are more less than other comparative methods. The illustrative examples in sections 7.2 and 7.3 also exhibit the accuracy and efficiency of the Legendre multi-wavelet method and Chebyshev wavelet method.

## Chapter 8

## Application of Legendre Spectral Collocation Method for solving integro-differential equations

### 8.1 Introduction

In this chapter, the Legendre spectral collocation method has been applied to solve integro-differential equations. The proposed method is based on the Gauss-Legendre points with the basis functions of Lagrange polynomials. The presented method applied to the integral equation reduces to solve the system of algebraic equations. Legendre spectral collocation method has been applied to solve Fredholm integro-differential-difference equation with variable coefficients and mixed conditions in Section 8.2 and system of integro-differential equations modeling biological species living together in Section 8.3. Also, the numerical results obtained by Legendre spectral collocation method have been compared with the results obtained by existing methods. Illustrative examples have been discussed to demonstrate the validity and applicability of the presented method.

### 8.2 Legendre spectral collocation method for Fredholm Integro-differential-difference Equation with Variable Coefficients and Mixed Conditions

The studies of integro-differential-difference equations have been developed very rapidly and intensively. In recent years, both mathematicians and physicists have devoted considerable effort to the study of numerical solutions of the integro-differential-difference equations. These equations are combinations that the unknown functions appear under the sign of integration and it also contains the derivatives and functional arguments of the unknown functions. Problems involving these equations arise frequently in many applied areas which include engineering, mechanics, physics, chemistry, astronomy, biology, economics, potential theory, electrostatics, etc. [130-136].

Many numerical methods have been presented in open literature for solving integro-differential-difference equations and integro-differential equations. The learned researcher Sezer et al. [130] solved integro-differential-difference equations with variable coefficients by using Taylor matrix method, Laguerre collocation method (LCM) [131], and Chebyshev collocation method [132]. In [133], the higher-order linear Fredholm integro-differential-difference equations with variable coefficients have been solved by Legendre polynomials. Boubaker polynomial [134], Fibonacci collocation method (FCM) [135] and homotopy analysis method (HAM) [136] have been applied to solve Fredholm integro-differential-difference equations with variable coefficients. The numerical methods for solving integro-differential equations with variable coefficients have been discussed in [137, 138]. Also the differential-difference equations with variable coefficients have been solved by many researchers using different numerical methods. The differential-difference equations with variable coefficients have been solved by hybrid of Legendre and Taylor polynomials [139], and Jacobian elliptic function method [140]. In [141], the delay difference equations with variable coefficients have been solved by Laguerre polynomials. Differential transform method has applied to solve the differential-difference equations in [142].

In this work, we consider the general form of $m^{\text {th }}$ order linear Fredholm integro-differential-difference equation with variable coefficients as

$$
\begin{equation*}
\sum_{i=0}^{m} p_{i}(x) y^{(i)}(x)+\sum_{j=0}^{n} p_{j}^{*}(x) y^{(j)}(x-\tau)=g(x)+\int_{a}^{b} K(x, t) y(t-\tau) d t, \tau \geq 0, n \leq m \tag{8.1}
\end{equation*}
$$

with mixed condition

$$
\begin{equation*}
\sum_{i=0}^{m-1}\left[\alpha_{i l} y^{(i)}(a)+\beta_{i l} y^{(i)}(b)+\gamma_{i l} y^{(i)}(c)\right]=\mu_{i}, \quad l=0,1, \ldots, m-1 \tag{8.2}
\end{equation*}
$$

where $p_{i}(x), p_{i}^{*}(x), g(x)$, and $K(x, t)$ are known functions, and $\alpha_{i l}, \beta_{i l}$ and $\gamma_{i l}$ are appropriate constants. $y(x)$ be the unknown function that has to be determined. The eq. (8.1) along with eq. (8.2) has been solved by Legendre spectral collocation method (LSCM) . The Legendre spectral collocation method has been applied by many authors to solve integral equations and integro-differential equations [143-145]. In this method, the unknown function $y(x)$ has been approximated by Lagrange polynomial with the Gauss-Legendre points as node points on the interval $[-1,1]$. In general, the integro-differential-difference equation defined over interval $[a, b]$ can be transformed into the interval $[-1,1]$. The present method reduces the integro-differential-difference equation into a system of algebraic equations that can be solved by any numerical method. Particularly, this system has been solved by Newton method.

### 8.2.1 Lagrange polynomial and its properties

Any function $y(t)$ defined over $[a, b]$ can be approximated by Lagrange interpolation polynomial as

$$
\begin{equation*}
y(t)=\sum_{k=0}^{M} y_{k} F_{k}(t) \tag{8.3}
\end{equation*}
$$

with $y_{k}=y\left(t_{k}\right)$, where $t_{k}, k=0,1, \ldots, M$ are interpolating points satisfy $a \leq t_{0}<t_{1}<$ $\ldots<t_{M-1}<t_{M} \leq b$ and

$$
F_{k}(t)=\prod_{j=0, j \neq k}^{M}\left(\frac{t-t_{j}}{t_{k}-t_{j}}\right)
$$

also,

$$
F_{k}\left(t_{r}\right)=\delta_{k r}= \begin{cases}1, & k=r \\ 0, & k \neq r\end{cases}
$$

### 8.2.2 Analysis of Legendre spectral collocation method

In this section, the basic idea of Legendre spectral collocation method for solving integro-differential-difference equations has been presented. This idea has been proposed in [143-145]. In this procedure of approximation, Legendre-Gauss quadrature rule together with Lagrange interpolation polynomials have been used.

In order to use Legendre spectral collocation method, we consider the Legendre-Gauss points $\left\{x_{s}\right\}_{s=0}^{M}$ i.e., the roots of $L_{M+1}(x)=0$ where $L_{M+1}$ is the $(M+1)^{t h}$ Legendre polynomial.

Consider the integro-differential-difference equations with variable coefficients defined in eq. (8.1) and substituting the approximate unknown function $y(x)$ obtained by Lagrange interpolation polynomial of eq. (8.3), we obtain

$$
\begin{align*}
\sum_{i=0}^{m} p_{i}(x) \sum_{k=0}^{M} y_{k} F_{k}^{(i)}(x)+\sum_{j=0}^{n} p_{j}^{*}(x) \sum_{k=0}^{M} y_{k} F_{k}^{(j)}(x-\tau) & =g(x) \\
& +\int_{-1}^{1} K(x, t) \sum_{k=0}^{M} y_{k} F_{k}(t-\tau) d t \tag{8.4}
\end{align*}
$$

Let us consider the integral part of eq. (8.4) and we apply the Legendre-Gauss quadrature rule as

$$
\begin{equation*}
\int_{-1}^{1} K(x, t) \sum_{k=0}^{M} y_{k} F_{k}(t-\tau) d t \approx \sum_{s_{1}=0}^{M} w_{s_{1}} K\left(x, t_{s_{1}}\right) \sum_{k=0}^{M} y_{k} F_{k}\left(t_{s_{1}}-\tau\right), \tag{8.5}
\end{equation*}
$$

where $t_{s_{1}}, s_{1}=0,1, \ldots, M$ are Legendre-Gauss points, i.e., the roots of $L_{M+1}()=$.0 and
$w_{s_{1}}$ are the corresponding weights defined as

$$
w_{s_{1}}=\frac{2}{\left(1-t_{s_{1}}^{2}\right)\left[L_{M+1}^{\prime}\left(t_{s_{1}}\right)\right]^{2}}, \quad 0 \leq s_{1} \leq M
$$

Substituting eq. (8.5) in eq. (8.4), we have

$$
\begin{align*}
\sum_{i=0}^{m} p_{i}(x) \sum_{k=0}^{M} y_{k} F_{k}^{(i)}(x)+\sum_{j=0}^{n} p_{j}^{*}(x) \sum_{k=0}^{M} y_{k} F_{k}^{(j)}(x-\tau) & =g(x) \\
& +\sum_{s_{1}=0}^{M} w_{s_{1}} K\left(x, t_{s_{1}}\right) \sum_{k=0}^{M} y_{k} F_{k}\left(t_{s_{1}}-\tau\right) . \tag{8.6}
\end{align*}
$$

Now, utilizing the eq. (8.6) at $M+1$ collocation points of Legendre-Gauss points $\left\{x_{s}\right\}_{s=0}^{M}$, we have

$$
\begin{align*}
\sum_{i=0}^{m} p_{i}\left(x_{s}\right) \sum_{k=0}^{M} y_{k} F_{k}^{(i)}\left(x_{s}\right)+\sum_{j=0}^{n} p_{j}^{*}\left(x_{s}\right) \sum_{k=0}^{M} y_{k} & F_{k}^{(j)}\left(x_{s}-\tau\right)=g\left(x_{s}\right) \\
& +\sum_{s_{1}=0}^{M} w_{s_{1}} K\left(x_{s}, t_{s_{1}}\right) \sum_{k=0}^{M} y_{k} F_{k}\left(t_{s_{1}}-\tau\right) . \tag{8.7}
\end{align*}
$$

Again we consider the mixed condition defined in eq. (8.2) and approximate by Lagrange interpolation formula (8.3) yields

$$
\begin{equation*}
\sum_{i=0}^{m-1}\left[\alpha_{i l} \sum_{k=0}^{M} y_{k} F_{k}^{(i)}(a)+\beta_{i l} \sum_{k=0}^{M} y_{k} F_{k}^{(i)}(b)+\gamma_{i l} \sum_{k=0}^{M} y_{k} F_{k}^{(i)}(c)\right]=\mu_{i} \tag{8.8}
\end{equation*}
$$

for $l=0,1, \ldots, m-1$.
Combining eqs. (8.7) and (8.8), we get a system of algebraic equations with $y_{k}, \quad k=$ $0,1, \ldots, M$ unknowns. Numerically solving this system by Newton's method, we can determine the unknowns $y_{k}, \quad k=0,1, \ldots, M$ and hence obtain the approximate solution $y(x) \approx \sum_{k=0}^{M} y_{k} F_{k}(x)$.

### 8.2.3 Illustrative examples

Example 8.2.1. Let us consider the integro-differential-difference equation with variable coefficients

$$
y^{\prime}(x)-y(x)+x y^{\prime}(x-1)+y(x-1)=(x-2)+\int_{-1}^{1}(x+t) y(t-1) d t
$$

with mixed condition

$$
y(-1)-2 y(0)+y(1)=0 .
$$

Solving the above equation by Legendre spectral collocation method for $M=2$, we have obtained the unknowns as

$$
y_{0}=1.67621, \quad y_{1}=4.00000, \quad y_{2}=6.32379
$$
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Hence the approximate solution is

$$
\begin{aligned}
y(x)=\sum_{k=0}^{2} y_{k} F_{k}(x) & =y_{0} F_{0}(x)+y_{1} F_{1}(x)+y_{2} F_{2}(x) \\
& =4+3 x-8.88178 \times 10^{-16} x^{2} \\
& \approx 4+3 x
\end{aligned}
$$

The exact solution of this problem is $3 x+4$.
Example 8.2.2. Let us consider the integro-differential difference equation with variable coefficients as [133, 135]
$y^{\prime \prime \prime}(x)-x y^{\prime}(x)+y^{\prime \prime}(x-1)-x y(x-1)=-(x+1)(\sin (x-1)+\cos x)-\cos 2+1+\int_{-1}^{1} y(t-1) d t$,
with conditions

$$
y(0)=0, \quad y^{\prime}(0)=1, \quad y^{\prime \prime}(0)=0
$$

The exact solution of this problem is $y(x)=\sin x$. The obtained results by presented method have been compared with the results obtained by Legendre polynomials [133] and Fibonacci collocation method (FCM) [135], and these numerical results along with the exact results are shown in Table 8.1. Table 8.2 cites the $L_{\infty}$ error.

Table 8.1: Numerical results along with exact results for Example 8.2.2

| $x$ | Exact | LSCM |  | FCM [135] |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $M=6$ | $M=7$ | $N=8$ | $N=9$ |
| -1 | -0.841471 | -0.866814 | -0.83644 | -1.114125 | -3.078521 |
| -0.8 | -0.717356 | -0.729305 | -0.71498 | -0.869866 | -1.875847 |
| -0.6 | -0.564642 | -0.569211 | -0.563732 | -0.633677 | -1.054038 |
| -0.4 | -0.389418 | -0.390626 | -0.389177 | -0.4110374 | -0.5333391 |
| -0.2 | -0.198669 | -0.198802 | -0.198643 | -0.2014897 | -0.2163871 |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0.2 | 0.0 .198669 | 0.198769 | 0.19865 | 0.2016525 | 0.2155338 |
| 0.4 | 0.389418 | 0.390107 | 0.389294 | 0.4137037 | 0.5200945 |
| 0.6 | 0.564642 | 0.566704 | 0.564314 | 0.6476974 | 0.9903835 |
| 0.8 | 0.717356 | 0.721914 | 0.716785 | 0.9164897 | 1.689322 |
| 1 | 0.841471 | 0.850444 | 0.840739 | 1.235210 | 2.667579 |

Table 8.2: $L_{\infty}$ error for example 8.2.2

| Error | LSCM |  | FCM [135] |  | Legendre polynomials [133] |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $M=6$ | $M=7$ | $N=8$ | $N=9$ | $m=6$ | $m=7$ |
| $L_{\infty}$ | $2.53434 \mathrm{E}-2$ | $5.03053 \mathrm{E}-3$ | $3.937393 \mathrm{E}-1$ | $2.23705 \mathrm{E}-0$ | $3.84 \mathrm{E}-2$ | $5.05 \mathrm{E}-3$ |

Example 8.2.3. Let us consider the integro-differential difference equation with variable coefficients as [134]

$$
(x+4)^{2} y^{\prime \prime}(x)-(x+4) y^{\prime}(x)+y(x-1)-y^{\prime}(x-1)=\ln (x+3)-\frac{1}{x+3}+3 \ln (3)-5 \ln (5)+\int_{-1}^{1} y(t) d t
$$
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with conditions

$$
y(0)=\ln (4), \quad y^{\prime}(0)=\frac{1}{4} .
$$

The exact solution of this problem is $y(x)=\ln (x+4)$. The results obtained by presented method have been compared with the results obtained by Boubaker polynomial [134] and these numerical results along with the exact results are shown in Table 8.3. Table 8.4 cites the $L_{\infty}$ error.

Table 8.3: Numerical results along with exact results for Example 8.2.3

| $x$ | Exact | LSCM |  | Boubaker polynomial [134] |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $M=6$ | $M=7$ | $N=6$ | $N=7$ |
| -1 | 1.09861 | 1.09861 | 1.09861 | 1.098596 | 1.098657 |
| -0.9 | 1.1314 | 1.1314 | 1.1314 | 1.131387 | 1.131431 |
| -0.8 | 1.16315 | 1.16315 | 1.16315 | 1.163138 | 1.163173 |
| -0.7 | 1.19392 | 1.19392 | 1.19392 | 1.193911 | 1.193937 |
| -0.6 | 1.22378 | 1.22378 | 1.22378 | 1.223766 | 1.223787 |
| -0.5 | 1.25276 | 1.25276 | 1.25276 | 1.252755 | 1.252771 |
| -0.4 | 1.28093 | 1.28093 | 1.28093 | 1.280928 | 1.280939 |
| -0.3 | 1.30833 | 1.30833 | 1.30833 | 1.308329 | 1.308336 |
| -0.2 | 1.335 | 1.335 | 1.335 | 1.335 | 1.335001 |
| -0.1 | 1.36098 | 1.36098 | 1.36098 | 1.360976 | 1.360977 |
| 0 | 1.38629 | 1.38629 | 1.38629 | 1.386294 | 1.386294 |

Table 8.4: $L_{\infty}$ error for Example 8.2.3

| Error | LSCM |  | Boubaker polynomial [134] |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $M=6$ | $M=7$ | $N=6$ | $N=7$ |
| $L_{\infty}$ | $5.86528 \mathrm{E}-7$ | $1.77093 \mathrm{E}-6$ | $1.66 \mathrm{E}-5$ | $4.50 \mathrm{E}-5$ |

Example 8.2.4. Let us consider the integro-differential difference equation with variable coefficients as [131]

$$
\begin{aligned}
y^{\prime \prime}(x)-x y^{\prime}(x)+x y(x)-y^{\prime}(x-1)+y(x-1) & =x(\sin x+\cos x)-\cos x \\
& +\sin (x-1)+\cos (x-1)+4 x \sin (1) \\
& +\int_{-1}^{1}(3 t-2 x) y(t) d t
\end{aligned}
$$

with conditions

$$
y(0)=1, \quad y^{\prime}(0)=0 .
$$

The exact solution of this problem is $y(x)=\cos x$. The results obtained by presented method have been compared with the results obtained by Leguerre collocation method (LCM) [131] and these numerical results along with the exact results are shown in Table 8.5. Table 8.6 cites the $L_{\infty}$ error.

Application of Legendre Spectral Collocation Method for solving integro-differential

Table 8.5: Numerical results along with exact results for Example 8.2.4

| $x$ | Exact | LSCM |  | LCM [131] |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $M=6$ | $M=7$ | $N=12$ | $N=12, M=15$ |
| 0 | 1 | 1 | 1 | 0.999999 | 1 |
| 0.1 | 0.995004 | 0.995004 | 0.995004 | 0.996593 | 0.996600 |
| 0.2 | 0.980067 | 0.980066 | 0.980066 | 0.986641 | 0.986365 |
| 0.3 | 0.955336 | 0.955333 | 0.955334 | 0.969544 | 0.969444 |
| 0.4 | 0.921061 | 0.921052 | 0.921057 | 0.946139 | 0.946036 |
| 0.5 | 0.877583 | 0.877566 | 0.877577 | 0.916382 | 0.916381 |
| 0.6 | 0.825336 | 0.825314 | 0.825328 | 0.880504 | 0.880768 |
| 0.7 | 0.764842 | 0.764827 | 0.76483 | 0.838776 | 0.839522 |
| 0.8 | 0.696707 | 0.696723 | 0.696685 | 0.791509 | 0.793010 |
| 0.9 | 0.62161 | 0.621705 | 0.62161 | 0.739046 | 0.741629 |
| 1 | 0.540302 | 0.540552 | 0.540205 | 0.681764 | 0.685810 |

Table 8.6: $L_{\infty}$ error for Example 8.2.4

| Error | LSCM |  | LCM [131] |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $M=6$ | $M=7$ | $N=12$ | $N=12, M=15$ |
| $L_{\infty}$ | $2.50083 \mathrm{E}-4$ | $9.68491 \mathrm{E}-5$ | $1.4146 \mathrm{E}-2$ | $2.023575 \mathrm{E}-3$ |

Example 8.2.5. Let us consider the integro-differential difference equation with variable coefficients as [136]

$$
y^{\prime \prime}(x)+x y^{\prime}(x)+x y(x)+y^{\prime}(x-1)+y(x-1)=e^{-x}+e+\int_{-1}^{0} t y(t-1) d t
$$

with conditions

$$
y(0)=1, \quad y^{\prime}(0)=-1 .
$$

The exact solution of this problem is $y(x)=e^{-x}$. The results obtained by presented method have been compared with the results obtained by homotopy analysis method (HAM) [136] and these numerical results along with the exact results are shown in Table 8.7. Table 8.8 cites the absolute errors.

Table 8.7: Numerical results along with exact results for Example 8.2.5

| $x$ | Exact | LSCM |  | HAM [136] |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $M=10$ | $M=12$ | $m=10$ | $m=15$ |
| -1 | 2.71828 | 2.71874 | 2.71832 | 2.71636 | 2.71821 |
| -0.8 | 2.22554 | 2.22572 | 2.22556 | 1.82165 | 1.82210 |
| -0.6 | 1.82212 | 1.82216 | 1.82212 | 1.82165 | 1.82210 |
| -0.4 | 1.49182 | 1.49182 | 1.49182 | 1.49170 | 1.49182 |
| -0.2 | 1.2214 | 1.2214 | 1.2214 | 1.22140 | 1.22140 |
| 0 | 1 | 1 | 1 | 1 | 1 |

Table 8.8: Absolute errors for Example 8.2.5

| $x$ | LSCM |  | HAM [136] |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $M=10$ | $M=12$ | $m=10$ | $m=15$ |
| -1 | $4.58316 \mathrm{E}-4$ | $3.88267 \mathrm{E}-5$ | $1.92193 \mathrm{E}-3$ | $7.42184 \mathrm{E}-5$ |
| -0.8 | $1.80503 \mathrm{E}-4$ | $1.52916 \mathrm{E}-5$ | $1.06345 \mathrm{E}-3$ | $4.07102 \mathrm{E}-5$ |
| -0.6 | $4.3815 \mathrm{E}-5$ | $3.71185 \mathrm{E}-6$ | $4.71496 \mathrm{E}-4$ | $1.54921 \mathrm{E}-5$ |
| -0.4 | $3.97513 \mathrm{E}-6$ | $3.36791 \mathrm{E}-7$ | $1.2820 \mathrm{E}-4$ | $4.40566 \mathrm{E}-7$ |
| -0.2 | $6.31221 \mathrm{E}-6$ | $5.34763 \mathrm{E}-7$ | $3.25198 \mathrm{E}-4$ | $2.57853 \mathrm{E}-6$ |
| 0 | 0 | 0 | 0 | 0 |

### 8.3 Legendre Spectral Collocation Method for the Solution of the Model Describing Biological Species Living Together

Mathematical modeling of real-life problems usually results in functional equations, e.g. partial differential equations, integral and integro-differential equations, stochastic equations and others. Many mathematical formulations of physical phenomena contain integro-differential equations; these equations arise in fluid dynamics, biological models and chemical kinetics. Integro-differential equations arise in many physical processes, such as glass-forming process [77], nano-hydrodynamics [78], drop wise condensation [79], wind ripple in the desert [80] and biological model [81].

In this section, we consider the following system of integro-differential equations as

$$
\begin{gather*}
\frac{d x(t)}{d t}=x(t)\left[k_{1}-\gamma_{1} y(t)-\int_{t-T_{0}}^{t} f_{1}(t-\tau) y(\tau) d \tau\right]+g_{1}(t) \\
0 \leq t \leq l, \quad k_{1}, \gamma_{1}>0  \tag{8.9}\\
\frac{d y(t)}{d t}=y(t)\left[-k_{2}+\gamma_{2} x(t)+\int_{t-T_{0}}^{t} f_{2}(t-\tau) x(\tau) d \tau\right]+g_{2}(t), \\
0 \leq t \leq l, \quad k_{2}, \gamma_{2}>0 \tag{8.10}
\end{gather*}
$$

with initial conditions

$$
x(0)=\alpha_{1}, \quad y(0)=\alpha_{2},
$$

where $g_{1}, \quad g_{2}, \quad f_{1}, \quad f_{2}$ are given functions and $x(t), \quad y(t)$ are unknown functions.

Here $x(t)$ and $y(t)$ are number of two separate species at time $t$, where first species increases and the second decreases. If they are put together, assuming that the second species will feed on the first, there will be an increase in the rate of the second species $\frac{d y}{d t}$ which depends not only on the present populations $x(t)$, but also on all previous values of the first species.

When a steady state condition is replaced between these two species, it is described by the following system of two integro-differential equations

$$
\begin{align*}
\frac{d x(t)}{d t}=x(t)\left[k_{1}-\gamma_{1} y(t)-\int_{t-T_{0}}^{t} f_{1}(t-\tau) y(\tau) d \tau\right], & k_{1}>0  \tag{8.11}\\
\frac{d y(t)}{d t}=y(t)\left[-k_{2}+\gamma_{2} x(t)+\int_{t-T_{0}}^{t} f_{2}(t-\tau) x(\tau) d \tau\right], & k_{2}>0 \tag{8.12}
\end{align*}
$$

where $k_{1}$ and $-k_{2}$ are the coefficients of increasing and decreasing of the first and second species, respectively. The parameters $\gamma_{1}, \quad f_{1}$ and $\gamma_{2}, \quad f_{2}$ depend on the respective species. $T_{0}$ be assumed to be the finite heredity duration of both species. The system of integro-differential eqs. (8.11)-(8.12) is a special case of eqs. (8.9)-(8.10) with $g_{1}(t)=g_{2}(t)=0$. The detailed formulations of eqs. (8.11)-(8.12) can be found in [146].

In this chapter, the aforesaid biological model has been solved by Legendre spectral collocation method (LSCM) and Bernstein polynomial collocation method (BPCM). The Legendre spectral collocation method has been applied by many authors to solve integral equations and integro-differential equations [143-145]. In this method, the unknown functions have been approximated by Lagrange polynomial with the Gauss-Legendre points as node points on the interval $[-1,1]$. In general, the integro-differential equation defined over interval $[a, b]$ can be transformed into the interval $[-1,1]$. Bernstein polynomial collocation method has been applied to solve many kind of integral equations and integro-differential equations [20, 49, 87, 147, 148]. The present methods reduce the integro-differential equations to a system of algebraic equations and then this system has been solved numerically. Also, the present method solutions are compared with other methods solutions in this present chapter. Illustrative examples have been discussed to demonstrate the validity and applicability of the proposed technique.

### 8.3.1 Numerical scheme by Legendre spectral collocation method

In this section, the basic idea of Legendre spectral collocation method for solving integro-differential equations system defined in eqs. (8.9)-(8.12) has been presented. This idea has been proposed in [143-145]. In this procedure of approximation, Legendre-Guass quadrature rule together with Lagrange interpolation polynomials have been used.

In order to use Legendre spectral collocation method, we consider the Legendre-Gauss points $\left\{t_{j}\right\}_{j=0}^{M}$ i.e., the roots of $L_{M+1}(t)=0$ where $L_{M+1}$ is the $(M+1)^{t h}$ Legendre polynomial.

Let us consider the system of integro-differential equations defined in eqs. (8.9)-(8.10) and
approximate the unknown functions $x(t)$ and $y(t)$ by using eq. (8.3) as

$$
\begin{align*}
& x(t)=\sum_{k=0}^{M} x_{k} F_{k}(t),  \tag{8.13}\\
& y(t)=\sum_{k=0}^{M} y_{k} F_{k}(t) . \tag{8.14}
\end{align*}
$$

Now, eqs. (8.9)-(8.10) can be reduced as

$$
\begin{align*}
& \left.\begin{array}{rl}
\sum_{k=0}^{M} x_{k} F_{k}^{\prime}(t)=\sum_{k=0}^{M} & x_{k} F_{k}(t)
\end{array}\right] k_{1}-\gamma_{1} \sum_{k=0}^{M} y_{k} F_{k}(t) \\
& \left.\quad-\int_{t-T_{0}}^{t} f_{1}(t-\tau)\left(\sum_{k=0}^{M} y_{k} F_{k}(\tau)\right) d \tau\right]+g_{1}(t)
\end{align*} \begin{array}{r}
\sum_{k=0}^{M} y_{k} F_{k}^{\prime}(t)=\sum_{k=0}^{M} y_{k} F_{k}(t)\left[-k_{2}+\gamma_{2} \sum_{k=0}^{M} x_{k} F_{k}(t)\right.  \tag{8.15}\\
\left.\quad+\int_{t-T_{0}}^{t} f_{2}(t-\tau)\left(\sum_{k=0}^{M} x_{k} F_{k}(\tau)\right) d \tau\right]+g_{2}(t) .
\end{array}
$$

Now, we consider the integral part of eq. (8.15)-(8.16), and in order to use Gauss-Legendre quadrature rule, we have to change the interval $\left[t-T_{0}, t\right]$ to $[-1,1]$ by the transformation

$$
s=1+2\left(\frac{\tau-t}{T_{0}}\right)
$$

Now, the integrands of eqs. (8.15)-(8.16) can be reduced as

$$
\begin{align*}
& \int_{t-T_{0}}^{t} f_{1}(t-\tau)\left(\sum_{k=0}^{M} y_{k} F_{k}(\tau)\right) d \tau \\
&= \frac{T_{0}}{2} \int_{-1}^{1} f_{1}\left(-\frac{T_{0}}{2}(s-1)\right)\left(\sum_{k=0}^{M} y_{k} F_{k}\left(t+\frac{T_{0}}{2}(s-1)\right)\right) d s \\
&= \frac{T_{0}}{2} \sum_{j=0}^{M} w_{j} f_{1}\left(-\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\left(\sum_{k=0}^{M} y_{k} F_{k}\left(t+\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\right)  \tag{8.17}\\
& \int_{t-T_{0}}^{t} f_{2}(t-\tau)\left(\sum_{k=0}^{M} x_{k} F_{k}(\tau)\right) d \tau \\
&= \frac{T_{0}}{2} \int_{-1}^{1} f_{2}\left(-\frac{T_{0}}{2}(s-1)\right)\left(\sum_{k=0}^{M} x_{k} F_{k}\left(t+\frac{T_{0}}{2}(s-1)\right)\right) d s \\
&= \frac{T_{0}}{2} \sum_{j=0}^{M} w_{j} f_{2}\left(-\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\left(\sum_{k=0}^{M} x_{k} F_{k}\left(t+\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\right) \tag{8.18}
\end{align*}
$$

where $s_{j}, j=0,1, \ldots, M$ are Legendre-Gauss points, i.e., the roots of $L_{M+1}(t)=0$ and $w_{j}$
are the corresponding weights defined as

$$
w_{j}=\frac{2}{\left(1-s_{j}^{2}\right)\left[L_{M+1}^{\prime}\left(s_{j}\right)\right]^{2}}, \quad 0 \leq j \leq M
$$

Using eqs. (8.17)-(8.18) in eqs. (8.15)-(8.16), we have

$$
\begin{align*}
\sum_{k=0}^{M} x_{k} F_{k}^{\prime}(t)= & \sum_{k=0}^{M} x_{k} F_{k}(t)\left[k_{1}-\gamma_{1} \sum_{k=0}^{M} y_{k} F_{k}(t)\right. \\
& \left.-\frac{T_{0}}{2} \sum_{j=0}^{M} w_{j} f_{1}\left(-\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\left(\sum_{k=0}^{M} y_{k} F_{k}\left(t+\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\right)\right]+g_{1}(t)  \tag{8.19}\\
\sum_{k=0}^{M} y_{k} F_{k}^{\prime}(t)= & \sum_{k=0}^{M} y_{k} F_{k}(t)\left[-k_{2}+\gamma_{2} \sum_{k=0}^{M} x_{k} F_{k}(t)\right. \\
& \left.+\frac{T_{0}}{2} \sum_{j=0}^{M} w_{j} f_{2}\left(-\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\left(\sum_{k=0}^{M} x_{k} F_{k}\left(t+\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\right)\right]+g_{2}(t) \tag{8.20}
\end{align*}
$$

Now, applying the collocation points as Gauss-Legendre points $t_{i}, \quad i=0,1, \ldots, M-1$ to the eqs. (8.19)-(8.20), we obtain

$$
\begin{align*}
\sum_{k=0}^{M} x_{k} F_{k}^{\prime}\left(t_{i}\right)= & \sum_{k=0}^{M} x_{k} F_{k}\left(t_{i}\right)\left[k_{1}-\gamma_{1} \sum_{k=0}^{M} y_{k} F_{k}\left(t_{i}\right)\right. \\
& \left.-\frac{T_{0}}{2} \sum_{j=0}^{M} w_{j} f_{1}\left(-\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\left(\sum_{k=0}^{M} y_{k} F_{k}\left(t_{i}+\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\right)\right]+g_{1}\left(t_{i}\right) \tag{8.21}
\end{align*}
$$

$$
\begin{align*}
\sum_{k=0}^{M} y_{k} F_{k}^{\prime}\left(t_{i}\right)= & \sum_{k=0}^{M} y_{k} F_{k}\left(t_{i}\right)\left[-k_{2}+\gamma_{2} \sum_{k=0}^{M} x_{k} F_{k}\left(t_{i}\right)\right. \\
& \left.+\frac{T_{0}}{2} \sum_{j=0}^{M} w_{j} f_{2}\left(-\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\left(\sum_{k=0}^{M} x_{k} F_{k}\left(t_{i}+\frac{T_{0}}{2}\left(s_{j}-1\right)\right)\right)\right]+g_{2}\left(t_{i}\right) \tag{8.22}
\end{align*}
$$

Equations (8.21)-(8.22) constitute a system of $2 M$ number of nonlinear algebraic equations with $2 M+2$ number of unknowns. Again from the initial conditions, we have

$$
\begin{align*}
& \sum_{k=0}^{M} x_{k} F_{k}(0)=\alpha_{1},  \tag{8.23}\\
& \sum_{k=0}^{M} y_{k} F_{k}(0)=\alpha_{2} . \tag{8.24}
\end{align*}
$$

Thus eqs. (8.21)-(8.24) form a system of $2 M+2$ number of nonlinear algebraic equations with $2 M+2$ number of unknowns for $x_{k}$ and $y_{k}$ for $k=0,1, \ldots, M$. Solving this system numerically, we can obtain the values for unknowns $x_{k}$ and $y_{k}, k=0,1, \ldots, M$. Hence we obtain the approximate solutions $x(t)$ and $y(t)$ using the eqs. (8.13)-(8.14). The obtained results are then compared with the results obtained by Bernstein polynomial collocation method and other methods available in literature. The methodology using Bernstein polynomials is given below.

## - Numerical scheme by Bernstein polynomials collocation method

Bernstein polynomials defined in Chapter 2 form a complete basis [19, 20] over the interval $[a, b]$. For solving eqs. (8.9)-(8.10), we first approximate the unknown functions $x(t)$ and $y(t)$ as

$$
\begin{equation*}
x(t)=C^{T} B(t), \quad y(t)=D^{T} B(t) \tag{8.25}
\end{equation*}
$$

where $C$ and $D$ are defined same as in Section 2.7.2. The eqs. (8.9)-(8.10) can be reduced as

$$
\begin{align*}
C^{T} B^{\prime}(t) & =\left(C^{T} B(t)\right)\left[k_{1}-\gamma_{1}\left(D^{T} B(t)\right)-\int_{t-T_{0}}^{t} f_{1}(t-\tau)\left(D^{T} B(\tau)\right) d \tau\right]+g_{1}(t)  \tag{8.26}\\
D^{T} B^{\prime}(t) & =\left(D^{T} B(t)\right)\left[-k_{2}+\gamma_{2}\left(C^{T} B(t)\right)+\int_{t-T_{0}}^{t} f_{2}(t-\tau)\left(C^{T} B(\tau)\right) d \tau\right]+g_{2}(t) \tag{8.27}
\end{align*}
$$

Now, substituting the collocation points $t_{l}=t_{0}+l h$, where $t_{0}=a, \quad h=\frac{b-a}{n}$ and $l=$ $0,1, \ldots, n-1$, in eqs. (8.26)-(8.27), we have

$$
\begin{align*}
C^{T} B^{\prime}\left(t_{l}\right) & =\left(C^{T} B\left(t_{l}\right)\right)\left[k_{1}-\gamma_{1}\left(D^{T} B\left(t_{l}\right)\right)\right. \\
& \left.-\int_{t_{l}-T_{0}}^{t_{l}} f_{1}\left(t_{l}-\tau\right)\left(D^{T} B(\tau)\right) d \tau\right]+g_{1}\left(t_{l}\right)  \tag{8.28}\\
D^{T} B^{\prime}\left(t_{l}\right) & =\left(D^{T} B\left(t_{l}\right)\right)\left[-k_{2}+\gamma_{2}\left(C^{T} B\left(t_{l}\right)\right)\right. \\
& \left.+\int_{t_{l}-T_{0}}^{t_{l}} f_{2}\left(t_{l}-\tau\right)\left(C^{T} B(\tau)\right) d \tau\right]+g_{2}\left(t_{l}\right) \tag{8.29}
\end{align*}
$$

Again from boundary conditions, we get

$$
\left.\begin{array}{l}
C^{T} B(0)=\alpha_{1}  \tag{8.30}\\
D^{T} B(0)=\alpha_{2}
\end{array}\right\}
$$

Thus, from eqs. (8.28)-(8.30), we obtain a system of $2 n+2$ number of nonlinear algebraic equations with same number of unknowns as $C$ and $D$. Solving this system numerically, we obtain the values of $C$ and $D$ and hence obtain the approximate solutions using eq. (8.25).

Application of Legendre Spectral Collocation Method for solving integro-differential

Table 8.9: Comparison of numerical results for Example 8.3.1

| $t$ | Absolute error for $x(t)$ |  |  | Absolute error for $y(t)$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | LPCM | BPCM | VIM[81] | LPCM | BPCM | VIM[81] |
| 0.1 | 0 | $1.41 \mathrm{E}-11$ | $3.15 \mathrm{E}-4$ | $1.38 \mathrm{E}-17$ | $1.22 \mathrm{E}-12$ | $3.34 \mathrm{E}-5$ |
| 0.2 | $3.33 \mathrm{E}-16$ | $2.15 \mathrm{E}-11$ | $4.27 \mathrm{E}-4$ | $2.77 \mathrm{E}-17$ | $2.96 \mathrm{E}-12$ | $8.54 \mathrm{E}-5$ |
| 0.3 | $7.21 \mathrm{E}-16$ | $2.58 \mathrm{E}-11$ | $4.72 \mathrm{E}-4$ | 0 | $4.16 \mathrm{E}-12$ | $1.33 \mathrm{E}-4$ |
| 0.4 | $1.33 \mathrm{E}-15$ | $2.85 \mathrm{E}-11$ | $4.85 \mathrm{E}-4$ | $1.38 \mathrm{E}-16$ | $5.12 \mathrm{E}-12$ | $1.79 \mathrm{E}-4$ |
| 0.5 | $1.99 \mathrm{E}-15$ | $2.98 \mathrm{E}-11$ | $4.74 \mathrm{E}-4$ | $4.44 \mathrm{E}-16$ | $6.58 \mathrm{E}-12$ | $2.22 \mathrm{E}-4$ |
| 0.6 | $2.99 \mathrm{E}-15$ | $2.84 \mathrm{E}-11$ | $4.45 \mathrm{E}-4$ | $8.88 \mathrm{E}-16$ | $9.19 \mathrm{E}-12$ | $2.37 \mathrm{E}-4$ |
| 0.7 | $4.21 \mathrm{E}-15$ | $2.29 \mathrm{E}-11$ | $4.36 \mathrm{E}-4$ | $1.58 \mathrm{E}-15$ | $1.29 \mathrm{E}-11$ | $1.62 \mathrm{E}-4$ |
| 0.8 | $5.77 \mathrm{E}-15$ | $1.22 \mathrm{E}-11$ | $4.35 \mathrm{E}-4$ | $2.38 \mathrm{E}-15$ | $1.69 \mathrm{E}-11$ | $1.07 \mathrm{E}-4$ |
| 0.9 | $6.88 \mathrm{E}-15$ | $3.33 \mathrm{E}-12$ | $9.10 \mathrm{E}-4$ | $3.27 \mathrm{E}-15$ | $1.92 \mathrm{E}-11$ | $7.31 \mathrm{E}-4$ |
| 1.0 | $7.54 \mathrm{E}-15$ | $2.12 \mathrm{E}-11$ | $1.82 \mathrm{E}-3$ | $3.74 \mathrm{E}-15$ | $1.69 \mathrm{E}-11$ | $1.90 \mathrm{E}-3$ |

### 8.3.2 Illustrative examples

Example 8.3.1. Consider the system of integro-differential equations [81] defined in eqs. (8.9)-(8.10) with

$$
\begin{aligned}
& f_{1}(t)=1, \quad f_{2}(t)=t-1 \\
& k_{1}=1, \quad k_{2}=2, \\
& \gamma_{1}=\frac{1}{3}, \quad \gamma_{2}=1, \\
& T_{0}=\frac{1}{2}, \\
& \alpha_{1}=1, \quad \alpha_{2}=0 \\
& g_{1}(t)=-\frac{5}{2} t^{3}+\frac{49}{12} t^{2}+\frac{17}{12} t-\frac{23}{6}
\end{aligned}
$$

and

$$
g_{2}(t)=\frac{15}{8} t^{3}-\frac{1}{4} t^{2}+\frac{3}{8} t-1 .
$$

The exact solution of this problem is $x(t)=-3 t+1$ and $y(t)=t^{2}-t$. The numerical results obtained by LSCM for $M=6$ have been compared with the results obtained by BPCM $(n=6)$ and VIM [81]. The comparisons have been cited in Table 8.9.

Example 8.3.2. Consider the system of integro-differential equations [81] defined in eqs.

Table 8.10: Comparison of numerical results for Example 8.3.2

| $t$ | Absolute error for $x(t)$ |  |  | Absolute error for $y(t)$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | LPCM | BPCM | VIM[81] | LPCM | BPCM | VIM[81] |
| 0.1 | $7.73 \mathrm{E}-12$ | $5.27 \mathrm{E}-8$ | $4.50 \mathrm{E}-10$ | $6.23 \mathrm{E}-11$ | $1.54 \mathrm{E}-6$ | $9.80 \mathrm{E}-8$ |
| 0.2 | $2.35 \mathrm{E}-11$ | $8.03 \mathrm{E}-8$ | $4.07 \mathrm{E}-9$ | $1.72 \mathrm{E}-10$ | $1.36 \mathrm{E}-6$ | $6.93 \mathrm{E}-8$ |
| 0.3 | $3.13 \mathrm{E}-11$ | $1.00 \mathrm{E}-7$ | $4.72 \mathrm{E}-8$ | $1.67 \mathrm{E}-10$ | $1.05 \mathrm{E}-6$ | $2.69 \mathrm{E}-7$ |
| 0.4 | $2.52 \mathrm{E}-11$ | $1.20 \mathrm{E}-7$ | $3.64 \mathrm{E}-7$ | $8.52 \mathrm{E}-12$ | $8.60 \mathrm{E}-7$ | $3.55 \mathrm{E}-7$ |
| 0.5 | $2.04 \mathrm{E}-11$ | $1.41 \mathrm{E}-7$ | $2.03 \mathrm{E}-6$ | $1.62 \mathrm{E}-10$ | $7.06 \mathrm{E}-7$ | $2.49 \mathrm{E}-6$ |
| 0.6 | $3.86 \mathrm{E}-11$ | $1.66 \mathrm{E}-7$ | $8.80 \mathrm{E}-6$ | $6.70 \mathrm{E}-12$ | $5.50 \mathrm{E}-7$ | $1.08 \mathrm{E}-5$ |
| 0.7 | $6.76 \mathrm{E}-11$ | $1.95 \mathrm{E}-7$ | $3.12 \mathrm{E}-5$ | $3.26 \mathrm{E}-10$ | $4.30 \mathrm{E}-7$ | $3.85 \mathrm{E}-5$ |
| 0.8 | $4.87 \mathrm{E}-11$ | $2.29 \mathrm{E}-7$ | $9.44 \mathrm{E}-5$ | $4.45 \mathrm{E}-14$ | $3.57 \mathrm{E}-7$ | $1.14 \mathrm{E}-4$ |
| 0.9 | $3.22 \mathrm{E}-11$ | $2.72 \mathrm{E}-7$ | $2.51 \mathrm{E}-4$ | $6.05 \mathrm{E}-10$ | $2.57 \mathrm{E}-7$ | $3.00 \mathrm{E}-4$ |
| 1.0 | $7.77 \mathrm{E}-10$ | $3.21 \mathrm{E}-7$ | $6.04 \mathrm{E}-4$ | $8.60 \mathrm{E}-9$ | $1.31 \mathrm{E}-7$ | $7.11 \mathrm{E}-4$ |

(8.9)-(8.10) with

$$
\begin{aligned}
& f_{1}(t)=2 t-3, \quad f_{2}(t)=t, \\
& k_{1}=2, \quad k_{2}=2, \\
& \gamma_{1}=1, \quad \gamma_{2}=1, \\
& T_{0}=\frac{1}{3}, \\
& \alpha_{1}=0, \quad \alpha_{2}=0, \\
& g_{1}(t)=t^{2}\left(2-3 t e^{-t}-\frac{7}{2} e^{-t}+\frac{13}{6} t e^{\frac{1}{3}-t}+\frac{22}{9} e^{\frac{1}{3}-t}\right)-2 t, \\
& \text { and } \\
& g_{2}(t)=\frac{1}{648} e^{-t}\left(342 t^{3}-8 t^{2}+325 t+324\right) .
\end{aligned}
$$

The exact solution of this problem is $x(t)=-t^{2}$ and $y(t)=\frac{1}{2} t e^{-t}$. The numerical results obtained by LSCM for $M=10$ have been compared with the results obtained by BPCM $(n=6)$ and VIM [81]. The comparisons have been cited in Table 8.10.

Example 8.3.3. Consider the system of integro-differential equations [81] defined in eqs.

Table 8.11: Comparison of numerical results for Example 8.3.3

| $t$ | Absolute error for $x(t)$ |  |  | Absolute error for $y(t)$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | LPCM | BPCM | VIM[81] | LPCM | BPCM | VIM[81] |
| 0.1 | $2.73 \mathrm{E}-12$ | $2.40 \mathrm{E}-7$ | $5.22 \mathrm{E}-10$ | $2.63 \mathrm{E}-12$ | $2.11 \mathrm{E}-7$ | $4.63 \mathrm{E}-10$ |
| 0.2 | $8.37 \mathrm{E}-12$ | $2.69 \mathrm{E}-7$ | $6.23 \mathrm{E}-9$ | $7.78 \mathrm{E}-12$ | $2.18 \mathrm{E}-7$ | $2.88 \mathrm{E}-9$ |
| 0.3 | $1.02 \mathrm{E}-11$ | $2.76 \mathrm{E}-7$ | $1.59 \mathrm{E}-7$ | $8.81 \mathrm{E}-12$ | $2.02 \mathrm{E}-7$ | $7.52 \mathrm{E}-8$ |
| 0.4 | $4.76 \mathrm{E}-12$ | $2.95 \mathrm{E}-7$ | $1.24 \mathrm{E}-6$ | $2.46 \mathrm{E}-12$ | $1.98 \mathrm{E}-7$ | $6.09 \mathrm{E}-7$ |
| 0.5 | $1.89 \mathrm{E}-12$ | $3.20 \mathrm{E}-7$ | $6.12 \mathrm{E}-6$ | $4.36 \mathrm{E}-12$ | $1.97 \mathrm{E}-7$ | $2.97 \mathrm{E}-6$ |
| 0.6 | $2.75 \mathrm{E}-12$ | $3.45 \mathrm{E}-7$ | $2.20 \mathrm{E}-5$ | $7.45 \mathrm{E}-13$ | $1.95 \mathrm{E}-7$ | $1.06 \mathrm{E}-5$ |
| 0.7 | $1.72 \mathrm{E}-11$ | $3.75 \mathrm{E}-7$ | $6.39 \mathrm{E}-5$ | $1.49 \mathrm{E}-11$ | $1.94 \mathrm{E}-7$ | $3.06 \mathrm{E}-5$ |
| 0.8 | $1.00 \mathrm{E}-11$ | $4.14 \mathrm{E}-7$ | $1.58 \mathrm{E}-4$ | $5.31 \mathrm{E}-12$ | $1.99 \mathrm{E}-7$ | $7.54 \mathrm{E}-5$ |
| 0.9 | $1.52 \mathrm{E}-11$ | $4.54 \mathrm{E}-7$ | $3.48 \mathrm{E}-4$ | $2.09 \mathrm{E}-11$ | $2.02 \mathrm{E}-7$ | $1.64 \mathrm{E}-4$ |
| 1.0 | $3.05 \mathrm{E}-10$ | $4.93 \mathrm{E}-7$ | $6.94 \mathrm{E}-4$ | $3.25 \mathrm{E}-10$ | $2.01 \mathrm{E}-7$ | $3.24 \mathrm{E}-4$ |

(8.9)-(8.10) with

$$
\begin{aligned}
& f_{1}(t)=1, \quad f_{2}(t)=e^{-t}, \\
& k_{1}=\frac{1}{3}, \quad k_{2}=\frac{1}{2}, \\
& \gamma_{1}=2, \quad \gamma_{2}=1, \\
& T_{0}=\frac{3}{10}, \\
& \alpha_{1}=0, \quad \alpha_{2}=0, \\
& g_{1}(t)=\frac{1}{4} \cos t-\frac{1}{4} \sin t\left(\frac{1}{3}+\frac{1}{2} \sin t-\frac{1}{4} \cos t+\frac{1}{4} \cos (t-3 / 10)\right), \\
& \text { and } \\
& g_{2}(t)=-\frac{1}{4} \cos t+\frac{1}{4} \sin t\left(-\frac{1}{2}+\frac{3}{8} \sin t-\frac{1}{8} \cos t\right. \\
& \left.\quad+\frac{1}{8} e^{-3 / 10}(\cos (t-3 / 10)-\sin (t-3 / 10))\right) .
\end{aligned}
$$

The exact solution of this problem is $x(t)=\frac{1}{4} \sin t$ and $y(t)=-\frac{1}{4} \sin t$. The numerical results obtained by LSCM for $M=10$ have been compared with the results obtained by BPCM $(n=6)$ and VIM [81]. The comparisons have been cited in Table 8.11.

Example 8.3.4. Consider the system of integro-differential equations [81] defined in eqs.

Table 8.12: Comparison of numerical results for Example 8.3.4

| $t$ | Absolute error for $x(t)$ |  |  | Absolute error for $y(t)$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | LPCM | BPCM | VIM[81] | LPCM | BPCM | VIM[81] |
| 0.1 | $3.58 \mathrm{E}-8$ | $1.24 \mathrm{E}-6$ | $3.59 \mathrm{E}-7$ | $2.34 \mathrm{E}-6$ | $4.51 \mathrm{E}-4$ | $1.09 \mathrm{E}-5$ |
| 0.2 | $1.27 \mathrm{E}-7$ | $4.36 \mathrm{E}-6$ | $2.66 \mathrm{E}-7$ | $6.60 \mathrm{E}-6$ | $4.22 \mathrm{E}-4$ | $1.55 \mathrm{E}-5$ |
| 0.3 | $2.28 \mathrm{E}-7$ | $8.83 \mathrm{E}-6$ | $4.66 \mathrm{E}-7$ | $6.66 \mathrm{E}-6$ | $3.43 \mathrm{E}-4$ | $8.22 \mathrm{E}-6$ |
| 0.4 | $2.88 \mathrm{E}-7$ | $1.40 \mathrm{E}-5$ | $1.64 \mathrm{E}-5$ | $2.23 \mathrm{E}-7$ | $2.89 \mathrm{E}-4$ | $9.26 \mathrm{E}-5$ |
| 0.5 | $2.82 \mathrm{E}-7$ | $1.95 \mathrm{E}-5$ | $6.93 \mathrm{E}-5$ | $5.67 \mathrm{E}-6$ | $2.44 \mathrm{E}-4$ | $3.95 \mathrm{E}-4$ |
| 0.6 | $2.47 \mathrm{E}-7$ | $2.50 \mathrm{E}-5$ | $1.73 \mathrm{E}-4$ | $2.30 \mathrm{E}-7$ | $1.99 \mathrm{E}-4$ | $9.37 \mathrm{E}-4$ |
| 0.7 | $2.83 \mathrm{E}-7$ | $3.02 \mathrm{E}-5$ | $3.23 \mathrm{E}-4$ | $1.22 \mathrm{E}-5$ | $1.65 \mathrm{E}-4$ | $1.62 \mathrm{E}-3$ |
| 0.8 | $4.70 \mathrm{E}-7$ | $3.52 \mathrm{E}-5$ | $4.92 \mathrm{E}-4$ | $1.47 \mathrm{E}-6$ | $1.44 \mathrm{E}-4$ | $2.26 \mathrm{E}-3$ |
| 0.9 | $5.88 \mathrm{E}-7$ | $4.01 \mathrm{E}-5$ | $6.41 \mathrm{E}-4$ | $2.14 \mathrm{E}-5$ | $1.20 \mathrm{E}-4$ | $2.63 \mathrm{E}-3$ |
| 1.0 | $5.10 \mathrm{E}-7$ | $4.48 \mathrm{E}-5$ | $7.37 \mathrm{E}-4$ | $2.89 \mathrm{E}-4$ | $9.96 \mathrm{E}-4$ | $2.57 \mathrm{E}-3$ |

(8.9)-(8.10) with

$$
\begin{aligned}
& f_{1}(t)=t, \quad f_{2}(t)=t+1, \\
& k_{1}=1, \quad k_{2}=1, \\
& \gamma_{1}=\frac{1}{2}, \quad \gamma_{2}=3, \\
& T_{0}=\frac{1}{4}, \\
& \alpha_{1}=0, \quad \alpha_{2}=-1, \\
& g_{1}(t)=2 t-1-\left(t^{2}-t\right)\left(1+\frac{11}{18} e^{-3 t}-\frac{1}{36} e^{\frac{3}{4}-3 t}\right), \\
& \text { and } \\
& g_{2}(t)=\frac{1}{3072} e^{-3 t}\left(10080 t^{2}-10304 t+6275\right) .
\end{aligned}
$$

The exact solution of this problem is $x(t)=t^{2}-t$ and $y(t)=-e^{-3 t}$. The numerical results obtained by LSCM for $M=10$ have been compared with the results obtained by BPCM $(n=6)$ and VIM [81]. The comparisons have been cited in Table 8.12.

Example 8.3.5. The last example is an example of biological species living together [149, 150] defined in eqs. (8.11)-(8.12).
Let consider the eqs. (8.11)-(8.12) with $k_{1}=0.02, k_{2}=0.01, \alpha_{1}=\alpha_{2}=10, \gamma_{1}=\gamma_{2}=$ 0.01 , and $T_{0}=0.1$. The results obtained by present methods (LSCM $(M=10)$ and BPCM $(n=6))$ have been examined by the results obtained by ADM [149] and HPM [150] for some values of t, and the comparisons have been demonstrated in Table 8.13.

From the Tables 8.9-8.12, it can be easily observed that LPCM provides more accurate and better solutions than other methods. Table 8.13 cites that results obtained by LPCM and BPCM agree quite satisfactorily and these results are also very close to the other method results.

Table 8.13: Comparison of numerical results for Example 8.3.5

| $t$ | $x(t)$ |  |  |  | $y(t)$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | LPCM | BPCM | ADM [149] | HPM [150] | LPCM | BPCM | ADM [149] | HPM [150] |
| 0.01 | 9.90181 | 9.90199 | 9.897 | 9.8968 | 10.1088 | 10.1086 | 10.116 | 10.1042 |
| 0.03 | 9.705 | 9.70547 | 9.691 | 9.6904 | 10.3268 | 10.3262 | 10.349 | 10.3125 |
| 0.05 | 9.50777 | 9.50846 | 9.484 | 9.4838 | 10.5451 | 10.5443 | 10.580 | 10.5208 |
| 0.07 | 9.3103 | 9.31113 | 9.278 | 9.2771 | 10.7636 | 10.7627 | 10.813 | 10.7291 |
| 0.1 | 9.01399 | 9.01497 | 8.968 | 8.9668 | 11.0913 | 11.0902 | 11.162 | 11.0416 |
| 0.3 | 7.07726 | 7.07823 | 6.905 | 6.8911 | 13.2279 | 13.2267 | 13.485 | 13.1250 |
| 0.5 | 5.31809 | 5.31893 | 4.842 | 4.8030 | 15.16 | 15.159 | 15.808 | 15.2082 |
| 0.7 | 3.84391 | 3.84465 | 2.780 | 2.7023 | 16.7701 | 16.7692 | 18.131 | 17.2916 |

### 8.4 Conclusion

In this work, the Legendre spectral collocation method has been applied to solve the Fredholm integro-differential-difference equations with variable coefficients and mixed conditions, and a system of integro-differential equations modeling biological species living together. This method is very straight forward technique to solve these equations. Legendre spectral collocation method transforms the integral equations to a system of algebraic equations which can be solved by usual numerical methods. The application of the Legendre-Gauss points is the main advantage of this presented method. In section 8.3, the LSCM solutions are compared with the solutions obtained by Bernstein collocation method and other methods. From the Tables, it is clear that the results obtained by LSCM are more accurate than that of by other methods. LSCM may provide more accurate results by increasing the value of $M$. Also the Legendre spectral collocation method takes fraction of seconds to accomplish the computation. However, one may face the following difficulties with the proposed method applied in the present chapter: the first one is, it yields a nonlinear system of equations which may fail to converge without suitable initial guess and secondly, the collocation points have to be chosen suitably for obtaining accurate solution. The illustrative examples have been included to demonstrate the validity and applicability of the proposed techniques. These examples also exhibit the accuracy and efficiency of the present schemes.

## Chapter 9

## Numerical solutions of fuzzy integral equations

### 9.1 Introduction

The study of fuzzy integral equations and fuzzy differential equations is an emerging area of research for many authors. Originally, the concept of fuzzy sets was first introduced by Zadeh [151, 152]. The development of fuzzy integral equations was first invented by Kaleva [153] and Seikkala [154]. In recent years, many researchers have focused their interest on this field and published many articles which are available in literature. Many analytical methods like Adomian decomposition method [155], homotopy analysis method [156], and homotopy perturbation method [157] have been used to solve fuzzy integral equations. There are available many numerical techniques to solve fuzzy integral equations. The method of successive approximations [158, 159], quadrature rule [160], Nystrom method [161], Lagrange interpolation [162], Bernstein polynomials [163], Chebyshev interpolation [164], Legendre wavelet method [102], sinc function [165], residual minimization method [166], fuzzy transforms method [167], and Galerkin method [168] have been applied to solve fuzzy integral equations numerically. Recently, Sadatrasoul et al. [169] have solved nonlinear fuzzy integral equations by applying iterative method. Many theories related to fuzzy fractional functional integral and differential equations have been included in [170] and convergence in measure theorem for nonlinear integral functionals has been provided in [171]. Existence of solutions to fuzzy differential equations with generalized Hukuhara derivative via contractive-like mapping principles has been presented by Villamizar-Roa et al. [172]. A classical solution of fuzzy boundary value problem has been given in [173]. The Cauchy problem for complex fuzzy differential equations has been solved in [174]. Hybrid block-pulse functions and Taylor series method [175] have been applied to solve nonlinear fuzzy Fredholm integral equations of the second kind and also linear Fredholm fuzzy integral equations of the second kind has been solved by artificial neural networks [176]. Also, there are available many works related to fuzzy integro-differential equations [177-181] in the literature. The learned researcher Abbasbandy et al. have been solved fuzzy integro-differential equations by homotopy analysis method [180]. Fuzzy

Fredholm integro-differential equations have been solved by Newton-cotes method [181]. The existence and uniqueness of the solutions of fuzzy integro-differential equations have been presented in [177, 179, 182]. In this chapter, we have solved Hammerstein fuzzy integral equations, fuzzy Hammerstein Volterra delay integral equations and fuzzy integro-differential equations. In section 9.2, we discuss the preliminaries of fuzzy calculus. In section 9.3, nonlinear fuzzy Hammerstein integral equation has been solved by Bernstein polynomials and Legendre wavelets, and then compared with homotopy analysis method. In section 9.4, we have solved nonlinear fuzzy Hammerstein Volterra integral equations with constant delay by Bernoulli wavelet method and then compared with B-spline wavelet method. In section 9.5, fuzzy integro-differential equation has been solved by Legendre wavelet method and compared with homotopy analysis method, and section 9.6 describes the concluded remarks.

### 9.2 Preliminaries of fuzzy integral equations

In this section, the most basic notations used in fuzzy calculus are introduced. We start with defining a fuzzy number.
Definition 9.2.1. ([183]) A fuzzy number $u$ is represented by an ordered pair of functions $(\underline{u}(r), \bar{u}(r)) ; 0 \leq r \leq 1$ which satisfying the following properties.

1. $\underline{u}(r)$ is a bounded monotonic increasing left continuous function.
2. $\bar{u}(r)$ is a bounded monotonic decreasing left continuous function.
3. $\underline{u}(r) \leq \bar{u}(r), \quad 0 \leq r \leq 1$.

For arbitrary $u(r)=(\underline{u}(r), \bar{u}(r)), v(r)=(\underline{v}(r), \bar{v}(r))$ and $k>0$, we define addition ( $u+v$ ) and scalar multiplication by $k$ as
i. $(\underline{u+v})(r)=\underline{u}(r)+\underline{v}(r)$
ii. $(\overline{u+v})(r)=\bar{u}(r)+\bar{v}(r)$
iii. $(\underline{k u})(r)=k \underline{u}(r),(\overline{k u})(r)=k \bar{u}(r)$

Definition 9.2.2. ([184]) For arbitrary fuzzy numbers $u, v \in E$, we use the distance

$$
D(u, v)=\sup _{0 \leq r \leq 1}[\max \{|\bar{u}(r)-\bar{v}(r)|,|\underline{u}(r)-\underline{v}(r)|\}]
$$

and it is shown that $(E, D)$ is a complete metric space.
Remark 9.2.3. ([184]) If the fuzzy function $f(t)$ is continuous in the metric $D$, its definite integral exists. Also

$$
\begin{aligned}
\left(\underline{\left.\int_{a}^{b} f(t ; r) d t\right)}\right. & =\int_{a}^{b} \underline{f}(t ; r) d t, \\
\left(\overline{\left.\int_{a}^{b} f(t ; r) d t\right)}\right. & =\int_{a}^{b} \bar{f}(t ; r) d t
\end{aligned}
$$

Definition 9.2.4. If $f: R \longrightarrow E$ be a fuzzy function (where $E$ is a subset of a Banach space) and $t_{0} \in R$. The derivative $f^{\prime}\left(t_{0}\right)$ of $f$ at a point $t_{0}$ is defined by

$$
\begin{equation*}
f^{\prime}\left(t_{0}\right)=\lim _{h \rightarrow 0^{+}} \frac{f\left(t_{0}+h\right)-f\left(t_{0}\right)}{h}, \tag{9.1}
\end{equation*}
$$

provided that this limit taken with respect to the metric $D$, exists and $h>0$ be sufficiently small parameter.

The elements $f\left(t_{0}+h\right)$ and $f\left(t_{0}\right)$ in eq. (9.1) are in Banach space $B=\bar{C}[0,1] \times \bar{C}[0,1]$. Thus, if $f\left(t_{0}+h\right)=(\underline{a}, \bar{a})$ and $f\left(t_{0}\right)=(\underline{b}, \bar{b})$, then $f\left(t_{0}+h\right)-f\left(t_{0}\right)=(\underline{a}-\underline{b}, \bar{a}-\bar{b})$.

Clearly, $\left[f\left(t_{0}+h\right)-f\left(t_{0}\right)\right] / h$ may not be a fuzzy number for all $h$. However, if it approaches $f^{\prime}\left(t_{0}\right)$ (in $B$ ) and $f^{\prime}\left(t_{0}\right)$ is also a fuzzy number (in $E$ ), this number is the fuzzy derivative of $f(t)$ at $t_{0}$. In this case, if $f=(f, \bar{f})$, then $f^{\prime}\left(t_{0}\right)=\left(f^{\prime}\left(t_{0}\right), \overline{f^{\prime}}\left(t_{0}\right)\right)$, where $f^{\prime}, \overline{f^{\prime}}$ are the classic derivative of $f, \bar{f}$, respectively and $t_{0} \in R$.

### 9.3 Numerical solution of fuzzy Hammerstein integral equations

In this section, we consider the nonlinear fuzzy Fredholm-Hammerstein integral equation of the form

$$
\begin{equation*}
u(t)=g(t)+\int_{0}^{1} H(t, s) F(u(s)) d s, \quad H(t, s) \in C([0,1] \times[0,1]), \quad t \in[0,1] \tag{9.2}
\end{equation*}
$$

where $u, g$ and $F$ are fuzzy functions, and $H(t, s)$ is positive in $[0,1]$. Let

$$
\begin{aligned}
& u(t, r)=(\underline{u}(t, r), \bar{u}(t, r)), \\
& g(t, r)=(\underline{g}(t, r), \bar{g}(t, r)), \\
& F(u(t, r))=(\underline{F}(u(t, r)), \bar{F}(u(t, r))) .
\end{aligned}
$$

Eq. (9.2), in crisp sense, converted into a system as

$$
\begin{align*}
& \underline{u}(t, r)=\underline{g}(t, r)+\int_{0}^{1} H(t, s) \underline{F}(u(s, r)) d s,  \tag{9.3}\\
& \bar{u}(t, r)=\bar{g}(t, r)+\int_{0}^{1} H(t, s) \bar{F}(u(s, r)) d s . \tag{9.4}
\end{align*}
$$

Equations (9.3) and (9.4) have been solved by Bernstein polynomial collocation method and Legendre wavelet method and again compared with homotopy analysis method.

### 9.3.1 Numerical scheme by Bernstein polynomial collocation method

Consider the eq. (9.3) for solving by Bernstein polynomial collocation method, first approximate the unknown function $\underline{u}(t, r)$ by using two dimensional Bernstein polynomials as

$$
\begin{equation*}
\underline{u}(t, r) \approx \sum_{i=0}^{n_{1}} \sum_{j=0}^{n_{2}} c_{i, j} B_{i, n_{1}}(t) B_{j, n_{2}}(r) \tag{9.5}
\end{equation*}
$$

Eq. (9.3) can be reduced as

$$
\begin{equation*}
\sum_{i=0}^{n_{1}} \sum_{j=0}^{n_{2}} c_{i, j} B_{i, n_{1}}(t) B_{j, n_{2}}(r)=\underline{g}(t, r)+\int_{0}^{1} H(t, s) \underline{F}\left(\sum_{i=0}^{n_{1}} \sum_{j=0}^{n_{2}} c_{i, j} B_{i, n_{1}}(s) B_{j, n_{2}}(r)\right) d s \tag{9.6}
\end{equation*}
$$

Utilizing eq. (9.6) with the collocation points $t_{l}$ and $r_{m}$ defined as

$$
\begin{aligned}
& t_{l}=t_{0}+l h_{1}, \quad t_{0}=0, \quad h_{1}=\frac{1}{n_{1}}, \quad l=0,1, \ldots, n_{1}, \\
& r_{m}=r_{0}+m h_{2}, \quad r_{0}=0, \quad h_{2}=\frac{1}{n_{2}}, \quad m=0,1, \ldots, n_{2},
\end{aligned}
$$

eq. (9.6) reduces to a system of $\left(n_{1}+1\right)\left(n_{2}+1\right)$ number of nonlinear algebraic equations with same number of unknowns as $c_{i, j}, i=0,1, \ldots, n_{1}, j=0,1, \ldots, n_{2}$. This algebraic system has been solved by Newton's method to obtain the unknowns $c_{i, j}, i=0,1, \ldots, n_{1}$, $j=0,1, \ldots, n_{2}$. Hence we get the solution $\underline{u}(t, r)$ from eq. (9.5) and same algorithm can be applied to obtain the approximate solution of $\bar{u}(t, r)$.

### 9.3.2 Numerical scheme by Legendre wavelet method

Consider the eq. (9.3) for solving by Legendre wavelet method, first approximate the unknown function $\underline{u}(t, r)$ by using the two dimensional Legendre wavelets (see eq. (2.34) of Chapter 2) as

$$
\begin{equation*}
\underline{u}(t, r)=C^{T} \Psi(t, r) . \tag{9.7}
\end{equation*}
$$

Now, eq. (9.3) can be reduced as

$$
\begin{equation*}
C^{T} \Psi(t, r)=\underline{g}(t, r)+\int_{0}^{1} H(t, s) \underline{F}\left(C^{T} \Psi(s, r)\right) d s \tag{9.8}
\end{equation*}
$$

In order to use the Gauss-Legendre integration formula for eq. (9.8), we transfer the interval $[0,1]$ to $[-1,1]$ by means of the transformation $\tau=2 s-1$.
Therefore, eq. (9.8) can be written as

$$
\begin{equation*}
C^{T} \Psi(t, r)=\underline{g}(t, r)+\frac{1}{2} \int_{-1}^{1} H\left(t, \frac{\tau+1}{2}\right) \underline{F}\left(C^{T} \Psi\left(\frac{\tau+1}{2}, r\right)\right) d \tau . \tag{9.9}
\end{equation*}
$$

By using the Gauss-Legendre integration formula, we get

$$
\begin{equation*}
C^{T} \Psi(t, r)=\underline{g}(t, r)+\frac{1}{2} \sum_{j=1}^{M} w_{j} H\left(t, \frac{\tau_{j}+1}{2}\right) \underline{F}\left(C^{T} \Psi\left(\frac{\tau_{j}+1}{2}, r\right)\right), \tag{9.10}
\end{equation*}
$$

wher $\tau_{j}$ are $m$ zeros of Legendre polynomials $P_{m+1}$ and $w_{j}$ are the corresponding weights. Now we collocate the eq. (9.10) at $t_{p}=\frac{2 p-1}{2^{k_{1} M_{1}}}, \quad p=1,2, \ldots, 2^{k_{1}-1} M_{1}$ and $r_{q}=\frac{2 q-1}{2^{k_{2} M_{2}}}, \quad q=$ $1,2, \ldots, 2^{k_{2}-1} M_{2}$, we have

$$
\begin{equation*}
C^{T} \Psi\left(t_{p}, r_{q}\right)=\underline{g}\left(t_{p}, r_{q}\right)+\frac{1}{2} \sum_{j=1}^{M} w_{j} H\left(t_{p}, \frac{\tau_{j}+1}{2}\right) \underline{F}\left(C^{T} \Psi\left(\frac{\tau_{j}+1}{2}, r_{q}\right)\right) . \tag{9.11}
\end{equation*}
$$

Eq. (9.11) gives a system of $2^{k_{1}-1} M_{1} \times 2^{k_{2}-1} M_{2}$ number of algebraic equations with same number of unknowns for $C^{T}$. Again solving this system numerically by Newton's method, we can find the value for unknowns for $C^{T}$ and hence obtain the approximate solution for $\underline{u}(t, r)$. Same algorithm can be applied to obtain the approximate solution of $\bar{u}(t, r)$.
Theorem 9.3.1. The series solution $y(x) \cong \sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x)$ defined in eq. (2.31) using Legendre wavelet method converges to $y(x)$.

Proof. See Theorem 6.2.1 of Chapter 6.

### 9.3.3 Illustrative examples

Example 9.3.1. Consider the following nonlinear Hammerstein fuzzy integral equation

$$
\begin{equation*}
u(t)=g(t)+\int_{0}^{1} H(t, s) e^{-s}(u(s))^{2} d s, \quad t \in[0,1] \tag{9.12}
\end{equation*}
$$

with

$$
H(t, s)= \begin{cases}\frac{1}{6} s^{2}(1-t)^{2}(3 t-s-2 t s), & 0 \leq s \leq t \leq 1 \\ \frac{1}{6} t^{2}(1-s)^{2}(3 s-t-2 t s), & 0 \leq t \leq s \leq 1\end{cases}
$$

and

$$
g(t, r)=g_{1}(t, r)+g_{2}(t, r), \quad t, r \in[0,1],
$$

where

$$
\begin{aligned}
& g_{1}(t, r)=\left[(1-t)^{2}(3 t+1)\left(1-\frac{1-r}{10}\right),(1-t)^{2}(3 t+1)\left(1+\frac{1-r}{10}\right)\right] \\
& g_{2}(t, r)=\left[t^{2}(2-t)\left(e-\frac{1-r}{10}\right), t^{2}(2-t)\left(e+\frac{1-r}{10}\right)\right] .
\end{aligned}
$$

Eq. (9.12), in crisp sense, converted into a system as

$$
\begin{align*}
& \underline{u}(t, r)=\underline{g}(t, r)+\int_{0}^{1} H(t, s) e^{-s}(\underline{u}(s, r))^{2} d s,  \tag{9.13}\\
& \bar{u}(t, r)=\bar{g}(t, r)+\int_{0}^{1} H(t, s) e^{-s}(\bar{u}(s, r))^{2} d s, \tag{9.14}
\end{align*}
$$

where

$$
g(t, r)=(\underline{g}(t, r), \bar{g}(t, r))=\left(\underline{g_{1}}(t, r)+\underline{g_{2}}(t, r), \overline{g_{1}}(t, r)+\overline{g_{2}}(t, r)\right) .
$$

The exact solution of this problem is not known. This problem has been solved by Bernstein polynomial collocation method and Legendre wavelet method, and compare with the approximate-analytical method like homotopy analysis method [180, 185]. Since, exact solution of this problem is unknown, the solution in HAM has been considered as standard solution.

## - Comparison with HAM solution

In homotopy analysis method [180, 185], the $m^{\text {th }}$ order deformation equation approximating $\underline{u}(t, r)$ is given by
$L\left[\underline{u}_{m}(t, r)-\chi_{m} \underline{u}_{m-1}(t, r)\right]=\hbar \Re_{m}\left(\underline{u}_{0}, \underline{u}_{1}, \ldots, \underline{u}_{m-1}\right)=\left.\hbar \frac{1}{(m-1)!} \frac{\partial^{m-1}}{\partial q^{m-1}} N(\varphi(t, r ; q))\right|_{q=0}$ where

$$
N(\varphi(t, r ; q))=\varphi(t, r ; q)-\underline{g}(t, r)-\int_{0}^{1} H(t, s) e^{-s}(\varphi(s, r ; q))^{2} d s
$$

and $\chi_{m}= \begin{cases}0, & m \leq 1, \\ 1, & m>1 .\end{cases}$
Here auxiliary parameter [180] $\hbar=-1$ belongs to the convergence region of HAM series solution.

Now using $m^{\text {th }}$ order deformation equation of $\underline{u}(t, r)$, we recursively obtain

$$
\begin{aligned}
& \underline{u}_{0}(t, r)=0, \\
& \underline{u}_{1}(t, r)=\frac{1}{10}\left(9+r+9 t+r t-47 t^{2}+20 e t^{2}-3 r t^{2}+28 t^{3}-10 e t^{3}+2 r t^{3}\right), \\
& \underline{u}_{2}(t, r)=\frac{1}{25} e^{-t} r^{2} t^{6}-\frac{2}{5} e^{1-t} r t^{6}+\ldots, \\
& \text { and so on. }
\end{aligned}
$$

Thus the HAM solution

$$
\underline{U}_{m}(t, r)=\sum_{i=0}^{m} \underline{u}_{i}(t, r) .
$$

Similarly, using $m^{\text {th }}$ order deformation equation of $\bar{u}(t, r)$, we recursively obtain

$$
\begin{aligned}
& \bar{u}_{0}(t, r)=0, \\
& \bar{u}_{1}(t, r)=\frac{1}{10}\left(11-r+11 t-r t-53 t^{2}+20 e t^{2}+3 r t^{2}+32 t^{3}-10 e t^{3}-2 r t^{3}\right), \\
& \bar{u}_{2}(t, r)=\frac{1}{100} e^{-1-t}\left(4 e r^{2} t^{6}+40 e^{2} r t^{6}-128 e r t^{6}+\ldots\right),
\end{aligned}
$$

and so on.

Table 9.1: Numerical solutions for Example 9.3.1

| $x$ | $t$ | $\underline{u}(t, r)$ |  |  | $\bar{u}(t, r)$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | Standard <br> solution <br> HAM | BPCM | LWM | Standard <br> solution <br> HAM | BPCM | LWM |
|  | 0.2 | 1.13904 | 1.13903 | 1.13926 | 1.30376 | 1.30375 | 1.30403 |
|  | 0.4 | 1.41286 | 1.41289 | 1.41283 | 1.57078 | 1.57081 | 1.57075 |
|  | 0.6 | 1.75035 | 1.75035 | 1.75035 | 1.89387 | 1.89387 | 1.89386 |
|  | 0.8 | 2.15758 | 2.15761 | 2.15785 | 2.29349 | 2.29352 | 2.29381 |
| 0.75 | 0.2 | 1.16649 | 1.16648 | 1.16672 | 1.27631 | 1.2763 | 1.27657 |
|  | 0.4 | 1.43917 | 1.4392 | 1.43914 | 1.54445 | 1.54449 | 1.54443 |
|  | 0.6 | 1.77427 | 1.77427 | 1.77426 | 1.86994 | 1.86994 | 1.86993 |
|  | 0.8 | 2.18023 | 2.18026 | 2.18051 | 2.27084 | 2.27087 | 2.27115 |
|  | 0.2 | 1.19394 | 1.19393 | 1.19418 | 1.24885 | 1.24884 | 1.24910 |
|  | 0.4 | 1.46549 | 1.46552 | 1.46546 | 1.51813 | 1.51816 | 1.51810 |
|  | 0.6 | 1.79818 | 1.79818 | 1.79817 | 1.84602 | 1.84602 | 1.84601 |
|  | 0.8 | 2.20288 | 2.20291 | 2.20317 | 2.24819 | 2.24821 | 2.24849 |

Table 9.2: Error analysis for Example 9.3.1 with regard to HAM

| Error | $\underline{u}(t, r)$ |  | $\bar{u}(t, r)$ |  |
| :--- | :--- | :--- | :--- | :--- |
| $0 \leq t, r \leq 1$ | BPCM | LWM | BPCM | LWM |
| $L_{\infty}$ | $0.3 \mathrm{E}-4$ | $0.29 \mathrm{E}-3$ | $0.4 \mathrm{E}-4$ | $0.32 \mathrm{E}-3$ |
| $L_{2}$ | $0.754983 \mathrm{E}-4$ | $0.600999 \mathrm{E}-3$ | $0.768115 \mathrm{E}-4$ | $0.690145 \mathrm{E}-3$ |

Thus the HAM solution

$$
\bar{U}_{m}(t, r)=\sum_{i=0}^{m} \bar{u}_{i}(t, r) .
$$

The numerical results obtained by Bernstein polynomial collocation method (BPCM) for $n_{1}=n_{2}=4$ and Legendre wavelet method (LWM) for $M_{1}=M_{2}=4, k_{1}=k_{2}=1$ have been compared with the results obtained by $2^{\text {nd }}$ order homotopy analysis method (HAM) of $u(t, r)=(\underline{u}(t, r), \bar{u}(t, r))$ for $r=0.25,0.5,0.75$. These results have been shown in Tables 9.1-9.2. From Table 9.2, it may be easily observed that $L_{\infty}$ and $L_{2}$ errors for Bernstein polynomial collocation method are better than other method solutions.

Example 9.3.2. Consider the following nonlinear Hammerstein fuzzy integral equation

$$
\begin{equation*}
u(t)=g(t)+\int_{0}^{1} \frac{t s}{3}(u(s))^{2} d s, \quad t \in[0,1] \tag{9.15}
\end{equation*}
$$

where

$$
g(t, r)=\left[\frac{11}{12} t-\frac{1}{6}(1-r), \quad \frac{11}{12} t+\frac{1}{6}(1-r)\right], \quad t, r \in[0,1] .
$$

Eq. (9.15), in crisp sense, converted into a system as

$$
\begin{equation*}
\underline{u}(t, r)=\frac{11}{12} t-\frac{1}{6}(1-r)+\int_{0}^{1} \frac{t s}{3}(\underline{u}(s, r))^{2} d s \tag{9.16}
\end{equation*}
$$

$$
\begin{equation*}
\bar{u}(t, r)=\frac{11}{12} t+\frac{1}{6}(1-r)+\int_{0}^{1} \frac{t s}{3}(\bar{u}(s, r))^{2} d s \tag{9.17}
\end{equation*}
$$

The exact solution of this problem is not known. This problem has been solved by Bernstein polynomial collocation method and Legendre wavelet method, and compare with the approximate-analytical method like homotopy analysis method [180, 185]. Since, exact solution of this problem is unknown, the solution in HAM has been considered as standard solution.

## - Comparison with HAM solution

In homotopy analysis method [180, 185], the $m^{\text {th }}$ order deformation equation approximating $\underline{u}(t, r)$ is given by

$$
\begin{aligned}
L\left[\underline{u}_{m}(t, r)-\chi_{m} \underline{u}_{m-1}(t, r)\right] & =\hbar \Re_{m}\left(\underline{u}_{0}, \underline{u}_{1}, \ldots, \underline{u}_{m-1}\right) \\
& =\left.\hbar \frac{1}{(m-1)!} \frac{\partial^{m-1}}{\partial q^{m-1}} N(\varphi(t, r ; q))\right|_{q=0},
\end{aligned}
$$

where

$$
N(\varphi(t, r ; q))=\varphi(t, r ; q)-\frac{11}{12} t+\frac{1}{6}(1-r)-\int_{0}^{1} \frac{t s}{3}(\varphi(s, r ; q))^{2} d s
$$

and $\chi_{m}= \begin{cases}0, & m \leq 1, \\ 1, & m>1 .\end{cases}$
Here auxiliary parameter [180] $\hbar=-1$ belongs to the convergence region of HAM series solution.

Now using $m^{\text {th }}$ order deformation equation of $\underline{u}(t, r)$, we recursively obtain

$$
\begin{aligned}
& \underline{u}_{0}(t, r)=0 \\
& \underline{u}_{1}(t, r)=-\frac{1}{6}+\frac{r}{6}+\frac{11 t}{12}, \\
& \underline{u}_{2}(t, r)=\frac{211 t}{5184}+\frac{2 r t}{81}+\frac{r^{2} t}{216},
\end{aligned}
$$

and so on.
Thus the HAM solution

$$
\underline{U}_{m}(t, r)=\sum_{i=0}^{m} \underline{u}_{i}(t, r)
$$

Similarly, using $m^{\text {th }}$ order deformation equation of $\bar{u}(t, r)$, we recursively obtain

$$
\begin{aligned}
& \bar{u}_{0}(t, r)=0, \\
& \bar{u}_{1}(t, r)=\frac{1}{6}-\frac{r}{6}+\frac{11 t}{12}, \\
& \bar{u}_{2}(t, r)=\frac{563 t}{5184}-\frac{7 r t}{162}+\frac{r^{2} t}{216},
\end{aligned}
$$

and so on.

Table 9.3: Numerical solutions for Example 9.3.2

| $x$ | $t$ | $\underline{u}(t, r)$ |  |  | $\bar{u}(t, r)$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | Standard <br> solution <br> HAM | BPCM | LWM | Standard <br> solution <br> HAM | BPCM | LWM |
|  | 0.2 | 0.06780 | 0.06917 | 0.06917 | 0.32811 | 0.33258 | 0.33257 |
| 0.5 | 0.4 | 0.26061 | 0.26334 | 0.26334 | 0.53122 | 0.54015 | 0.54015 |
|  | 0.6 | 0.45341 | 0.45751 | 0.45751 | 0.73434 | 0.74772 | 0.74772 |
|  | 0.8 | 0.64621 | 0.65168 | 0.65168 | 0.93745 | 0.95530 | 0.95529 |
|  | 0.2 | 0.11089 | 0.1126 | 0.11260 | 0.28443 | 0.28817 | 0.28818 |
|  | 0.4 | 0.30511 | 0.30853 | 0.30853 | 0.48552 | 0.49301 | 0.49302 |
|  | 0.6 | 0.49934 | 0.50446 | 0.50446 | 0.68662 | 0.69785 | 0.69786 |
|  | 0.8 | 0.69356 | 0.70039 | 0.70040 | 0.88771 | 0.90269 | 0.90270 |
|  | 0.2 | 0.15410 | 0.15621 | 0.15621 | 0.24086 | 0.24399 | 0.24399 |
|  | 0.4 | 0.34986 | 0.35408 | 0.35408 | 0.44006 | 0.44631 | 0.44631 |
|  | 0.6 | 0.54562 | 0.55195 | 0.55195 | 0.63926 | 0.64864 | 0.64863 |
|  | 0.8 | 0.74138 | 0.74982 | 0.74983 | 0.83845 | 0.85096 | 0.85095 |

Table 9.4: Error analysis for Example 9.3.2 with regard to HAM

| Error | $\underline{u}(t, r)$ |  | $\bar{u}(t, r)$ |  |
| :--- | :--- | :--- | :--- | :--- |
| $0 \leq t, r \leq 1$ | BPCM | LWM | BPCM | LWM |
| $L_{\infty}$ | $0.844 \mathrm{E}-2$ | $0.845 \mathrm{E}-2$ | $0.1785 \mathrm{E}-1$ | $0.1784 \mathrm{E}-1$ |
| $L_{2}$ | $0.166465 \mathrm{E}-1$ | $0.166393 \mathrm{E}-1$ | $0.362121 \mathrm{E}-1$ | $0.362082 \mathrm{E}-1$ |

Thus the HAM solution

$$
\bar{U}_{m}(t, r)=\sum_{i=0}^{m} \bar{u}_{i}(t, r) .
$$

The numerical results obtained by Bernstein polynomial collocation method (BPCM) for $n_{1}=n_{2}=2$ and Legendre wavelet method (LWM) for $M_{1}=M_{2}=4, k_{1}=k_{2}=1$ have been compared with the results obtained by $3^{\text {rd }}$ order homotopy analysis method (HAM) of $u(t, r)=(\underline{u}(t, r), \bar{u}(t, r))$ for $r=0.25,0.5,0.75$. These results have been shown in Tables 9.3-9.4. From Table 9.4, it may be easily observed that $L_{\infty}$ and $L_{2}$ errors for Bernstein polynomial collocation method are better than other method solutions.

Example 9.3.3. Consider the following nonlinear Hammerstein fuzzy integral equation

$$
\begin{equation*}
u(t)=g(t)+\int_{0}^{1} t s(u(s))^{3} d s, \quad t \in[0,1] \tag{9.18}
\end{equation*}
$$

where

$$
g(t, r)=g_{1}(t, r)+g_{2}(t, r), \quad t, r \in[0,1],
$$

where

$$
\begin{aligned}
& g_{1}(t, r)=[2+r, 3-r] \\
& g_{2}(t, r)=\left[-t\left(\frac{87}{10}+\frac{47}{4} r+4 r^{2}+\frac{1}{2} r^{3}\right),-t\left(\frac{49}{10}-\frac{9}{2} r+\frac{5}{2} r^{2}-\frac{1}{2} r^{3}\right)\right] .
\end{aligned}
$$

The exact solution of this problem is $u(t, r)=\left[\begin{array}{ll}2+t+r, 3-2 t-r] . E q . ~(9.18), ~ i n ~ c r i s p ~\end{array}\right.$ sense, converted into a system as

$$
\begin{align*}
& \underline{u}(t, r)=\underline{g}(t, r)+\int_{0}^{1} t s(\underline{u}(s, r))^{3} d s  \tag{9.19}\\
& \bar{u}(t, r)=\bar{g}(t, r)+\int_{0}^{1} t s(\bar{u}(s, r))^{3} d s \tag{9.20}
\end{align*}
$$

where

$$
g(t, r)=(\underline{g}(t, r), \bar{g}(t, r))=\left(\underline{g_{1}}(t, r)+\underline{g_{2}}(t, r), \overline{g_{1}}(t, r)+\overline{g_{2}}(t, r)\right)
$$

Solving eq. (9.19) by Bernstein polynomial collocation method for $n_{1}=n_{2}=1$, we obtain the unknowns as

$$
c_{0,0}=2, \quad c_{0,1}=3, \quad c_{1,0}=3, \quad c_{1,1}=4
$$

and the solution can be obtained as $\underline{u}(t, r)=\sum_{i=0}^{1} \sum_{j=0}^{1} c_{i, j} B_{i, 1}(t) B_{j, 1}(r)=2+t+r$. Similarly, solving eq. (9.20) by $1^{\text {st }}$ order Bernstein polynomial collocation method, we obtain the unknowns as

$$
c_{0,0}=3, \quad c_{0,1}=2, \quad c_{1,0}=1, \quad c_{1,1}=0
$$

and the solution can be obtained as $\bar{u}(t, r)=\sum_{i=0}^{1} \sum_{j=0}^{1} c_{i, j} B_{i, 1}(t) B_{j, 1}(r)=3-2 t-r$.
Solving eq. (9.19) by Legendre wavelet method for $M_{1}=M_{2}=2, k_{1}=k_{2}=1$, we obtain the unknowns as

$$
C^{T}=[3.0003,0.28862,0.28885,-0.0000332746],
$$

and the solution can be obtained as $\underline{u}(t, r)=C^{T} \Psi(t, r)=2+r+t-0.000399295 r t$. Similarly, solving eq. (9.20) by Legendre wavelet method for $M_{1}=M_{2}=2, k_{1}=k_{2}=1$, we obtain the unknowns as

$$
C^{T}=[1.52366,-0.216966,-0.563689,0.0414012],
$$

and the solution can be obtained as $\bar{u}(t, r)=C^{T} \Psi(t, r)=3-r-2.20108 t+0.496815 r t$.

### 9.4 Numerical solution of Hammerstein-Volterra fuzzy delay integral equation

In this section, we consider the nonlinear Hammerstein-Volterra fuzzy delay integral equation of the form

$$
x(t)= \begin{cases}g(t)+\int_{t-\tau}^{t} H(t, s) F(s, x(s)) d s, & t \in[0, T], T>0  \tag{9.21}\\ \Phi(t), & t \in[-\tau, 0], \tau>0\end{cases}
$$

where $x(t), g(t)$ and $\Phi(t)$ are fuzzy valued functions, and the sign of $H(t, s)$ does not change in $[0,1]$. Let

$$
\begin{aligned}
& x(t, r)=(\underline{x}(t, r), \bar{x}(t, r)), \\
& g(t, r)=(\underline{g}(t, r), \bar{g}(t, r)), \\
& \Phi(t, r)=(\underline{\Phi}(t, r), \bar{\Phi}(t, r)) .
\end{aligned}
$$

Eq. (9.21), in crisp sense, converted into a system as

$$
\begin{align*}
& \underline{x}(t, r)= \begin{cases}\underline{g}(t, r)+\int_{t-\tau}^{t} H(t, s) F(s, \underline{x}(s, r)) d s, & r \in[0,1], \\
\underline{\Phi}(t, r), & r \in[0, T] \\
\underline{x}(t, r)= \begin{cases}\bar{g}(t, r)+\int_{t-\tau}^{t} H(t, s) F(s, \bar{x}(s, r)) d s, & r \in[-\tau, 0], \\
\bar{\Phi}(t, r), & r \in[0,1],\end{cases} & t \in[0, T]\end{cases}  \tag{9.22}\\
& \underline{t} \in[-\tau, 0] . \tag{9.23}
\end{align*}
$$

### 9.4.1 Numerical Scheme for Hammerstein-Volterra fuzzy delay integral equation

Let us consider the nonlinear fuzzy Hammerstein-Volterra delay integral equation given in equation (9.21) and we approximate the unknown function $x(t, r) \in[-\tau, T] \times[0,1]$ by two dimensional Bernoulli wavelet method (See section 2.6 of Chapter 2) after using transformation $u=\frac{t+\tau}{T+\tau}$. Now the eq. (9.21) can be reduced as

$$
C^{T} \Psi(t, r)= \begin{cases}g(t, r)+\int_{t-\tau}^{t} H(t, s) F\left[C^{T} \Psi(s, r)\right] d s, & t \in[0, T],  \tag{9.24}\\ \Phi(t, r), & t \in[-\tau, 0] .\end{cases}
$$

Putting the collocation points

$$
t_{i}=\frac{(2 i-1)(T+\tau)}{M_{1} 2^{k_{1}}}-\tau, \quad i=1,2, \ldots, M_{1} 2^{k_{1}-1}
$$

and

$$
r_{j}=\frac{2 j-1}{M_{2} 2^{k_{2}}}, \quad j=1,2, \ldots, M_{2} 2^{k_{2}-1}
$$

in eq. (9.24), we have

$$
C^{T} \Psi\left(t_{i}, r_{j}\right)= \begin{cases}g\left(t_{i}, r_{j}\right)+\int_{t_{i}-\tau}^{t_{i}} H\left(t_{i}, s\right) F\left[C^{T} \Psi\left(s, r_{j}\right)\right] d s, & 0 \leq t_{i}<T  \tag{9.25}\\ \Phi\left(t_{i}, r_{j}\right), & -\tau<t_{i}<0\end{cases}
$$

For more simplification, Guass-Legendre quadrature rule has been applied for approximating the integration in eq. (9.25). In order to apply Guass-Legendre quadrature rule, we convert
the limit of integration $\left[t_{i}-\tau, t_{i}\right]$ to $[-1,1]$ by transformation $\varphi=\frac{2 s-2 t_{i}+\tau}{\tau}$. Thus we obtain

$$
\begin{align*}
& C^{T} \Psi\left(t_{i}, r_{j}\right) \\
& = \begin{cases}g\left(t_{i}, r_{j}\right)+\frac{\tau}{2} \int_{-1}^{1} H\left(t_{i}, \frac{\tau(\varphi-1)+2 t_{i}}{2}\right) F\left[C^{T} \Psi\left(\frac{\tau(\varphi-1)+2 t_{i}}{2}, r_{j}\right)\right] d \varphi, & 0 \leq t_{i}<T \\
\Phi\left(t_{i}, r_{j}\right), & -\tau<t_{i}<0\end{cases} \tag{9.26}
\end{align*}
$$

Applying Gauss-Legendre quadrature rule to the eq. (9.26), we have

$$
\begin{align*}
& C^{T} \Psi\left(t_{i}, r_{j}\right) \\
& = \begin{cases}g\left(t_{i}, r_{j}\right)+\frac{\tau}{2} \sum_{l=1}^{p} w_{l} H\left(t_{i}, \frac{\tau\left(\varphi_{l}-1\right)+2 t_{i}}{2}\right) F\left[C^{T} \Psi\left(\frac{\tau\left(\varphi_{l}-1\right)+2 t_{i}}{2}, r_{j}\right)\right], & 0 \leq t_{i}<T \\
\Phi\left(t_{i}, r_{j}\right), & -\tau<t_{i}<0\end{cases} \tag{9.27}
\end{align*}
$$

where $\varphi_{l}, l=1, \ldots, p$ are Legendre-Gauss points, i.e., the roots of $p^{t h}$ order Legendre polynomials and $w_{l}$ are the corresponding weights.

Eq. (9.27) gives a system of $\left(2^{k-1} M\right)^{2}$ number of algebraic equations with same number of unknowns for $C$. After solving this system numerically, we can obtain the value of $c_{n_{1}, m_{1}, n_{2}, m_{2}}$ for $n_{1}=1,2, \ldots, 2^{k_{1}-1}, m_{1}=0,1, \ldots, M_{1}, n_{2}=1,2, \ldots, 2^{k_{2}-1}$, $m_{2}=0,1, \ldots, M_{2}$ and hence obtain the solution for $x(t, r)$.

### 9.4.2 Convergence analysis and error estimate

Theorem 9.4.1. If $f(u, v) \in L^{2}(R \times R)$ be a continuous function defined on $[0,1] \times[0,1]$ and $|f(u, v)| \leq K$, then the Bernoulli wavelets expansion of $f(u, v)$ defined in eq. (2.65) of Chapter 2 converges uniformly and also

$$
\left|c_{n_{1}, m_{1}, n_{2}, m_{2}}\right|<K \frac{A_{1} A_{2}}{2^{\frac{k_{1}-1}{2}} 2^{\frac{k_{2}-1}{2}}} \frac{16 m_{1}!}{(2 \pi)^{m_{1}+1}} \frac{16 m_{2}!}{(2 \pi)^{m_{2}+1}},
$$

where $A_{1}=\frac{1}{\sqrt{\frac{(-1)^{m_{1}-1}\left(m_{1}!\right)^{2}}{\left(2 m_{1}\right)!} \alpha_{2 m_{1}}}}$ and $A_{2}=\frac{1}{\sqrt{\frac{(-1)^{m_{2}-1}\left(m_{2}!\right)^{2}}{\left(2 m_{2}\right)!} \alpha_{2 m_{2}}}}$.
Proof. Any function $f(u, v) \in L^{2}([0,1] \times[0,1])$ can be expressed as the two dimensional Bernoulli wavelets as

$$
\begin{aligned}
f(u, v) & =\sum_{n_{1}=1}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(u, v) \\
& =\sum_{n_{1}=1}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}}(u) \psi_{n_{2}, m_{2}}(v)
\end{aligned}
$$

where the coefficients $c_{n_{1}, m_{1}, n_{2}, m_{2}}$ can be determined as

$$
c_{n_{1}, m_{1}, n_{2}, m_{2}}=\left\langle\left\langle f(u, v), \psi_{n_{1}, m_{1}}(u)\right\rangle, \psi_{n_{2}, m_{2}}(v)\right\rangle .
$$

Now for $m_{1}, \quad m_{2}>0$,

$$
\begin{aligned}
c_{n_{1}, m_{1}, n_{2}, m_{2}}= & \left\langle\left\langle f(u, v), \psi_{n_{1}, m_{1}}(u)\right\rangle, \psi_{n_{2}, m_{2}}(v)\right\rangle \\
= & \int_{0}^{1}\left[\int_{0}^{1} f(u, v) \psi_{n_{1}, m_{1}}(u) d u\right] \psi_{n_{2}, m_{2}}(v) d v \\
= & \int_{I_{n_{2} k_{2}}}\left[\int_{I_{n_{1} k_{1}}} f(u, v) \psi_{n_{1}, m_{1}}(u) d u\right] \psi_{n_{2}, m_{2}}(v) d v \\
= & 2^{\frac{k_{1}-1}{2}} 2^{\frac{k_{2}-1}{2}} A_{1} A_{2} \int_{I_{n_{2} k_{2}}}\left[\int_{I_{n_{1} k_{1}}} f(u, v) \beta_{m_{1}}\left(2^{k_{1}-1} u-n_{1}+1\right) d u\right] \times \\
& \quad \beta_{m_{2}}\left(2^{k_{2}-1} v-n_{2}+1\right) d v,
\end{aligned}
$$

where $I_{n_{1} k_{1}}=\left[\frac{n_{1}-1}{2^{k_{1}-1}}, \frac{n_{1}}{2^{k_{1}-1}}\right], I_{n_{2} k_{2}}=\left[\frac{n_{2}-1}{2^{k_{2}-1}}, \frac{n_{2}}{2^{k_{2}-1}}\right]$.
Now, changing the variable $2^{k_{1}-1} u-n_{1}+1=t$, we have

$$
\begin{gathered}
c_{n_{1}, m_{1}, n_{2}, m_{2}}=\frac{1}{2^{\frac{k_{1}-1}{2}}} 2^{\frac{k_{2}-1}{2}} A_{1} A_{2} \int_{I_{n_{2} k_{2}}}\left[\int_{0}^{1} f\left(\frac{t+n_{1}-1}{2^{k_{1}-1}}, v\right) \beta_{m_{1}}(t) d t\right] \times \\
\beta_{m_{2}}\left(2^{k_{2}-1} v-n_{2}+1\right) d v .
\end{gathered}
$$

Similarly, changing the variable for $v$ as $2^{k_{2}-1} v-n_{2}+1=\tilde{t}$, we have

$$
c_{n_{1}, m_{1}, n_{2}, m_{2}}=\frac{A_{1}}{2^{\frac{k_{1}-1}{2}}} \frac{A_{2}}{2^{\frac{k_{2}-1}{2}}} \int_{0}^{1}\left[\int_{0}^{1} f\left(\frac{t+n_{1}-1}{2^{k_{1}-1}}, \frac{\tilde{t}+n_{2}-1}{2^{k_{2}-1}}\right) \beta_{m_{1}}(t) d t\right] \beta_{m_{2}}(\tilde{t}) d \tilde{t} .
$$

Now

$$
\begin{aligned}
\left|c_{n_{1}, m_{1}, n_{2}, m_{2}}\right| & \leq \frac{A_{1}}{2^{\frac{k_{1}-1}{2}}} \frac{A_{2}}{2^{\frac{k_{2}-1}{2}}} \int_{0}^{1}\left[\int_{0}^{1}\left|f\left(\frac{t+n_{1}-1}{2^{k_{1}-1}}, \frac{\tilde{t}+n_{2}-1}{2^{k_{2}-1}}\right)\right|\left|\beta_{m_{1}}(t)\right| d t\right]\left|\beta_{m_{2}}(\tilde{t})\right| d \tilde{t} \\
& \leq \frac{A_{1}}{2^{\frac{k_{1}-1}{2}}} \frac{A_{2}}{2^{\frac{k_{2}-1}{2}}} K\left(\int_{0}^{1}\left|\beta_{m_{1}}(t)\right| d t\right)\left(\int_{0}^{1}\left|\beta_{m_{2}}(\tilde{t})\right| d \tilde{t}\right) \\
& \leq \frac{A_{1}}{2^{\frac{k_{1}-1}{2}}} \frac{A_{2}}{2^{\frac{k_{2}-1}{2}}} K \frac{16 m_{1}!}{(2 \pi)^{m_{1}+1}} \frac{16 m_{2}!}{(2 \pi)^{m_{2}+1}},
\end{aligned}
$$

using the property of Bernoulli polynomials.
This means that the series $\sum_{n_{1}=1}^{2_{1}-1} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2_{2}-1} \sum_{m_{2}=0}^{M_{2}-1} c_{n_{1}, m_{1}, n_{2}, m_{2}}$ is absolutely convergent and hence the series

$$
\sum_{n_{1}=1}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(u, v)
$$

is uniformly convergent [17].
Theorem 9.4.2. Let $f^{*}(t, r)=\sum_{n_{1}=1}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=1}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)$
be the truncated series, then the truncated error $E_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)$ can be defined as

$$
\left\|E_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)\right\|_{2}^{2} \leq \sum_{n_{1}=2^{k_{1}-1}+1}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}-1}+1}^{\infty} \sum_{m_{2}=M_{2}}^{\infty}\left(\frac{A_{1}}{2^{\frac{k_{1}-1}{2}}} \frac{A_{2}}{2^{\frac{k_{2}-1}{2}}} \frac{16 m_{1}!}{(2 \pi)^{m_{1}+1}} \frac{16 m_{2}!}{(2 \pi)^{m_{2}+1}} K\right)^{2}
$$

by using Theorem 9.4.1.
Proof. Any function $f(t, r) \in L^{2}([0,1] \times[0,1])$ can be expressed by the Bernoulli wavelets as

$$
f(t, r)=\sum_{n_{1}=1}^{\infty} \sum_{m_{1}=0}^{\infty} \sum_{n_{2}=1}^{\infty} \sum_{m_{2}=0}^{\infty} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r) .
$$

If $f^{*}(t, r)$ be the truncated series, then the truncated error term can be calculated as

$$
\begin{aligned}
E_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r) & =f(t, r)-f^{*}(t, r) \\
& =\sum_{n_{1}=2^{k_{1}-1}+1}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}-1}+1}^{\infty} \sum_{m_{2}=M_{2}}^{\infty} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r) .
\end{aligned}
$$

Now,

$$
\begin{aligned}
& \left\|E_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)\right\|_{2}^{2} \\
& =\left\|\sum_{n_{1}=2^{k_{1}-1}+1}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}-1}+1}^{\infty} \sum_{m_{2}=M_{2}}^{\infty} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)\right\|_{2}^{2} \\
& =\int_{0}^{1} \int_{0}^{1}\left|\sum_{n_{1}=2^{k_{1}-1}+1}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}-1}+1}^{\infty} \sum_{m_{2}=M_{2}}^{\infty} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)\right|^{2} d t d r \\
& \leq \sum_{n_{1}=2^{k_{1}-1}+1}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}-1}+1}^{\infty} \sum_{m_{2}=M_{2}}^{\infty}\left|c_{n_{1}, m_{1}, n_{2}, m_{2}}\right|^{2} \int_{0}^{1} \int_{0}^{1}\left|\psi_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)\right|^{2} d t d r \\
& \leq \sum_{n_{1}=2^{k_{1}-1}+1}^{\infty} \sum_{m_{1}=M_{1}}^{\infty} \sum_{n_{2}=2^{k_{2}-1}+1}^{\infty} \sum_{m_{2}=M_{2}}^{\infty}\left(\frac{A_{1}}{2^{\frac{k}{1}^{2}-1}} \frac{A_{2}}{2^{\frac{k_{2}-1}{2}}} \frac{16 m_{1}!}{(2 \pi)^{m_{1}+1}} \frac{16 m_{2}!}{(2 \pi)^{m_{2}+1}} K\right)^{2} .
\end{aligned}
$$

Theorem 9.4.3. Let $x^{*}(t, r)$ be the approximate solution of the equation

$$
x(t, r)= \begin{cases}g(t, r)+\int_{t-\tau}^{t} H(t, s) F(s, x(s, r)) d s, & t \in[0, T], r \in[0,1]  \tag{9.28}\\ \Phi(t, r), & t \in[-\tau, 0], r \in[0,1]\end{cases}
$$

where $\|H(t, s)\|_{\infty} \leq M_{H}$ and $F$ is lipschitz continuous function, then the error term $R(t, r)$ can be estimated as

$$
\begin{aligned}
\|R(t, r)\|_{\infty} & \leq \frac{\tau}{2} M_{H} L \sum_{j=1}^{n} w_{j}\left\|E_{n_{1}, m_{1}, n_{2}, m_{2}}\left(\frac{\tau}{2}\left(z_{j}-1\right)+t, r\right)\right\|_{\infty} \\
& +\left\|_{1} E_{G L}(t, \xi, r)-{ }_{2} E_{G L}(t, \xi, r)\right\|_{\infty}+\left\|E_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)\right\|_{\infty} .
\end{aligned}
$$

Proof. Let $x^{*}(t, r)$ be the truncated series which approximate the unknown function of
equation (9.28), then

$$
x^{*}(t, r)=\left\{\begin{array}{ll}
g(t, r)+\int_{t-\tau}^{t} H(t, s) F\left(s, x^{*}(s, r)\right) d s, & t \in[0, T], r \in[0,1] \\
\Phi(t, r), & t \in[-\tau, 0], r \in[0,1]
\end{array}+R(t, r),\right.
$$

where $R(t, r)$ be the residual. In order to apply Gauss-quadrature, transform the limit of integration from $[t-\tau, t]$ to $[-1,1]$ as $s=\frac{\tau}{2}(z-1)+t$.

$$
\begin{align*}
& x^{*}(t, r)=R(t, r) \\
& + \begin{cases}g(t, r)+\frac{\tau}{2} \int_{-1}^{1} H\left(t, \frac{\tau}{2}(z-1)+t\right) \times \\
F\left(\frac{\tau}{2}(z-1)+t, x^{*}\left(\frac{\tau}{2}(z-1)+t, r\right)\right) d z, & t \in[0, T], r \in[0,1], \\
\Phi(t, r), & t \in[-\tau, 0], r \in[0,1] .\end{cases} \tag{9.30}
\end{align*}
$$

Put $U(t, z, r)=H\left(t, \frac{\tau}{2}(z-1)+t\right) F\left(\frac{\tau}{2}(z-1)+t, x^{*}\left(\frac{\tau}{2}(z-1)+t, r\right)\right)$ and applying Gauss-quadrature rule in eq. (9.30), we have
$x^{*}(t, r)=R(t, r)+ \begin{cases}g(t, r)+\frac{\tau}{2} \sum_{j=1}^{n} U\left(t, z_{j}, r\right)+{ }_{2} E_{G L}(t, \xi, r), & t \in[0, T], r \in[0,1], \\ \Phi(t, r), & t \in[-\tau, 0], r \in[0,1],\end{cases}$
where ${ }_{2} E_{G L}(t, \xi, r)$ be the error term in Gauss-Legendre quadrature rule and obtained as

$$
\begin{equation*}
{ }_{2} E_{G L}(t, \xi, r)=\frac{2^{2 n+1}(n!)^{4}}{(2 n+1)[(2 n)!]^{3}} U^{(2 n)}(t, \xi, r) . \tag{9.32}
\end{equation*}
$$

Similarly, we can write

$$
x(t, r)= \begin{cases}g(t, r)+\frac{\tau}{2} \sum_{j=1}^{n} V\left(t, z_{j}, r\right)+{ }_{1} E_{G L}(t, \xi, r), & t \in[0, T], r \in[0,1],  \tag{9.33}\\ \Phi(t, r), & t \in[-\tau, 0], r \in[0,1],\end{cases}
$$

where

$$
\begin{equation*}
{ }_{1} E_{G L}(t, \xi, r)=\frac{2^{2 n+1}(n!)^{4}}{(2 n+1)[(2 n)!]^{3}} V^{(2 n)}(t, \xi, r) . \tag{9.34}
\end{equation*}
$$

Now, from eq. (9.31) and eq. (9.33), we get

$$
\begin{align*}
x(t, r)-x^{*}(t, r) & =\frac{\tau}{2} \sum_{j=1}^{n} w_{j}\left(V\left(t, z_{j}, r\right)-U\left(t, z_{j}, r\right)\right) \\
& +\left({ }_{1} E_{G L}(t, \xi, r)-{ }_{2} E_{G L}(t, \xi, r)\right)-R(t, r) \tag{9.35}
\end{align*}
$$

$$
\begin{aligned}
R(t, r) & =\frac{\tau}{2} \sum_{j=1}^{n} w_{j}\left(V\left(t, z_{j}, r\right)-U\left(t, z_{j}, r\right)\right) \\
& \left.+{ }_{1} E_{G L}(t, \xi, r)-{ }_{2} E_{G L}(t, \xi, r)\right)-E_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)
\end{aligned}
$$

Therefore,

$$
\begin{gather*}
\|R(t, r)\|_{\infty} \leq \frac{\tau}{2} \sum_{j=1}^{n} w_{j}\left\|V\left(t, z_{j}, r\right)-U\left(t, z_{j}, r\right)\right\|_{\infty}+\left\|_{1} E_{G L}(t, \xi, r)-{ }_{2} E_{G L}(t, \xi, r)\right\|_{\infty} \\
+\left\|E_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)\right\|_{\infty} \tag{9.36}
\end{gather*}
$$

Assuming that $\|H(t, s)\|_{\infty} \leq M_{H}$ and the nonlinear term $F(.,$.$) satisfies Lipschitz$ condition, we have

$$
\begin{align*}
& \left\|V\left(t, z_{j}, r\right)-U\left(t, z_{j}, r\right)\right\|_{\infty} \\
& \leq\left\|H\left(t, \frac{\tau}{2}\left(z_{j}-1\right)+t\right)\right\|_{\infty} \\
& \quad \times\left\|F\left(\frac{\tau}{2}\left(z_{j}-1\right)+t, x\left(\frac{\tau}{2}\left(z_{j}-1\right)+t, r\right)\right)-F\left(\frac{\tau}{2}\left(z_{j}-1\right)+t, x^{*}\left(\frac{\tau}{2}\left(z_{j}-1\right)+t, r\right)\right)\right\|_{\infty} \\
& \leq M_{H} L\left\|x\left(\frac{\tau}{2}\left(z_{j}-1\right)+t, r\right)-x^{*}\left(\frac{\tau}{2}\left(z_{j}-1\right)+t, r\right)\right\|_{\infty} \\
& =M_{H} L\left\|E_{n_{1}, m_{1}, n_{2}, m_{2}}\left(\frac{\tau}{2}\left(z_{j}-1\right)+t, r\right)\right\|_{\infty} \tag{9.37}
\end{align*}
$$

where $L$ is Lipschitz constant. Hence from eq. (9.36), we have

$$
\begin{align*}
\|R(t, r)\|_{\infty} & \leq \frac{\tau}{2} M_{H} L \sum_{j=1}^{n} w_{j}\left\|E_{n_{1}, m_{1}, n_{2}, m_{2}}\left(\frac{\tau}{2}\left(z_{j}-1\right)+t, r\right)\right\|_{\infty} \\
& +\left\|_{1} E_{G L}(t, \xi, r)-{ }_{2} E_{G L}(t, \xi, r)\right\|_{\infty}+\left\|E_{n_{1}, m_{1}, n_{2}, m_{2}}(t, r)\right\|_{\infty} \tag{9.38}
\end{align*}
$$

### 9.4.3 Illustrative examples

In order to show the accuracy of the present method three problems have been solved by both present method and B-spline wavelet method. Same procedure has been implemented for B-spline wavelet method to solve these problems.

Example 9.4.1. Let us consider the linear Volterra fuzzy delay integral equation [186]

$$
x(t)= \begin{cases}e^{t-\tau}+\int_{t-\tau}^{t} x(s) d s, & t \in[0,0.5], \\ \Phi(t), & t \in[-\tau, 0]\end{cases}
$$

Table 9.5: Comparison of numerical solutions for $\underline{x}(t, r)$ in Example 9.4.1

| $t$ | Bernoulli wavelet method |  |  | B-spline wavelet method |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ |
| 0.1 | $1.05 \mathrm{E}-5$ | $1.05 \mathrm{E}-5$ | $1.05 \mathrm{E}-5$ | $5.39 \mathrm{E}-5$ | $5.39 \mathrm{E}-5$ | $5.39 \mathrm{E}-5$ |
| 0.2 | $4.15 \mathrm{E}-6$ | $4.15 \mathrm{E}-6$ | $4.15 \mathrm{E}-6$ | $6.74 \mathrm{E}-5$ | $6.74 \mathrm{E}-5$ | $6.74 \mathrm{E}-5$ |
| 0.3 | $5.17 \mathrm{E}-6$ | $5.17 \mathrm{E}-6$ | $5.17 \mathrm{E}-6$ | $4.03 \mathrm{E}-5$ | $4.03 \mathrm{E}-5$ | $4.03 \mathrm{E}-5$ |
| 0.4 | $9.76 \mathrm{E}-6$ | $9.76 \mathrm{E}-6$ | $9.76 \mathrm{E}-6$ | $4.88 \mathrm{E}-5$ | $4.88 \mathrm{E}-5$ | $4.88 \mathrm{E}-5$ |
| 0.5 | $9.22 \mathrm{E}-5$ | $9.22 \mathrm{E}-5$ | $9.22 \mathrm{E}-5$ | $2.07 \mathrm{E}-4$ | $2.07 \mathrm{E}-4$ | $2.07 \mathrm{E}-4$ |

Table 9.6: Comparison of numerical solutions for $\bar{x}(t, r)$ in Example 9.4.1

| $t$ | Bernoulli wavelet method |  |  | B-spline wavelet method |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ |
| 0.1 | $1.16 \mathrm{E}-5$ | $1.16 \mathrm{E}-5$ | $1.16 \mathrm{E}-5$ | $5.27 \mathrm{E}-5$ | $5.27 \mathrm{E}-5$ | $5.27 \mathrm{E}-5$ |
| 0.2 | $3.05 \mathrm{E}-6$ | $3.05 \mathrm{E}-6$ | $3.05 \mathrm{E}-6$ | $6.20 \mathrm{E}-5$ | $6.20 \mathrm{E}-5$ | $6.20 \mathrm{E}-5$ |
| 0.3 | $5.18 \mathrm{E}-6$ | $5.18 \mathrm{E}-6$ | $5.18 \mathrm{E}-6$ | $4.13 \mathrm{E}-5$ | $4.13 \mathrm{E}-5$ | $4.13 \mathrm{E}-5$ |
| 0.4 | $9.68 \mathrm{E}-6$ | $9.68 \mathrm{E}-6$ | $9.68 \mathrm{E}-6$ | $4.08 \mathrm{E}-5$ | $4.08 \mathrm{E}-5$ | $4.08 \mathrm{E}-5$ |
| 0.5 | $9.32 \mathrm{E}-5$ | $9.32 \mathrm{E}-5$ | $9.32 \mathrm{E}-5$ | $2.17 \mathrm{E}-4$ | $2.17 \mathrm{E}-4$ | $2.17 \mathrm{E}-4$ |

with $\tau=0.5, T=0.5$ and $\Phi:[-0.5,0] \rightarrow E$ defined as

$$
\Phi(t, r)=[\underline{\Phi}(t, r), \bar{\Phi}(t, r)]=\left[e^{t}, e^{t}+0.3(1-r)\right], \quad r \in[0,1], \quad t \in[-0.5,0] .
$$

Similarly, $g:[0,0.5] \rightarrow E$ is given by

$$
g(t, r)=[\underline{g}(t, r), \bar{g}(t, r)]=\left[e^{t-\tau}, e^{t-\tau}+0.3 \tau(1-r)\right], \quad r \in[0,1], \quad t \in[0,0.5] .
$$

The exact solution $x^{*}:[-0.5,0.5] \rightarrow E$ is given by

$$
x^{*}(t, r)=\left[\underline{x}^{*}(t, r), \overline{x^{*}}(t, r)\right]=\left[e^{t}, e^{t}+0.3(1-r)\right], \quad r \in[0,1], \quad t \in[-0.5,0.5] .
$$

The above problem has been solved by Bernoulli wavelet method for $M_{1}=M_{2}=4, k_{1}=$ $k_{2}=2$ and then the results have been compared with that of obtained by B-spline wavelet method for $m=4$. Here we take $r=0.25,0.5,0.75$ and calculate the absolute errors as $\left|e_{r}\right|=\left|x(t, r)-x^{*}(t, r)\right|$. This comparison has been presented in the Table 9.5 and Table 9.6. The over all computational times for $\underline{x}(t, r)$ and $\bar{x}(t, r)$ are 1.327 seconds and 1.342 seconds respectively by Bernoulli wavelet method. On the other hand, the over all computational times for $\underline{x}(t, r)$ and $\bar{x}(t, r)$ are 475.71 seconds and 461.42 seconds respectively by $B$-spline wavelet method. Figure 9.1 shows the approximate solutions of $\bar{x}(t, r)$ for $r=0,0.25,0.5,0.75,1$ and the approximate solution of $\underline{x}(t, r)$ is independent of $r$.

Example 9.4.2. Let us consider the nonlinear Hammerstein-Volterra fuzzy delay integral equation [186]

$$
x(t)= \begin{cases}g(t)+\int_{t-\tau}^{t} \ln x(s) d s, & t \in[0,1], \\ \Phi(t), & t \in[-\tau, 0],\end{cases}
$$



Figure 9.1: Approximate solution of $\bar{x}(t, r)$ for $r=0,0.25,0.5,0.75,1$ of Example 9.4.1
Table 9.7: Comparison of numerical solutions for $\underline{x}(t, r)$ in Example 9.4.2

| $t$ | Bernoulli wavelet method |  |  | B-spline wavelet method |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ |
| 0.1 | $1.28 \mathrm{E}-4$ | $1.28 \mathrm{E}-4$ | $1.28 \mathrm{E}-4$ | $2.07 \mathrm{E}-4$ | $2.07 \mathrm{E}-4$ | $2.07 \mathrm{E}-4$ |
| 0.2 | $2.65 \mathrm{E}-4$ | $2.65 \mathrm{E}-4$ | $2.65 \mathrm{E}-4$ | $1.01 \mathrm{E}-4$ | $1.01 \mathrm{E}-4$ | $1.01 \mathrm{E}-4$ |
| 0.3 | $5.53 \mathrm{E}-4$ | $5.53 \mathrm{E}-4$ | $5.53 \mathrm{E}-4$ | $1.43 \mathrm{E}-4$ | $1.43 \mathrm{E}-4$ | $1.43 \mathrm{E}-4$ |
| 0.4 | $2.26 \mathrm{E}-4$ | $2.26 \mathrm{E}-4$ | $2.26 \mathrm{E}-4$ | $3.60 \mathrm{E}-4$ | $3.60 \mathrm{E}-4$ | $3.60 \mathrm{E}-4$ |
| 0.5 | $7.87 \mathrm{E}-5$ | $7.87 \mathrm{E}-5$ | $7.87 \mathrm{E}-5$ | $4.68 \mathrm{E}-4$ | $4.68 \mathrm{E}-4$ | $4.68 \mathrm{E}-4$ |
| 0.6 | $1.53 \mathrm{E}-4$ | $1.53 \mathrm{E}-4$ | $1.53 \mathrm{E}-4$ | $4.30 \mathrm{E}-4$ | $4.30 \mathrm{E}-4$ | $4.30 \mathrm{E}-4$ |
| 0.7 | $7.54 \mathrm{E}-5$ | $7.54 \mathrm{E}-5$ | $7.54 \mathrm{E}-5$ | $2.05 \mathrm{E}-4$ | $2.05 \mathrm{E}-4$ | $2.05 \mathrm{E}-4$ |
| 0.8 | $2.10 \mathrm{E}-4$ | $2.10 \mathrm{E}-4$ | $2.10 \mathrm{E}-4$ | $2.44 \mathrm{E}-4$ | $2.44 \mathrm{E}-4$ | $2.44 \mathrm{E}-4$ |
| 0.9 | $5.44 \mathrm{E}-5$ | $5.44 \mathrm{E}-5$ | $5.44 \mathrm{E}-5$ | $9.73 \mathrm{E}-4$ | $9.73 \mathrm{E}-4$ | $9.73 \mathrm{E}-4$ |
| 1.0 | $1.79 \mathrm{E}-3$ | $1.79 \mathrm{E}-3$ | $1.79 \mathrm{E}-3$ | $2.04 \mathrm{E}-3$ | $2.04 \mathrm{E}-3$ | $2.04 \mathrm{E}-3$ |

with $\tau=0.5, T=1$ and $\Phi:[-0.5,0] \rightarrow E$ defined as

$$
\Phi(t, r)=[\underline{\Phi}(t, r), \bar{\Phi}(t, r)]=\left[e^{t+1}, e^{t r}\right], \quad r \in[0,1], \quad t \in[-0.5,0] .
$$

Similarly, $g:[0,1] \rightarrow E$ is given by
$g(t, r)=[\underline{g}(t, r), \bar{g}(t, r)]=\left[e^{t+1}-\tau-t \tau+\frac{\tau^{2}}{2}, e^{t r}+r \tau(0.25-t)\right], \quad r \in[0,1], \quad t \in[0,1]$.
The exact solution $x^{*}:[-0.5,1] \rightarrow E$ is given by

$$
x^{*}(t, r)=\left[\underline{x^{*}}(t, r), \overline{x^{*}}(t, r)\right]=\left[e^{t+1}, e^{t r}\right], \quad r \in[0,1], \quad t \in[-0.5,1] .
$$

The above problem has been solved by Bernoulli wavelet method for $M_{1}=M_{2}=4, \quad k_{1}=$ $k_{2}=2$ and then the results have been compared with that of obtained by B-spline wavelet method for $m=4$. Here we take $r=0.25,0.5,0.75$ and calculate the absolute errors as $\left|e_{r}\right|=\left|x(t, r)-x^{*}(t, r)\right|$. This comparison has been presented in the Table 9.7 and Table 9.8. The over all computational times for $\underline{x}(t, r)$ and $\bar{x}(t, r)$ are 7.425 seconds and 7.55 seconds respectively by Bernoulli wavelet method. On the other hand, the over all computational times for $\underline{x}(t, r)$ and $\bar{x}(t, r)$ are 6125.44 seconds and 6210.45 seconds respectively by $B$-spline wavelet method. Figure 9.2 shows the approximate solutions of $\bar{x}(t, r)$ for $r=0,0.25,0.5,0.75,1$ and the approximate solution of $\underline{x}(t, r)$ is independent of $r$.

Table 9.8: Comparison of numerical solutions for $\bar{x}(t, r)$ in Example 9.4.2

| $t$ | Bernoulli wavelet method |  |  | B-spline wavelet method |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ |
| 0.1 | $1.97 \mathrm{E}-7$ | $3.14 \mathrm{E}-6$ | $1.59 \mathrm{E}-5$ | $2.90 \mathrm{E}-6$ | $1.57 \mathrm{E}-5$ | $3.49 \mathrm{E}-5$ |
| 0.2 | $3.68 \mathrm{E}-7$ | $5.85 \mathrm{E}-6$ | $2.92 \mathrm{E}-5$ | $2.01 \mathrm{E}-6$ | $7.70 \mathrm{E}-6$ | $1.38 \mathrm{E}-5$ |
| 0.3 | $6.35 \mathrm{E}-7$ | $1.10 \mathrm{E}-5$ | $6.52 \mathrm{E}-5$ | $5.70 \mathrm{E}-6$ | $1.36 \mathrm{E}-5$ | $2.22 \mathrm{E}-5$ |
| 0.4 | $1.78 \mathrm{E}-8$ | $4.52 \mathrm{E}-7$ | $1.87 \mathrm{E}-5$ | $8.56 \mathrm{E}-6$ | $3.32 \mathrm{E}-5$ | $6.10 \mathrm{E}-5$ |
| 0.5 | $3.92 \mathrm{E}-7$ | $5.48 \mathrm{E}-6$ | $4.18 \mathrm{E}-6$ | $1.64 \mathrm{E}-5$ | $4.18 \mathrm{E}-5$ | $7.00 \mathrm{E}-5$ |
| 0.6 | $1.06 \mathrm{E}-6$ | $1.66 \mathrm{E}-5$ | $2.14 \mathrm{E}-5$ | $2.98 \mathrm{E}-5$ | $3.78 \mathrm{E}-5$ | $4.29 \mathrm{E}-5$ |
| 0.7 | $1.79 \mathrm{E}-6$ | $2.87 \mathrm{E}-5$ | $1.68 \mathrm{E}-5$ | $4.91 \mathrm{E}-5$ | $1.95 \mathrm{E}-5$ | $2.72 \mathrm{E}-5$ |
| 0.8 | $2.77 \mathrm{E}-6$ | $4.61 \mathrm{E}-5$ | $9.89 \mathrm{E}-6$ | $7.41 \mathrm{E}-5$ | $1.20 \mathrm{E}-5$ | $1.42 \mathrm{E}-4$ |
| 0.9 | $4.68 \mathrm{E}-6$ | $8.18 \mathrm{E}-5$ | $3.07 \mathrm{E}-6$ | $1.04 \mathrm{E}-4$ | $5.69 \mathrm{E}-5$ | $3.06 \mathrm{E}-4$ |
| 1.0 | $8.66 \mathrm{E}-6$ | $1.58 \mathrm{E}-4$ | $1.75 \mathrm{E}-4$ | $1.40 \mathrm{E}-4$ | $1.16 \mathrm{E}-4$ | $5.27 \mathrm{E}-4$ |



Figure 9.2: Approximate solution of $\bar{x}(t, r)$ for $r=0,0.25,0.5,0.75,1$ of Example 9.4.2

Example 9.4.3. According to the epidemic model presented in [186, 187], we consider $x(s)$ be the proportion of infectious individuals at the moment s; $F(x(s))$ be the proportion of new infected cases on unit time, and $g(s)$ be the proportion of immigrants that still have the disease at the moment $s$. Considering $P(s)$ as the probability of having the infection for a time at least s after infection, the spread of infection is governed by the integral equation

$$
x(t)= \begin{cases}g(t)+\int_{t-\tau}^{t} P(t-s) F(x(s)) d s, & t \in[0, T], \\ \Phi(t), & t \in[-\tau, 0] .\end{cases}
$$

We suppose that the proportion of new infected cases on unit time, $F(x(s))$, is proportional with $x(s)$ and $P$ is a crisp positive decreasing function with $P(0)=1$. Let $\tau=T=0.5$, and $\Phi:[-0.5,0] \rightarrow E, g:[0,0.5] \rightarrow E$. Since it is natural to suppose that the proportion of immigrants that still have the disease is decreasing in time according to the decisions of the authorities, we have the following model

$$
x(t)= \begin{cases}g(t)+\int_{t-\tau}^{t} e^{-(t-s)} x(s) d s, & t \in[0,0.5], \\ \Phi(t), & t \in[-\tau, 0],\end{cases}
$$

with
$\Phi(t, r)=[\underline{\Phi}(t, r), \bar{\Phi}(t, r)]=\left[e^{-t}-0.2(1-r), e^{-t}+0.2(1-r)\right], \quad r \in[0,1], \quad t \in[-0.5,0]$.

Table 9.9: Comparison of numerical solutions for $\underline{x}(t, r)$ in Example 9.4.3

| $t$ | Bernoulli wavelet method |  |  | B-spline wavelet method |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ |
| 0.1 | $5.77 \mathrm{E}-6$ | $5.74 \mathrm{E}-6$ | $5.70 \mathrm{E}-6$ | $4.34 \mathrm{E}-5$ | $4.34 \mathrm{E}-5$ | $4.34 \mathrm{E}-5$ |
| 0.2 | $3.31 \mathrm{E}-6$ | $3.35 \mathrm{E}-6$ | $3.39 \mathrm{E}-6$ | $4.64 \mathrm{E}-5$ | $4.64 \mathrm{E}-5$ | $4.64 \mathrm{E}-5$ |
| 0.3 | $2.96 \mathrm{E}-6$ | $3.01 \mathrm{E}-6$ | $3.05 \mathrm{E}-6$ | $2.58 \mathrm{E}-5$ | $2.57 \mathrm{E}-5$ | $2.57 \mathrm{E}-5$ |
| 0.4 | $5.90 \mathrm{E}-6$ | $5.85 \mathrm{E}-6$ | $5.80 \mathrm{E}-6$ | $1.80 \mathrm{E}-5$ | $1.80 \mathrm{E}-5$ | $1.81 \mathrm{E}-5$ |
| 0.5 | $5.18 \mathrm{E}-5$ | $5.19 \mathrm{E}-5$ | $5.19 \mathrm{E}-5$ | $7.40 \mathrm{E}-5$ | $7.40 \mathrm{E}-5$ | $7.41 \mathrm{E}-5$ |

and

$$
\begin{gathered}
g(t, r)=[\underline{g}(t, r), \bar{g}(t, r)]=\left[0.5 e^{-t}-0.121306(1-r), 0.5 e^{-t}+0.121306(1-r)\right], \\
r \in[0,1], \quad t \in[0,0.5] .
\end{gathered}
$$

The exact solution $x^{*}:[-0.5,0.5] \rightarrow E$ is given by
$x^{*}(t, r)=\left[\underline{x^{*}}(t, r), \overline{x^{*}}(t, r)\right]=\left[e^{-t}-0.2(1-r), e^{-t}+0.2(1-r)\right], \quad r \in[0,1], \quad t \in[-0.5,0.5]$.
The above problem has been solved by Bernoulli wavelet method for $M_{1}=M_{2}=4, k_{1}=$ $k_{2}=2$ and then the results have been compared with that of obtained by B-spline wavelet method for $m=4$. Here we take $r=0.25,0.5,0.75$ and calculate the absolute errors as $\left|e_{r}\right|=\left|x(t, r)-x^{*}(t, r)\right|$. This comparison has been presented in the Table 9.9 and Table 9.10. The over all computational times for $\underline{x}(t, r)$ and $\bar{x}(t, r)$ are 1.342 seconds and 1.249 seconds respectively by Bernoulli wavelet method. On the other hand, the over all computational times for $\underline{x}(t, r)$ and $\bar{x}(t, r)$ are 478.173 seconds and 498.079 seconds respectively by $B$-spline wavelet method. Figures 9.3 and 9.4 show the approximate solutions of $\underline{x}(t, r)$ and $\bar{x}(t, r)$ respectively, for $r=0,0.25,0.5,0.75,1$.

For this example, we have calculated the error bound in view of error estimation theorem. Here, $M_{H}=\left\|e^{-(t-s)}\right\|_{\infty} \leq 2$ and since, there present linear term in integrand part, we can take $L=1$. We can calculate the lowest error bound for truncated error term as $\left\|E_{n_{1}, m_{1}, n_{2}, m_{2}}\right\|_{\infty} \leq 1.61953$. Also, the error in Gauss-Legendre quadrature for $n=10$ can be calculated as

$$
\begin{aligned}
\left\|_{1} E_{G L}(t, \xi, r)-{ }_{2} E_{G L}(t, \xi, r)\right\|_{\infty} & =\frac{2^{2 n+1}(n!)^{4}}{(2 n+1)[(2 n)!]^{3}}\left\|V^{(2 n)}(t, \xi, r)-U^{(2 n)}(t, \xi, r)\right\|_{\infty} \\
& \leq 1.20259 \times 10^{-24}\left\|V^{(2 n)}(t, \xi, r)-U^{(2 n)}(t, \xi, r)\right\|_{\infty}
\end{aligned}
$$

Hence,

$$
\|R(t, r)\|_{\infty} \leq 3.23906+1.20259 \times 10^{-24}\left\|V^{(2 n)}(t, \xi, r)-U^{(2 n)}(t, \xi, r)\right\|_{\infty} .
$$



Figure 9.3: Approximate solution of $\underline{x}(t, r)$ for $r=0,0.25,0.5,0.75,1$ of Example 9.4.3
Table 9.10: Comparison of numerical solutions for $\bar{x}(t, r)$ in Example 9.4.3

| $t$ | Bernoulli wavelet method |  |  | B-spline wavelet method |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ | $\left\|e_{0.25}\right\|$ | $\left\|e_{0.5}\right\|$ | $\left\|e_{0.75}\right\|$ |
| 0.1 | $5.56 \mathrm{E}-6$ | $5.59 \mathrm{E}-6$ | $5.63 \mathrm{E}-6$ | $4.32 \mathrm{E}-5$ | $4.33 \mathrm{E}-5$ | $4.33 \mathrm{E}-5$ |
| 0.2 | $3.55 \mathrm{E}-6$ | $3.51 \mathrm{E}-6$ | $3.47 \mathrm{E}-6$ | $4.62 \mathrm{E}-5$ | $4.62 \mathrm{E}-5$ | $4.63 \mathrm{E}-5$ |
| 0.3 | $3.22 \mathrm{E}-6$ | $3.17 \mathrm{E}-6$ | $3.13 \mathrm{E}-6$ | $2.55 \mathrm{E}-5$ | $2.56 \mathrm{E}-5$ | $2.56 \mathrm{E}-5$ |
| 0.4 | $5.62 \mathrm{E}-6$ | $5.66 \mathrm{E}-6$ | $5.71 \mathrm{E}-6$ | $1.83 \mathrm{E}-5$ | $1.82 \mathrm{E}-5$ | $1.82 \mathrm{E}-5$ |
| 0.5 | $5.21 \mathrm{E}-5$ | $5.21 \mathrm{E}-5$ | $5.20 \mathrm{E}-5$ | $7.43 \mathrm{E}-5$ | $7.42 \mathrm{E}-5$ | $7.42 \mathrm{E}-5$ |




Figure 9.4: Approximate solution of $\bar{x}(t, r)$ for $r=0,0.25,0.5,0.75,1$ of Example 9.4.3

### 9.5 Numerical solution of Fuzzy integro-differential equations

In this section, we consider the fuzzy integro-differential equation of the form

$$
\begin{align*}
& u^{\prime}(t)+u(t)+\lambda \int_{0}^{1} k(s, t) u(s) d s=g(t),  \tag{9.39}\\
& \quad k(s, t) \in C([0,1] \times[0,1]), \quad t \in[0,1], \quad \lambda \in \mathbb{R},
\end{align*}
$$

with the initial condition $u(0)=\alpha$, where $u$ and $g$ are fuzzy functions, and the sign of $k(s, t)$ does not change in $[0,1]$. Let

$$
\begin{aligned}
& u(t, r)=(\underline{u}(t, r), \bar{u}(t, r)), \\
& g(t, r)=(\underline{g}(t, r), \bar{g}(t, r)), \\
& \frac{\partial}{\partial t} u(t, r)=\left(\frac{\partial}{\partial t} \underline{u}(t, r), \frac{\partial}{\partial t} \bar{u}(t, r)\right),
\end{aligned}
$$

where all derivatives with respect to $t$, be fuzzy functions.

Also the initial condition $u(0, r)=(\underline{u}(0, r), \bar{u}(0, r))$. Let

$$
\begin{align*}
& u^{c}(t, r)=\frac{u(t, r)+\bar{u}(t, r)}{2}, \\
& u^{d}(t, r)=\frac{\bar{u}(t, r)-\underline{u}(t, r)}{2}, \tag{9.40}
\end{align*}
$$

and

$$
\begin{align*}
& g^{c}(t, r)=\frac{\underline{g}(t, r)+\bar{g}(t, r)}{2} \\
& g^{d}(t, r)=\frac{\bar{g}(t, r)-\underline{g}(t, r)}{2} . \tag{9.41}
\end{align*}
$$

From eq. (9.39), the fuzzy integro-differential equation can be written as

$$
\begin{align*}
& \frac{\partial}{\partial t} u^{c}(t, r)+u^{c}(t, r)+\lambda \int_{0}^{1} k(s, t) u^{c}(s, r) d s \\
& \quad=g^{c}(t, r), \\
& \frac{\partial}{\partial t} u^{d}(t, r)+u^{d}(t, r)+\lambda \int_{0}^{1}|k(s, t)| u^{d}(s, r) d s \\
& \quad=g^{d}(t, r), \tag{9.42}
\end{align*}
$$

with initial conditions

$$
\begin{align*}
& u^{c}(0, r)=\frac{u}{}(0, r)+\bar{u}(0, r) \\
& 2 \tag{9.43}
\end{align*},
$$

### 9.5.1 Legendre wavelet method for fuzzy integro-differential equation

Consider the fuzzy integro-differential equation given in eq. (9.42). First, we integrate eq. (9.42) both side with respect to $t$ from 0 to $t$ and using the initial conditions from eq. (9.43),
we have

$$
\begin{align*}
& u^{c}(t, r)-u^{c}(0, r)+\int_{0}^{t} u^{c}(t, r) d t \\
& +\lambda \int_{0}^{t} \int_{0}^{1} k(s, t) u^{c}(s, r) d s d t=\int_{0}^{t} g^{c}(t, r) d t \tag{9.44}
\end{align*}
$$

In order to apply the Legendre wavelets in eq. (9.44), we first approximate the unknown function $u^{c}(t, r)$ as

$$
\begin{equation*}
u^{c}(t, r)=C^{T} \Psi(t, r), \tag{9.45}
\end{equation*}
$$

where $C$ is defined similar to eq. (2.32) of Chapter 2.

Putting eq. (9.45) in eq. (9.44), we have

$$
\begin{align*}
& C^{T} \Psi(t, r)-u^{c}(0, r)+\int_{0}^{t} C^{T} \Psi(t, r) d t \\
& \quad+\lambda \int_{0}^{t} \int_{0}^{1} k(s, t) C^{T} \Psi(s, r) d s d t \\
& =\int_{0}^{t} g^{c}(t, r) d t . \tag{9.46}
\end{align*}
$$

Now we collocate the eq. (9.46) at $\left(2^{k_{1}-1} 2^{k_{2}-1} M_{1} M_{2}\right)$ points by $t_{i}=\frac{2 i-1}{2^{k_{1} M_{1}}}, r_{j}=\frac{2 j-1}{2^{k_{2} M_{2}}}$, for $i=1,2, \ldots, 2^{k_{1}-1} M_{1}, j=1,2, \ldots, 2^{k_{2}-1} M_{2}$ yielding

$$
\begin{align*}
& C^{T} \Psi\left(t_{i}, r_{j}\right)-u^{c}\left(0, r_{j}\right)+\int_{0}^{t_{i}} C^{T} \Psi\left(t, r_{j}\right) d t \\
& \quad+\lambda \int_{0}^{t_{i}} \int_{0}^{1} k(s, t) C^{T} \Psi\left(s, r_{j}\right) d s d t \\
& =\int_{0}^{t_{i}} g^{c}\left(t, r_{j}\right) d t . \tag{9.47}
\end{align*}
$$

Eq. (9.47) constitutes a system of $\left(2^{k_{1}-1} 2^{k_{2}-1} M_{1} M_{2}\right)$ algebraic equations with same number of unknowns for coefficient matrix $C$. Solving this system numerically, we can get the values of unknowns for $C$ and hence we obtain the solution $u^{c}(t, r)=C^{T} \Psi(t, r)$.

Similarly, we can obtain the solution of $u^{d}(t, r)$ for second fuzzy integro-differential equation defined in eq. (9.42).

Hence we can obtain the solutions as fuzzy number

$$
\begin{aligned}
& \underline{u}(t, r)=u^{c}(t, r)-u^{d}(t, r), \\
& \bar{u}(t, r)=u^{c}(t, r)+u^{d}(t, r) .
\end{aligned}
$$

### 9.5.2 Convergence analysis

Theorem 9.5.1. The series solution

$$
u(x) \cong \sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x)
$$

using Legendre wavelet method converges to $u(x)$
Proof. See Theorem 6.2.1 of Chapter 6.
Theorem 9.5.2. If $u(x, t)$ is multiplicatively separable function, then the series solution

$$
u(x, t) \cong \sum_{n_{1}=0}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=0}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(x, t)
$$

defined in eq. (2.34) of Chapter 2 using two dimensional Legendre wavelet method converges to $u(x, t)$.

Proof. From eq. (2.29) of Chapter 2, the two dimensional Legendre wavelets can be expressed as

$$
\begin{align*}
\psi_{n_{1}, m_{1}, n_{2}, m_{2}}(x, t) & =\left\{\begin{aligned}
A P_{m_{1}}\left(2^{k_{1}} x-2 n_{1}+1\right) P_{m_{2}}\left(2^{k_{2}} t-2 n_{2}+1\right), \\
\frac{n_{1}-1}{2^{k_{1}-1}} \leq x<\frac{n_{1}}{2^{k_{1}-1}}, \frac{n_{2}-1}{2^{k_{2}-1}} \leq x<\frac{n_{2}}{2^{k_{2}-1}} \\
0, \quad \text { otherwise }
\end{aligned}\right. \\
& =\psi_{n_{1}, m_{1}}(x) \psi_{n_{2}, m_{2}}(t) \tag{9.48}
\end{align*}
$$

where $A=\sqrt{\left(m_{1}+\frac{1}{2}\right)\left(m_{2}+\frac{1}{2}\right)} 2^{\frac{k_{1}+k_{2}}{2}}$.
Since $c_{n_{1}, m_{1}, n_{2}, m_{2}}$ is arbitrary, we can decompose the two dimensional Legendre wavelets into product of two one dimensional Legendre wavelets as

$$
\begin{align*}
u(x, t) & =\sum_{n_{1}=0}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} \sum_{n_{2}=0}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} c_{n_{1}, m_{1}, n_{2}, m_{2}} \psi_{n_{1}, m_{1}, n_{2}, m_{2}}(x, t) \\
& =\left(\sum_{n_{1}=0}^{2^{k_{1}-1}} \sum_{m_{1}=0}^{M_{1}-1} d_{n_{1}, m_{1}} \psi_{n_{1}, m_{1}}(x)\right)\left(\sum_{n_{2}=0}^{2^{k_{2}-1}} \sum_{m_{2}=0}^{M_{2}-1} d_{n_{2}, m_{2}}^{\prime} \psi_{n_{2}, m_{2}}(t)\right) . \tag{9.49}
\end{align*}
$$

Since $u(x, t)$ is multiplicatively separable function and from Theorem 9.5.1, the right hand side of Eq. (9.49) is convergent to the exact results.

### 9.5.3 Illustrative examples

Example 9.5.1. Consider the fuzzy integro-differential equation of the form

$$
\frac{\partial}{\partial t} u(t, r)+u(t, r)-\int_{0}^{1} s t u(s, r) d s=g(t, r), \quad 0 \leq t, r \leq 1
$$

where

$$
\begin{aligned}
& u(t, r)=(\underline{u}(t, r), \bar{u}(t, r)), \\
& \underline{g}(t, r)=r+\frac{2 r t}{3} \\
& \bar{g}(t, r)=8-r-4 t-\frac{2 r t}{3},
\end{aligned}
$$

with initial conditions $\underline{u}(0, r)=0$, and $\bar{u}(0, r)=8$. Exact solution of the above fuzzy integro-differential equation is given by

$$
\begin{aligned}
u(t, r) & =(\underline{u}(t, r), \bar{u}(t, r)) \\
& =(r t, 8-r t) .
\end{aligned}
$$

From eqs. (9.40)-(9.41), we have

$$
\begin{aligned}
g^{c}(t, r) & =\frac{\underline{g}(t, r)+\bar{g}(t, r)}{2} \\
& =4-2 t, \\
g^{d}(t, r) & =\frac{\bar{g}(t, r)-\underline{g}(t, r)}{2} \\
& =4-r-2 t-\frac{2 r t}{3},
\end{aligned}
$$

and exact solutions of related crisp equations are

$$
\begin{array}{r}
u^{c}(t, r)=\frac{\underline{u}(t, r)+\bar{u}(t, r)}{2}=4, \\
u^{d}(t, r)=\frac{\bar{u}(t, r)-\underline{u}(t, r)}{2}=4-r t .
\end{array}
$$

Here, initial conditions are $u^{c}(0, r)=4, u^{d}(0, r)=4$.
In homotopy analysis method [180], the $m^{\text {th }}$ order deformation equation approximating $u^{c}(t, r)$ is given by

$$
\begin{aligned}
L\left[u_{m}^{c}(t, r)-\chi_{m} u_{m-1}^{c}(t, r)\right] & =\hbar \Re_{m}\left(u_{0}^{c}, u_{1}^{c}, \ldots, u_{m-1}^{c}\right) \\
& =\left.\hbar \frac{1}{(m-1)!} \frac{\partial^{m-1}}{\partial q^{m-1}} N(\varphi(t, r ; q))\right|_{q=0}
\end{aligned}
$$

where

$$
\begin{aligned}
& \quad N(\varphi(t, r ; q))=\frac{\partial}{\partial t} \varphi(t, r ; q)+\varphi(t, r ; q)-\int_{0}^{1} s t \varphi(s, r ; q) d s-4+2 t \\
& \text { and } \chi_{m}= \begin{cases}0, & m \leq 1, \\
1, & m>1 .\end{cases}
\end{aligned}
$$

Table 9.11: Numerical results of $u^{c}(t, r)$ and $u^{d}(t, r)$ obtained by LWM and HAM along with exact results for Example 9.5.1

| $r$ | $u^{c}(t, r)$ | $u^{d}(t, r)$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | Exact | HAM | LWM | Exact | HAM | LWM |
| 0.3 |  | 4 | 4 | 4 | 3.94 | 3.94 | 3.94 |
|  | 0.4 | 4 | 4 | 4 | 3.88 | 3.88 | 3.88 |
|  | 0.6 | 4 | 4 | 4 | 3.82 | 3.82 | 3.82 |
|  | 0.8 | 4 | 4 | 4 | 3.76 | 3.76 | 3.76 |
|  | 0.2 | 4 | 4 | 4 | 3.9 | 3.9 | 3.9 |
|  | 0.4 | 4 | 4 | 4 | 3.8 | 3.8 | 3.8 |
|  | 0.6 | 4 | 4 | 4 | 3.7 | 3.7 | 3.7 |
|  | 0.8 | 4 | 4 | 4 | 3.6 | 3.6 | 3.6 |
|  | 0.2 | 4 | 4 | 4 | 3.82 | 3.82 | 3.82 |
|  | 0.4 | 4 | 4 | 4 | 3.64 | 3.64 | 3.64 |
|  | 0.6 | 4 | 4 | 4 | 3.46 | 3.46001 | 3.46 |
|  | 0.8 | 4 | 4 | 4 | 3.28 | 3.27999 | 3.28 |

Similarly, the $m^{\text {th }}$ order deformation equation approximating $u^{d}(t, r)$ is given by

$$
\begin{aligned}
L\left[u_{m}^{d}(t, r)-\chi_{m} u_{m-1}^{d}(t, r)\right] & =\hbar \Re_{m}\left(u_{0}^{d}, u_{1}^{d}, \ldots, u_{m-1}^{d}\right) \\
& =\left.\hbar \frac{1}{(m-1)!} \frac{\partial^{m-1}}{\partial q^{m-1}} N(\varphi(t, r ; q))\right|_{q=0},
\end{aligned}
$$

where

$$
\begin{aligned}
N(\varphi(t, r ; q)) & =\frac{\partial}{\partial t} \varphi(t, r ; q)+\varphi(t, r ; q) \\
& -\int_{0}^{1} s t \varphi(s, r ; q) d s-4+r+2 t+\frac{2 r t}{3}
\end{aligned}
$$

Here auxiliary parameter [180] $\hbar=-1$ belongs to the convergence region of HAM series solution.

The numerical results obtained by Legendre wavelet method (LWM) for $M_{1}=M_{2}=4$, $k_{1}=k_{2}=1$ have been compared with the results obtained by $6^{\text {th }}$ order homotopy analysis method (HAM), for $r=0.3,0.5,0.9$ of $u(t, r)=(\underline{u}(t, r), \bar{u}(t, r)), u^{c}(t, r)$, and $u^{d}(t, r)$. These results have been shown in Table 9.11 and Table 9.13. Table 9.12 and Table 9.14 cite the absolute errors obtained by these two methods. Absolute error graphs for $r=0.3$ of $\underline{u}(t, r)$ and $r=0.5$ of $\bar{u}(t, r)$ have been shown in Figure 9.5 and Figure 9.6, respectively.

Example 9.5.2. Consider the fuzzy integro-differential equation of the form

$$
\frac{\partial}{\partial t} u(t, r)+u(t, r)+\int_{0}^{1} s^{2} t u(s, r) d s=g(t, r), \quad 0 \leq t, r \leq 1
$$

Table 9.12: Absolute errors of $u^{c}(t, r)$ and $u^{d}(t, r)$ obtained by LWM and HAM for Example 9.5.1

| $r$ | $t$ | $u^{c}(t, r)$ |  | $u^{d}(t, r)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | HAM | LWM | HAM | LWM |
| 0.3 | 0.2 | 0 | $1.4635 \mathrm{E}-10$ | 3.05754E-9 | $1.31835 \mathrm{E}-10$ |
|  | 0.4 | 0 | $4.81366 \mathrm{E}-10$ | $7.10810 \mathrm{E}-9$ | $4.20427 \mathrm{E}-10$ |
|  | 0.6 | 0 | $8.90564 \mathrm{E}-10$ | 7.41406E-8 | $7.48768 \mathrm{E}-10$ |
|  | 0.8 | 0 | $1.27325 \mathrm{E}-9$ | $2.05514 \mathrm{E}-7$ | $1.01363 \mathrm{E}-9$ |
| 0.5 | 0.2 | 0 | $1.46435 \mathrm{E}-10$ | 6.17141E-7 | $1.22101 \mathrm{E}-10$ |
|  | 0.4 | 0 | $4.81366 \mathrm{E}-10$ | $2.36169 \mathrm{E}-6$ | $3.79800 \mathrm{E}-10$ |
|  | 0.6 | 0 | $8.90564 \mathrm{E}-10$ | $2.85239 \mathrm{E}-6$ | $6.54237 \mathrm{E}-10$ |
|  | 0.8 | 0 | $1.27325 \mathrm{E}-9$ | $3.03736 \mathrm{E}-6$ | $8.40549 \mathrm{E}-10$ |
| 0.9 | 0.2 | 0 | $1.46435 \mathrm{E}-10$ | 1.11085E-6 | $1.02634 \mathrm{E}-10$ |
|  | 0.4 | 0 | $4.81366 \mathrm{E}-10$ | 4.25104E-6 | $2.98547 \mathrm{E}-10$ |
|  | 0.6 | 0 | $8.90564 \mathrm{E}-10$ | 5.13431E-6 | $4.65173 \mathrm{E}-10$ |
|  | 0.8 | 0 | 1.27325E-9 | 5.46725E-6 | $4.94384 \mathrm{E}-10$ |

Table 9.13: Numerical results of $u(t, r)=(\underline{u}(t, r), \bar{u}(t, r))$ obtained by LWM and HAM along with exact results for Example 9.5.1

| $r$ | $\underline{u}$ | $(t, r)$ |  |  | $\bar{u}(t, r)$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | Exact | HAM | LWM | Exact | HAM | LWM |
| 0.3 |  | 0.06 | 0.0599996 | 0.06 | 7.94 | 7.94 | 7.94 |
|  | 0.4 | 0.12 | 0.119999 | 0.12 | 7.88 | 7.88 | 7.88 |
|  | 0.6 | 0.18 | 0.179998 | 0.18 | 7.82 | 7.82 | 7.82 |
|  | 0.8 | 0.24 | 0.240002 | 0.24 | 7.76 | 7.76 | 7.76 |
|  | 0.2 | 0.1 | 0.0999994 | 0.1 | 7.9 | 7.9 | 7.9 |
|  | 0.4 | 0.2 | 0.199998 | 0.2 | 7.8 | 7.8 | 7.8 |
|  | 0.6 | 0.3 | 0.299997 | 0.3 | 7.7 | 7.7 | 7.7 |
|  | 0.8 | 0.4 | 0.400003 | 0.4 | 7.6 | 7.6 | 7.6 |
|  | 0.2 | 0.18 | 0.179999 | 0.18 | 7.82 | 7.82 | 7.82 |
|  | 0.4 | 0.36 | 0.359996 | 0.36 | 7.64 | 7.64 | 7.64 |
|  | 0.6 | 0.54 | 0.539995 | 0.54 | 7.46 | 7.46001 | 7.46 |
|  | 0.8 | 0.72 | 0.72005 | 0.72 | 7.28 | 7.27999 | 7.28 |

Table 9.14: Absolute errors of $u(t, r)=(\underline{u}(t, r), \bar{u}(t, r))$ obtained by LWM and HAM for Example 9.5.1

| $r$ | $t$ | $\underline{u}(t, r)$ |  | $\bar{u}(t, r)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | HAM | LWM | HAM | LWM |
| 0.3 | 0.2 | $3.70285 \mathrm{e}-7$ | $1.46003 \mathrm{E}-11$ | $3.70285 \mathrm{E}-7$ | $2.78268 \mathrm{E}-10$ |
|  | 0.4 | $1.41701 \mathrm{E}-6$ | $6.09398 \mathrm{E}-11$ | $1.41701 \mathrm{E}-6$ | $9.01792 \mathrm{E}-10$ |
|  | 0.6 | $1.71144 \mathrm{E}-6$ | $1.41797 \mathrm{E}-10$ | $1.71144 \mathrm{E}-6$ | $1.63933 \mathrm{E}-9$ |
|  | 0.8 | $1.82242 \mathrm{E}-6$ | $2.59624 \mathrm{E}-10$ | $1.82242 \mathrm{E}-6$ | $2.28688 \mathrm{E}-9$ |
|  | 0.2 | $6.17141 \mathrm{E}-7$ | $2.43338 \mathrm{E}-11$ | $6.17141 \mathrm{E}-7$ | $2.68535 \mathrm{E}-10$ |
|  | 0.4 | $2.36169 \mathrm{E}-6$ | $1.01566 \mathrm{E}-10$ | $2.36169 \mathrm{E}-6$ | $8.61165 \mathrm{E}-10$ |
|  | 0.6 | $2.85239 \mathrm{E}-6$ | $2.36329 \mathrm{E}-10$ | $2.85239 \mathrm{E}-6$ | $1.5448 \mathrm{E}-9$ |
|  | 0.8 | $3.03736 \mathrm{E}-6$ | $4.32706 \mathrm{E}-10$ | $3.03736 \mathrm{E}-6$ | $2.1138 \mathrm{E}-9$ |
| 0.9 | 0.2 | $1.11085 \mathrm{E}-6$ | $4.38007 \mathrm{E}-11$ | $1.11085 \mathrm{E}-6$ | $2.49067 \mathrm{E}-10$ |
|  | 0.4 | $4.25104 \mathrm{E}-6$ | $1.82819 \mathrm{E}-10$ | $4.25104 \mathrm{E}-6$ | $7.79912 \mathrm{E}-10$ |
|  | 0.6 | $5.13431 \mathrm{E}-6$ | $4.25391 \mathrm{E}-10$ | $5.13431 \mathrm{E}-6$ | $1.35574 \mathrm{E}-9$ |
|  | 0.8 | $5.46725 \mathrm{E}-6$ | $7.78871 \mathrm{E}-10$ | $5.46725 \mathrm{E}-6$ | $1.76764 \mathrm{E}-9$ |



Figure 9.5: Absolute error graphs for $\underline{u}(t, r), r=0.3$ for Example 9.5.1.


Figure 9.6: Absolute error graphs for $\bar{u}(t, r), r=0.5$ for Example 9.5.1.
where

$$
\begin{aligned}
& u(t, r)=(\underline{u}(t, r), \bar{u}(t, r)) \\
& \underline{g}(t, r)=r+\frac{5 r t}{4} \\
& \bar{g}(t, r)=12-5 r+4 t-\frac{25 r t}{4}
\end{aligned}
$$

with initial conditions $\underline{u}(0, r)=0$, and $\bar{u}(0, r)=12$. Exact solution of the above fuzzy
integro-differential equation is given by

$$
\begin{aligned}
u(t, r) & =(\underline{u}(t, r), \bar{u}(t, r)) \\
& =(r t, 12-5 r t) .
\end{aligned}
$$

From eqs. (9.40)-(9.41), we have

$$
\begin{aligned}
g^{c}(t, r) & =\frac{\underline{g}(t, r)+\bar{g}(t, r)}{2} \\
& =6-2 r+2 t-\frac{5 r t}{2} \\
g^{d}(t, r) & =\frac{\bar{g}(t, r)-\underline{g}(t, r)}{2} \\
& =6-3 r+2 t-\frac{15 r t}{4}
\end{aligned}
$$

and exact solutions of related crisp equations are

$$
\begin{aligned}
& u^{c}(t, r)=\frac{\underline{u}(t, r)+\bar{u}(t, r)}{2}=6-2 r t, \\
& u^{d}(t, r)=\frac{\bar{u}(t, r)-\underline{u}(t, r)}{2}=6-3 r t .
\end{aligned}
$$

Here, initial conditions are $u^{c}(0, r)=6, u^{d}(0, r)=6$.
In homotopy analysis method [180], the $m^{\text {th }}$ order deformation equation approximating $u^{c}(t, r)$ is given by

$$
\begin{aligned}
L\left[u_{m}^{c}(t, r)-\chi_{m} u_{m-1}^{c}(t, r)\right] & =\hbar \Re_{m}\left(u_{0}^{c}, u_{1}^{c}, \ldots, u_{m-1}^{c}\right) \\
& =\left.\hbar \frac{1}{(m-1)!} \frac{\partial^{m-1}}{\partial q^{m-1}} N(\varphi(t, r ; q))\right|_{q=0},
\end{aligned}
$$

where

$$
\begin{aligned}
N(\varphi(t, r ; q))= & \frac{\partial}{\partial t} \varphi(t, r ; q)+\varphi(t, r ; q) \\
& +\int_{0}^{1} s^{2} t \varphi(s, r ; q) d s-6-2 r+2 t-\frac{5 r t}{2}
\end{aligned}
$$

and $\chi_{m}= \begin{cases}0, & m \leq 1, \\ 1, & m>1 .\end{cases}$
Similarly, the $m^{\text {th }}$ order deformation equation approximating $u^{d}(t, r)$ is given by

$$
\begin{aligned}
L\left[u_{m}^{d}(t, r)-\chi_{m} u_{m-1}^{d}(t, r)\right] & =\hbar \Re_{m}\left(u_{0}^{d}, u_{1}^{d}, \ldots, u_{m-1}^{d}\right) \\
& =\left.\hbar \frac{1}{(m-1)!} \frac{\partial^{m-1}}{\partial q^{m-1}} N(\varphi(t, r ; q))\right|_{q=0}
\end{aligned}
$$

Table 9.15: Numerical results of $u^{c}(t, r)$ and $u^{d}(t, r)$ obtained by LWM and HAM along with exact results for Example 9.5.2

| $r$ | $u^{c}(t, r)$ | $u^{d}(t, r)$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | Exact | HAM | LWM | Exact | HAM | LWM |
| 0.3 |  | 5.88 | 5.88002 | 5.88 | 5.82 | 5.82 | 5.82 |
|  | 0.4 | 5.76 | 5.76012 | 5.76 | 5.64 | 5.64002 | 5.64 |
|  | 0.6 | 5.64 | 5.64035 | 5.64 | 5.46 | 5.46005 | 5.46 |
|  | 0.8 | 5.52 | 5.52084 | 5.52 | 5.28 | 5.28012 | 5.28 |
|  | 0.2 | 5.8 | 5.80004 | 5.8 | 5.7 | 5.70001 | 5.7 |
|  | 0.4 | 5.6 | 5.6002 | 5.6 | 5.4 | 5.40003 | 5.4 |
|  | 0.6 | 5.4 | 5.40058 | 5.4 | 5.1 | 5.10008 | 5.1 |
|  | 0.8 | 5.2 | 5.20140 | 5.2 | 4.8 | 4.8002 | 4.8 |
|  | 0.2 | 5.64 | 5.64007 | 5.64 | 5.46 | 5.46001 | 5.46 |
|  | 0.4 | 5.28 | 5.28035 | 5.28 | 4.92 | 4.92005 | 4.92 |
|  | 0.6 | 4.92 | 4.92105 | 4.92 | 4.38 | 4.38015 | 4.38 |
|  | 0.8 | 4.56 | 4.56253 | 4.56 | 3.84 | 3.84037 | 3.84 |

where

$$
\begin{aligned}
N(\varphi(t, r ; q))= & \frac{\partial}{\partial t} \varphi(t, r ; q)+\varphi(t, r ; q) \\
& +\int_{0}^{1} s^{2} t \varphi(s, r ; q) d s-6+3 r+2 t-\frac{15 r t}{4} .
\end{aligned}
$$

Here auxiliary parameter [180] $\hbar=-1$ belongs to the convergence region of HAM series solution.
The numerical results obtained by Legendre wavelet method (LWM) for $M_{1}=M_{2}=4$, $k_{1}=k_{2}=1$ have been compared with the results obtained by $6^{\text {th }}$ order homotopy analysis method (HAM), for $r=0.3,0.5,0.9$ of $u(t, r)=(\underline{u}(t, r), \bar{u}(t, r)), u^{c}(t, r)$, and $u^{d}(t, r)$. These results have been shown in Table 9.15 and Table 9.17. Table 9.16 and Table 9.18 cite the absolute errors obtained by these two methods. Absolute error graphs for $r=0.3$ of $\underline{u}(t, r)$ and $r=0.5$ of $\bar{u}(t, r)$ have been shown in Figure 9.7 and Figure. 9.8, respectively.


Figure 9.7: Absolute error graphs for $\underline{u}(t, r), r=0.3$ for Example 9.5.2.

Table 9.16: Absolute errors of $u^{c}(t, r)$ and $u^{d}(t, r)$ obtained by LWM and HAM for Example 9.5.2

| $r$ | $t$ | $u^{c}(t, r)$ |  | $u^{d}(t, r)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | HAM | LWM | HAM | LWM |
| 0.3 | 0.2 | $2.30142 \mathrm{E}-5$ | $1.94623 \mathrm{E}-10$ | $3.45213 \mathrm{E}-5$ | $1.82434 \mathrm{E}-10$ |
|  | 0.4 | $1.18062 \mathrm{E}-4$ | $7.66436 \mathrm{E}-10$ | $1.77092 \mathrm{E}-4$ | $7.08815 \mathrm{E}-10$ |
|  | 0.6 | $3.49652 \mathrm{E}-4$ | $1.70225 \mathrm{E}-9$ | $5.24479 \mathrm{E}-4$ | $1.55626 \mathrm{E}-9$ |
|  | 0.8 | $8.41839 \mathrm{E}-4$ | $2.99043 \mathrm{E}-9$ | $1.26276 \mathrm{E}-3$ | $2.70457 \mathrm{E}-9$ |
|  | 0.2 | $3.8357 \mathrm{E}-5$ | $1.78370 \mathrm{E}-10$ | $5.75355 \mathrm{E}-5$ | $1.58054 \mathrm{E}-10$ |
|  | 0.4 | $1.96769 \mathrm{E}-4$ | $6.89608 \mathrm{E}-10$ | $2.95154 \mathrm{E}-4$ | $5.93574 \mathrm{E}-10$ |
|  | 0.6 | $5.82754 \mathrm{E}-4$ | $1.50759 \mathrm{E}-9$ | $8.74131 \mathrm{E}-4$ | $1.26427 \mathrm{E}-9$ |
|  | 0.8 | $1.40307 \mathrm{E}-3$ | $2.60928 \mathrm{E}-9$ | $2.1046 \mathrm{E}-3$ | $2.13285 \mathrm{E}-9$ |
| 0.9 | 0.2 | $6.90426 \mathrm{E}-5$ | $1.45862 \mathrm{E}-10$ | $1.03564 \mathrm{E}-4$ | $1.09294 \mathrm{E}-10$ |
|  | 0.4 | $3.54185 \mathrm{E}-4$ | $5.35951 \mathrm{E}-10$ | $5.31277 \mathrm{E}-4$ | $3.63089 \mathrm{E}-10$ |
|  | 0.6 | $1.04896 \mathrm{E}-3$ | $1.11828 \mathrm{E}-9$ | $1.57344 \mathrm{E}-3$ | $6.80306 \mathrm{E}-10$ |
|  | 0.8 | $2.52552 \mathrm{E}-3$ | $1.84699 \mathrm{E}-9$ | $3.78828 \mathrm{E}-3$ | $9.89412 \mathrm{E}-10$ |

Table 9.17: Numerical results of $u(t, r)=(\underline{u}(t, r), \bar{u}(t, r))$ obtained by LWM and HAM along with exact results for Example 9.5.2

| $r$ | $t$ | $\underline{u}(t, r)$ |  |  | $\bar{u}(t, r)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Exact | HAM | LWM | Exact | HAM | LWM |
| 0.3 | 0.2 | 0.06 | 0.599885 | 0.06 | 11.7 | 11.7001 | 11.7 |
|  | 0.4 | 0.12 | 0.119941 | 0.12 | 11.4 | 11.4003 | 11.4 |
|  | 0.6 | 0.18 | 0.179825 | 0.18 | 11.1 | 11.1009 | 11.1 |
|  | 0.8 | 0.24 | 0.239579 | 0.24 | 10.8 | 10.8021 | 10.8 |
| 0.5 | 0.2 | 0.1 | 0.0999808 | 0.1 | 11.5 | 11.5001 | 11.5 |
|  | 0.4 | 0.2 | 0.199902 | 0.2 | 11.0 | 11.0005 | 11.0 |
|  | 0.6 | 0.3 | 0.299709 | 0.3 | 10.5 | 10.5015 | 10.5 |
|  | 0.8 | 0.4 | 0.399298 | 0.4 | 10.0 | 10.0035 | 10.0 |
| 0.9 | 0.2 | 0.18 | 0.179965 | 0.18 | 11.1 | 11.1002 | 11.1 |
|  | 0.4 | 0.36 | 0.359823 | 0.36 | 10.2 | 10.2009 | 10.2 |
|  | 0.6 | 0.54 | 0.539476 | 0.54 | 9.3 | 9.30262 | 9.3 |
|  | 0.8 | 0.72 | 0.718737 | 0.72 | 8.4 | 8.40631 | 8.4 |

Table 9.18: Absolute errors of $u(t, r)=(\underline{u}(t, r), \bar{u}(t, r))$ obtained by LWM and HAM for Example 9.5.2

| $r$ | $t$ | $\underline{u}(t, r)$ |  | $\bar{u}(t, r)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | HAM | LWM | HAM | LWM |
| 0.3 | 0.2 | $1.15071 \mathrm{E}-5$ | $1.21899 \mathrm{E}-11$ | $5.75355 \mathrm{E}-5$ | $3.77055 \mathrm{E}-10$ |
|  | 0.4 | $5.90308 \mathrm{E}-5$ | $5.76211 \mathrm{E}-11$ | $2.95154 \mathrm{E}-4$ | $1.47525 \mathrm{E}-9$ |
|  | 0.6 | $1.74826 \mathrm{E}-4$ | $1.45992 \mathrm{E}-10$ | $8.74131 \mathrm{E}-4$ | $3.2585 \mathrm{E}-9$ |
|  | 0.8 | $4.2092 \mathrm{E}-4$ | $2.85586 \mathrm{E}-10$ | $2.1046 \mathrm{E}-3$ | $5.695 \mathrm{E}-9$ |
|  | 0.2 | $1.91785 \mathrm{E}-5$ | $2.03164 \mathrm{E}-11$ | $9.58925 \mathrm{E}-5$ | $3.36422 \mathrm{E}-10$ |
|  | 0.4 | $9.83847 \mathrm{E}-5$ | $9.60351 \mathrm{E}-11$ | $4.91923 \mathrm{E}-4$ | $1.28318 \mathrm{E}-9$ |
|  | 0.6 | $2.91377 \mathrm{E}-4$ | $2.43321 \mathrm{E}-10$ | $1.45688 \mathrm{E}-3$ | $2.77186 \mathrm{E}-9$ |
|  | 0.8 | $7.01533 \mathrm{E}-4$ | $4.76434 \mathrm{E}-10$ | $3.50766 \mathrm{E}-3$ | $4.74214 \mathrm{E}-9$ |
| 0.9 | 0.2 | $3.45213 \mathrm{E}-5$ | $3.65696 \mathrm{E}-11$ | $1.72606 \mathrm{E}-4$ | $2.55156 \mathrm{E}-10$ |
|  | 0.4 | $1.77092 \mathrm{E}-4$ | $1.72863 \mathrm{E}-10$ | $8.85462 \mathrm{E}-4$ | $8.99036 \mathrm{E}-10$ |
|  | 0.6 | $5.24479 \mathrm{E}-4$ | $4.37977 \mathrm{E}-10$ | $2.62239 \mathrm{E}-3$ | $1.79858 \mathrm{E}-9$ |
|  | 0.8 | $1.26276 \mathrm{E}-3$ | $8.5758 \mathrm{E}-10$ | $6.3138 \mathrm{E}-3$ | $2.8364 \mathrm{E}-9$ |



Figure 9.8: Absolute error graphs for $\bar{u}(t, r) r=0.5$ for Example 9.5.2.

### 9.6 Conclusion

In this chapter, many numerical techniques based on polynomial approximation and orthogonal wavelets approximation have been implemented to solve fuzzy integral equations and fuzzy intgro-differential equations. In section 9.3, Bernstein polynomial collocation method and Legendre wavelet method have been applied to the nonlinear Hammerstein fuzzy Fredholm integral equations and the obtained results then compared with the results obtained by homotopy analysis method. The presented methods reduce the Hammerstein fuzzy Fredholm integral equation to system of nonlinear algebraic equations and this system has been solved by Newton's method. Since homotopy analysis method is an analytical method, then from the tables, it is justified that the results obtained by presented methods are very accurate with regard to HAM results and also it is cleared that the Bernstein polynomial collocation method gives more accuracy than Legendre wavelet method. In section 9.4, Bernoulli wavelet method has been applied to solve nonlinear fuzzy Hammerstein-Volterra delay integral equations. This method reduces the integral equations to a system of algebraic equations and that algebraic system has been solved by Newton's method. Also the numerical results obtained by present method have been compared with the results obtained
by B-spline wavelet method. Although the similar procedure has been implemented using both the methods to solve these delay integral equations, from the results, it manifests that the present Bernoulli wavelet method gives more accurate results than B-spline wavelet method results. Additionally, the computational time of present method is very less than that of obtained by B-spline wavelet method. Moreover, we can get very less absolute error by increasing the order of the Bernoulli polynomials. In section 9.5, two dimensional Legendre wavelet method has been applied to solve the fuzzy integro-differential equations. Using this procedure the integral equations have been reduced to solve a system of algebraic equations. From the tables and figures, it is clear that the obtained numerical results by present method is highly agree with exact solutions and more efficient than the HAM solutions. We can get more accuracy by increase the value of $M_{1}, M_{2}, k_{1}, k_{2}$. The illustrative examples have been included to demonstrate the validity and applicability of the proposed technique. These examples also exhibit the accuracy and efficiency of the two dimensional Legendre wavelet method.

## Chapter 10

## Numerical solutions of fractional integro-differential equations

### 10.1 Introduction

Fractional calculus is an emerging and popular field among science and engineering community. Many physical problems [188-191] are modeled by fractional differential equations and fractional integral equations, and the obtained solutions of these equations have been the subject of many physical phenomena in recent years. Frequently many researchers are searching lot of dynamical problems that exhibit fractional order behavior varying with time and space. It has been applied to model the nonlinear oscillation of earthquakes, fluid-dynamic traffic, frequency dependent damping behavior of many viscoelastic materials, continuum and statistical mechanics, solid mechanics, economics, signal processing, and control theory [192-196]. These fractional integral equations and integro-differential equations have been solved both analytically and numerically [197-199]. Many analytical methods like Adomian decomposition method [200], homotopy perturbation method [201], homotopy analysis method [202], variational iteration method [203], fractional differential transform method (FDTM) [204], generalized block pulse operational matrix method [205], and Laplace transform method [188] have been developed to solve fractional integral equations and integro-differential equations. But the analytical solutions of fractional intgral or integro-differential equations are not obtainable always. That is the main cause, finding the numerical solutions of these problems become a great deal for many researchers.

Many numerical techniques have been developed to solve fractional integral equations and integro-differential equations. Nonlinear fractional Fredholm integro-differential equations [206] and nonlinear fractional Volterra integro-differential equations [11] with initial conditions have been solved by using second kind Chebyshev wavelet. Legendre wavelet method [207] has been applied to solve fractional population growth model which is the form of fractional Fredholm integro-differential equations. Fractional integro-differential equations are also solved by cubic B-spline wavelet method [208]. Petrov-Galerkin method
is an efficient method that has been applied by many researcher to solve different types of partial differential equations, integral equations and integro-differential equations. A h-p Petrov-Galerkin finite element method [209] has been applied to solve Volterra integro-differential equations. In [210], linear Volterra integro-differential equations have been solved by Petrov-Galerkin method. Also, Petrov-Galerkin method has been successively applied to solve many partial differential equations (see Refs. [211-215]). Previously, the Sinc-Galerkin method has been applied to solve nonlinear boundary value problems by Gamel et al. [216]. The Sinc-Galerkin method has been applied to fourth order differential equations by Bowers et al. in [217]. Recently, Secer et al. [218] have employed Sinc-Galerkin technique to fractional order boundary value problems successively. Sinc collocation method has been applied to multi-order fractional differential equations in [219]. Solving space-fractional boundary value problems, Sinc-Galerkin method has been developed by Alkan and Secer [220]. There are several studies about the application of Sinc function based method which can be found in [221-224].

In this chapter, we have solved fractional integro-differential equations of different types by different numerical methods. In section 10.2, the preliminaries of fractional calculus have been discussed. In section 10.3, we have considered the nonlinear fractional mixed Volterra-Fredholm integro-differential equations along with mixed boundary conditions and solved it by Legendre wavelet method. These types of fractional Volterra-Fredholm integro-differential equations with mixed boundary conditions have been solved by Nystrom method [225] for a large value of $n$. In this section, we have compared the numerical results obtained by Legendre wavelet method and Nystrom method [225]. In section 10.4, we have developed a numerical scheme using Petrov-Galerkin method where the trial and test functions are Legendre wavelets basis functions. Also, this method has been applied to solve fractional Volterra integro-differential equations. Uniqueness and existence of the problem have been discussed and the error estimate of the proposed method has been presented in this section. In section 10.5, Sinc-Galerkin method is developed to approximate the solution of fractional Volterra-Fredholm integro-differential equations with weakly singular kernels. The proposed method is based on the Sinc function approximation. The numerical results obtained by Sinc-Galerkin method have been compared with the results obtained by existing methods. Uniqueness and existence of the problem have been discussed and the error analysis of the proposed method has been presented in this section. Some illustrative examples have been provided to show the applicability and accuracy of the present method. In section 10.6, concluding remarks have been discussed.

### 10.2 Preliminaries of fractional calculus

In this section, some important definitions of fractional derivatives and integrations have been discussed. The fractional calculus involves different definitions of the fractional operators as well as the Riemann-Liouville fractional derivative, Caputo derivative, Riesz derivative and Grunwald-Letnikov fractional derivative [226-228]. The fractional calculus has gained considerable importance during the past decades mainly due to its applications in diverse fields of science and engineering. In this chapter, the Caputo's definition of fractional derivative has been used, considering the advantage of Caputo's approach that the initial conditions for fractional differential equations with Caputo's derivatives take on the traditional form as for integer order differential equations.

Definition 10.2.1. (Riemann-Liouville fractional Integral) The Riemann-Liouville fractional integral [228] of order $\alpha>0$ of a function $f$ is defined as

$$
\begin{equation*}
J^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau, \quad t>0, \quad \alpha \in \mathbb{R}^{+} \tag{10.1}
\end{equation*}
$$

where $\mathbb{R}^{+}$is the set of positive real numbers.
Definition 10.2.2. (Riemann-Liouville fractional derivative) The Riemann-Liouville fractional derivative of order $\alpha>0$ is normally defined as

$$
\begin{equation*}
D^{\alpha} f(t)=D^{m} J^{m-\alpha} f(t), \quad m-1<\alpha \leq m, \tag{10.2}
\end{equation*}
$$

where $m \in \mathbb{N}$.
Definition 10.2.3. (Caputo fractional derivative) The fractional derivative, introduced by Caputo [229, 230] in the late sixties, is called Caputo fractional derivative. The fractional derivative of $f(t)$ in the Caputo sense is defined by

$$
\begin{align*}
D_{t}^{\alpha} f(t) & =J^{m-\alpha} D^{m} f(t) \\
& = \begin{cases}\frac{1}{\Gamma(m-\alpha)} \int_{0}^{t}(t-\tau)^{m-\alpha-1} \frac{d^{m} f(\tau)}{d \tau^{m}} d \tau, & m-1<\alpha<m, m \in \mathbb{N}, \\
\frac{\left.d^{m} f(t)\right)^{2}}{d t^{m}}, & \alpha=m, m \in \mathbb{N} .\end{cases} \tag{10.3}
\end{align*}
$$

where the parameter $\alpha$ is the order of the derivative and is allowed to be real or even complex. In this paper only real and positive $\alpha$ will be considered.

For the Caputo derivative we have

$$
\begin{aligned}
& D^{\alpha} C=0, \quad(C \text { is a constant }) \\
& D^{\alpha} t^{\beta}= \begin{cases}0, & \beta \leq \alpha-1, \\
\frac{\Gamma(\beta+1) t^{\beta-\alpha}}{\Gamma(\beta-\alpha+1)}, & \beta>\alpha-1 .\end{cases}
\end{aligned}
$$

Similar to integer order differentiation Caputo derivative is linear.

$$
D^{\alpha}(\gamma f(t)+\delta g(t))=\gamma D^{\alpha} f(t)+\delta D^{\alpha} g(t)
$$

where $\gamma$ and $\delta$ are constants, and satisfies so called Leibnitz rule.

$$
D^{\alpha}(g(t) f(t))=\sum_{k=0}^{\infty}\binom{\alpha}{k} g^{(k)}(t) D^{\alpha-k} f(t),
$$

if $f(\tau)$ is continuous in $[0, t]$ and $g(\tau)$ has sufficient number of continuous derivatives in $[0, t]$.

Lemma 10.2.1. [231] Let $\operatorname{Re}(\alpha)>0$ and let $n=[\operatorname{Re}(\alpha)]+1$ for $\alpha \notin N_{0}=\{0,1,2, \ldots\}$; $n=\alpha$ for $\alpha \in N_{0}$. If $f(t) \in A C^{n}[a, b]$ (the space of functions $f(t)$ which are absolutely continuous and possess continuous derivatives up to order $n-1$ on $[a, b])$ or $f(t) \in C^{n}[a, b]$ (the space of functions $f(t)$ which are $n$ times continuously differentiable on $[a, b]$ ), then

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} J^{\alpha} f(t)=f(t) \tag{10.4}
\end{equation*}
$$

and

$$
\begin{equation*}
J^{\alpha}{ }^{C} D_{t}^{\alpha} f(t)=f(t)-\sum_{k=0}^{n-1} \frac{t^{k}}{k!} f^{(k)}(0+), \quad t>0 . \tag{10.5}
\end{equation*}
$$

### 10.3 Numerical solutions of nonlinear fractional Volterra-Fredholm integro-differential equations with mixed boundary conditions

In this section, we have considered the following form of nonlinear fractional mixed Volterra-Fredholm integro-differential equation and solved by Legendre wavelet method.

$$
\begin{equation*}
\left(D^{\alpha} y\right)(x)=g(x)+\int_{0}^{x} k_{1}(x, t) F_{1}[t, y(t)] d t+\int_{0}^{1} k_{2}(x, t) F_{2}[t, y(t)] d t \tag{10.6}
\end{equation*}
$$

with mixed boundary conditions

$$
\begin{equation*}
\sum_{j=1}^{d}\left[a_{i, j} y^{(j-1)}(0)+b_{i, j} y^{(j-1)}(1)\right]=r_{i}, \quad i=1,2, \ldots, d \tag{10.7}
\end{equation*}
$$

where $y:[0,1] \rightarrow \mathbb{R}$ be the continuous function which has to be determined, $g:[0,1] \rightarrow \mathbb{R}$ and $k_{i}:[0,1] \times[0,1] \rightarrow \mathbb{R}, i=1,2$ are continuous functions. $F_{i}:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}, i=1,2$ are nonlinear terms and Lipschitz continuous functions. Here $D^{\alpha}$ be understood as Caputo fractional derivative. Using Legendre wavelets this fractional integro-differential equation is converted into algebraic equations system which again can be solved by Newton's method. The properties of Legendre wavelets and its function approximation have been discussed in chapter 2. Note that for easy simplification, we have applied Gauss-Legendre
quadrature rule for evaluating the integration on nonlinear terms. The obtained results again compared with that of by Nystrom method.

### 10.3.1 Existence and Uniqueness

Consider the fractional Volterra integro-differential equation (10.6) and rewrite the eq. (10.6) in operator form as

$$
\begin{equation*}
D^{\alpha} y(x)=g(x)+\mathcal{K}_{1} \mathcal{F}_{1} y+\mathcal{K}_{2} \mathcal{F}_{2} y, \tag{10.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathcal{K}_{1} \mathcal{F}_{1} y=\int_{0}^{x} K_{1}(x, t) F_{1}[y(t)] d t \\
& \mathcal{K}_{2} \mathcal{F}_{2} y=\int_{0}^{1} K_{2}(x, t) F_{2}[y(t)] d t
\end{aligned}
$$

Applying $J^{\alpha}$ on the both sides of eq. (10.8), we have

$$
\begin{equation*}
y(x)=h(x)+J^{\alpha}\left[g(x)+\mathcal{K}_{1} \mathcal{F}_{1} y+\mathcal{K}_{2} \mathcal{F}_{2} y\right], \tag{10.9}
\end{equation*}
$$

where $h(x)=\sum_{k=0}^{n-1} \frac{t^{k}}{k!} y^{(k)}(0+), n-1<\alpha<n, n \in \mathbb{N}$. Eq. (10.9) can be written as fixed point equation form $\mathcal{A} y=y$, where $\mathcal{A}$ is defined as

$$
\begin{equation*}
\mathcal{A} y(x)=h(x)+J^{\alpha}\left[g(x)+\mathcal{K}_{1} \mathcal{F}_{1} y+\mathcal{K}_{2} \mathcal{F}_{2} y\right] . \tag{10.10}
\end{equation*}
$$

Let $\left(C[0,1],\|\cdot\|_{\infty}\right)$ be the Banach space of all continuous functions with norm $\|f\|_{\infty}=$ $\max _{t}|f(t)|$. Also, the operator $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ satisfy the Lipschitz condition on $[0,1]$ as

$$
\begin{aligned}
& \left|\mathcal{F}_{1} \tilde{y}_{m}(x)-\mathcal{F}_{1} y(x)\right| \leq L_{1}\left|\tilde{y}_{m}(x)-y(x)\right|, \\
& \left|\mathcal{F}_{2} \tilde{y}_{m}(x)-\mathcal{F}_{2} y(x)\right| \leq L_{2}\left|\tilde{y}_{m}(x)-y(x)\right|,
\end{aligned}
$$

where $L_{1}$ and $L_{2}$ are Lipschitz constants. Then we have proceed to prove the uniqueness of the solution of the eq. (10.6).

Theorem 10.3.1. If $L_{1}\left\|\mathcal{K}_{1}\right\|_{\infty}+L_{2}\left\|\mathcal{K}_{2}\right\|_{\infty}<\Gamma(\alpha+1)$, then the problem (10.6) has an unique solution $y \in[0,1]$.

Proof. Let $\mathcal{A}: C[0,1] \rightarrow C[0,1]$ such that

$$
\mathcal{A} y(x)=h(x)+\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1}\left[g(t)+\mathcal{K}_{1} \mathcal{F}_{1} y(t)+\mathcal{K}_{2} \mathcal{F}_{2} y(t)\right] d t
$$

Let $\tilde{y}, y \in C[0,1]$ and

$$
\begin{aligned}
\mathcal{A} \tilde{y}(x)-\mathcal{A} y(x)= & \frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1} \\
& \times\left[\left[\mathcal{K}_{1} \mathcal{F}_{1} \tilde{y}(t)-\mathcal{K}_{1} \mathcal{F}_{1} y(t)\right]+\left[\mathcal{K}_{2} \mathcal{F}_{2} \tilde{y}(t)-\mathcal{K}_{2} \mathcal{F}_{2} y(t)\right]\right] d t .
\end{aligned}
$$

Then for $x>0$, we have

$$
\begin{aligned}
|\mathcal{A} \tilde{y}(x)-\mathcal{A} y(x)| \leq & \frac{1}{\Gamma(\alpha)} \int_{0}^{x}|x-t|^{\alpha-1} \\
& \times\left[\left|\mathcal{K}_{1}\right|\left|\mathcal{F}_{1} \tilde{y}(t)-\mathcal{F}_{1} y(t)\right|+\left|\mathcal{K}_{2}\right|\left|\mathcal{F}_{2} \tilde{y}(t)-\mathcal{F}_{2} y(t)\right|\right] d t \\
\leq & \frac{1}{\Gamma(\alpha)} \int_{0}^{x}|x-t|^{\alpha-1}\left[\left|\mathcal{K}_{1}\right| L_{1}|\tilde{y}(t)-y(t)|+\left|\mathcal{K}_{2}\right| L_{2}|\tilde{y}(t)-y(t)|\right] d t \\
\leq & \frac{1}{\Gamma(\alpha)} \int_{0}^{x}|x-t|^{\alpha-1}\left(L_{1}\left\|\mathcal{K}_{1}\right\|_{\infty}+L_{2}\left\|\mathcal{K}_{2}\right\|_{\infty}\right)\|\tilde{y}-y\|_{\infty} \\
\leq & \left(L_{1}\left\|\mathcal{K}_{1}\right\|_{\infty}+L_{2}\left\|\mathcal{K}_{2}\right\|_{\infty}\right)\|\tilde{y}-y\|_{\infty} \frac{|x|^{\alpha}}{\Gamma(\alpha+1)} \\
\leq & \left(L_{1}\left\|\mathcal{K}_{1}\right\|_{\infty}+L_{2}\left\|\mathcal{K}_{2}\right\|_{\infty}\right)\|\tilde{y}-y\|_{\infty} \frac{1}{\Gamma(\alpha+1)} .
\end{aligned}
$$

Therefore,

$$
\|\mathcal{A} \tilde{y}(x)-\mathcal{A} y(x)\|_{\infty} \leq \Omega_{L_{1}, L_{2}, \mathcal{K}_{1}, \mathcal{K}_{2}, \alpha}\|\tilde{y}-y\|_{\infty},
$$

where

$$
\Omega_{L_{1}, L_{2}, \mathcal{K}_{1}, \mathcal{K}_{2}, \alpha}=\left(L_{1}\left\|\mathcal{K}_{1}\right\|_{\infty}+L_{2}\left\|\mathcal{K}_{2}\right\|_{\infty}\right) \frac{1}{\Gamma(\alpha+1)}
$$

Since $\Omega_{L_{1}, L_{2}, \mathcal{K}_{1}, \mathcal{K}_{2}, \alpha}<1$, by contraction mapping theorem, the problem (10.6) has an unique solution in $C[0,1]$.

### 10.3.2 Legendre wavelet method for fractional Volterra-Fredholm integro-differential equation

Let us consider the nonlinear fractional Volterra-Fredholm integro-differential equation with mixed boundary conditions given in equations (10.6)-(10.7) and we approximate the unknown function $y(x) \in[0,1]$ by Legendre wavelet method as

$$
\begin{equation*}
y(x)=C^{T} \Psi(x) . \tag{10.11}
\end{equation*}
$$

We assume

$$
\begin{align*}
& F_{1}[y(x)]=u(x),  \tag{10.12}\\
& F_{2}[y(x)]=v(x) . \tag{10.13}
\end{align*}
$$

Again we approximate $u(x)$ and $v(x)$ by (2.31) of Chapter 2 as

$$
\begin{equation*}
u(x)=A_{1}^{T} \Psi(x), \tag{10.14}
\end{equation*}
$$

$$
\begin{equation*}
v(x)=A_{2}^{T} \Psi(x), \tag{10.15}
\end{equation*}
$$

where $A_{1}$ and $A_{2}$ are similar to $C$ defined in eq. (2.32) of Chapter 2 .

First, applying the $J^{\alpha}$ both sides of the eq. (10.6) and using the eqs. (10.11)-(10.15), we have

$$
\begin{align*}
\left(J^{\alpha} D^{\alpha} y\right)(x)= & J^{\alpha}[g(x)]+J^{\alpha}\left[\int_{0}^{x} k_{1}(x, t) F_{1}[y(t)] d t\right] \\
& +J^{\alpha}\left[\int_{0}^{1} k_{2}(x, t) F_{2}[y(t)] d t\right] \\
y(x)-\sum_{l=0}^{d-1} \frac{x^{l}}{l!} y^{(l)}(0+)= & \frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-\tau)^{\alpha-1} g(\tau) d \tau \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-\tau)^{\alpha-1} \int_{0}^{\tau} k_{1}(\tau, t) u(t) d t d \tau \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-\tau)^{\alpha-1} \int_{0}^{1} k_{2}(\tau, t) v(t) d t d \tau \tag{10.16}
\end{align*}
$$

The exact solution of eq. (10.16) has been replaced with the approximate solution $C^{T} \Psi(x)$ as

$$
\begin{align*}
C^{T} \Psi(x)-\sum_{l=0}^{d-1} \frac{x^{l}}{l!} C^{T} \Psi^{(l)}(0+)= & \frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-\tau)^{\alpha-1} g(\tau) d \tau \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-\tau)^{\alpha-1} \int_{0}^{\tau} k_{1}(\tau, t) A_{1}^{T} \Psi(t) d t d \tau \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-\tau)^{\alpha-1} \int_{0}^{1} k_{2}(\tau, t) A_{2}^{T} \Psi(t) d t d \tau \tag{10.17}
\end{align*}
$$

Putting collocation points $x_{i}=\frac{2 i-1}{2^{k} M}, \quad i=1,2, \ldots, 2^{k-1} M$ in eq. (10.17), we have

$$
\begin{align*}
C^{T} \Psi\left(x_{i}\right)-\sum_{l=0}^{d-1} \frac{x_{i}^{l}}{l!} C^{T} \Psi^{(l)}(0+)= & \frac{1}{\Gamma(\alpha)} \int_{0}^{x_{i}}\left(x_{i}-\tau\right)^{\alpha-1} g(\tau) d \tau \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{x_{i}}\left(x_{i}-\tau\right)^{\alpha-1} \int_{0}^{\tau} k_{1}(\tau, t) A_{1}^{T} \Psi(t) d t d \tau \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{x_{i}}\left(x_{i}-\tau\right)^{\alpha-1} \int_{0}^{1} k_{2}(\tau, t) A_{2}^{T} \Psi(t) d t d \tau \tag{10.18}
\end{align*}
$$

Now, for applying Gauss-Legendre quadrature rule for evaluating the integrals in eq. (10.18), we change the domain of integration from $\left[0, x_{i}\right]$ to $[-1,1]$ using the transformation $\tau=$
$\frac{x_{i}}{2}(s+1)$ and then apply Gauss-Legendre rule yielding

$$
\begin{align*}
& C^{T} \Psi\left(x_{i}\right)-\sum_{l=0}^{d-1} \frac{x_{i}^{l}}{l!} C^{T} \Psi^{(l)}(0+)=\frac{1}{\Gamma(\alpha)} \int_{0}^{x_{i}}\left(x_{i}-\tau\right)^{\alpha-1} g(\tau) d \tau \\
& +\frac{1}{\Gamma(\alpha)} \frac{x_{i}}{2} \sum_{j=1}^{M_{1}} w_{j}\left(\frac{x_{i}}{2}\left(1-s_{j}\right)\right)^{\alpha-1} \int_{0}^{\frac{x_{i}}{2}\left(s_{j}+1\right)} k_{1}\left(\frac{x_{i}}{2}\left(s_{j}+1\right), t\right) A_{1}^{T} \Psi(t) d t \\
& +\frac{1}{\Gamma(\alpha)} \frac{x_{i}}{2} \sum_{j=1}^{M_{2}} w_{j}\left(\frac{x_{i}}{2}\left(1-s_{j}\right)\right)^{\alpha-1} \int_{0}^{1} k_{2}\left(\frac{x_{i}}{2}\left(s_{j}+1\right), t\right) A_{2}^{T} \Psi(t) d t  \tag{10.19}\\
& \quad i=1,2, \ldots, 2^{k-1} M
\end{align*}
$$

where $M_{1}$ and $M_{2}$ are the order of Legendre polynomial used in Gauss-Legendre quadrature rule.

Next, from eqs. (10.12)-(10.13), we have

$$
\begin{align*}
& F_{1}\left[C^{T} \Psi(x)\right]=A_{1}^{T} \Psi(x), \\
& F_{2}\left[C^{T} \Psi(x)\right]=A_{2}^{T} \Psi(x) \tag{10.20}
\end{align*}
$$

Using the eqs. (10.20) by collocation points $x_{i}=\frac{2 i-1}{2^{k} M}, \quad i=1,2, \ldots, 2^{k-1} M$, we get

$$
\begin{align*}
& F_{1}\left[C^{T} \Psi\left(x_{i}\right)\right]=A_{1}^{T} \Psi\left(x_{i}\right), \\
& F_{2}\left[C^{T} \Psi\left(x_{i}\right)\right]=A_{2}^{T} \Psi\left(x_{i}\right) . \tag{10.21}
\end{align*}
$$

Again from boundary conditions, we have

$$
\begin{equation*}
\sum_{j=1}^{d}\left[a_{i, j} y^{(j-1)}(0+)+b_{i, j} y^{(j-1)}(1-)\right]=r_{i}, \quad i=1,2, \ldots, d \tag{10.22}
\end{equation*}
$$

Combining eqs. (10.19)-(10.22) give a system of $3 \times 2^{k-1} M$ number of nonlinear algebraic equations with same number of unknowns in the vectors $C, A_{1}$ and $A_{2}$. Numerically solving this system by Newton's method, we get the solutions for the unknown vectors $C, A_{1}$ and $A_{2}$. Hence obtain the approximate solution $y(x)$ from eq. (10.11).

### 10.3.3 Convergence analysis

Theorem 10.3.2. Let $y(x)$ be a function defined on $[0,1)$ and $|y(x)| \leq \mathcal{M}_{y}$, then the sum of absolute value of Legendre coefficients of $y(x)$ defined in eq. (2.31) of Chapter 2 converges absolutely on the interval $[0,1]$ if

$$
\left|c_{n, m}\right| \leq 2^{\frac{1-k}{2}} \mathcal{M}_{y}
$$

Proof. Any function $y(x) \in L^{2}[0,1]$ can be approximated by Legendre wavelets as

$$
y(x) \cong \sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x),
$$

where the coefficients $c_{n, m}$ can be determined as

$$
c_{n, m}=\left\langle y(x), \psi_{n, m}(x)\right\rangle .
$$

Now for $m \geq 0$,

$$
\begin{aligned}
\left|c_{n, m}\right| & =\left|\left\langle y(x), \psi_{n, m}(x)\right\rangle\right| \\
& =\left|\int_{0}^{1} y(x) \psi_{n, m}(x) d x\right| \\
& \leq \int_{0}^{1}\left|y(x) \| \psi_{n, m}(x)\right| d x \\
& \leq \mathcal{M}_{y} \int_{0}^{1}\left|\psi_{n, m}(x)\right| d x \\
& =\mathcal{M}_{y} \int_{I_{n k}}\left|\psi_{n, m}(x)\right| d x \\
& =\mathcal{M}_{y} \sqrt{m+\frac{1}{2}} 2^{k / 2} \int_{I_{n k}}\left|P_{m}\left(2^{k} x-2 n+1\right)\right| d x
\end{aligned}
$$

where $I_{n k}=\left[\frac{n-1}{2^{k-1}}, \frac{n}{2^{k-1}}\right)$.
Now, changing the variable $2^{k} x-2 n+1=t$, we have

$$
\left|c_{n, m}\right| \leq \mathcal{M}_{y} \sqrt{m+\frac{1}{2}} 2^{-k / 2} \int_{-1}^{1}\left|P_{m}(t)\right| d t
$$

By applying Hölder's inequality,

$$
\begin{aligned}
\left(\int_{-1}^{1}\left|P_{m}(t)\right| d t\right)^{2} & \leq\left(\int_{-1}^{1} 1^{2} d t\right)\left(\int_{-1}^{1}\left|P_{m}(t)\right|^{2} d t\right) \\
& =2 \times \frac{2}{2 m+1} \\
& =\frac{4}{2 m+1} .
\end{aligned}
$$

This implies that

$$
\int_{-1}^{1}\left|P_{m}(t)\right| d t \leq \frac{2}{\sqrt{2 m+1}} .
$$

Hence,

$$
\left|c_{n, m}\right| \leq 2^{\frac{1-k}{2}} \mathcal{M}_{y} .
$$

This means that the series $\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m}$ is absolutely convergent as $k \rightarrow \infty$.
Theorem 10.3.3. If the sum of the absolute values of the Legendre coefficients of a continuous function $y(x)$ forms a convergent series, then the Legendre expansion
$\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x)$ converges with respect to $L^{2}$-norm on $[0,1]$.
Proof. Let $L^{2}(\mathbb{R})$ be the Hilbert space and $\psi_{n, m}$ defined in (2.28) of Chapter 2 forms an orthonormal basis.
Let

$$
\tilde{y}(x)=\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n, m} \psi_{n, m}(x),
$$

where $c_{n, m}=\left\langle\tilde{y}(x), \psi_{n, m}(x)\right\rangle$ for a fixed $n$.
Let us denote $\psi_{n, m}(x)=\chi_{j}(x)$ and let $\alpha_{j}=\left\langle\tilde{y}(x), \chi_{j}(x)\right\rangle$.
Now we define the sequence of partial sums $\left\{S_{n}\right\}$, where

$$
S_{n}(x)=\sum_{j=0}^{n} \alpha_{j} \chi_{j}(x) .
$$

For every $\epsilon>0$ there exists a positive number $N(\epsilon)$ such that for every $n>m>N(\epsilon)$,

$$
\begin{aligned}
\left\|S_{n}(x)-S_{m}(x)\right\|_{2}^{2} & =\int_{0}^{1}\left|\sum_{k=m+1}^{n} \alpha_{k} \chi_{k}(x)\right|^{2} d x \\
& \leq \sum_{k=m+1}^{n}\left|\alpha_{k}\right|^{2} \int_{0}^{1}\left|\chi_{k}(x)\right|^{2} d x \\
& =\sum_{k=m+1}^{n}\left|\alpha_{k}\right|^{2} .
\end{aligned}
$$

From Theorem 10.3.2, $\sum_{k=0}^{\infty}\left|\alpha_{k}\right|^{2}$ is absolutely convergent.
According to Cauchy criterion, for every $\epsilon>0$, there exists a positive number $N(\epsilon)$ such that

$$
\sum_{k=m+1}^{n}\left|\alpha_{k}\right|^{2}<\epsilon,
$$

whenever $n>m>N(\epsilon)$.
Hence,

$$
\left\|S_{n}(x)-S_{m}(x)\right\|_{2}^{2} \leq \sum_{k=m+1}^{n}\left|\alpha_{k}\right|^{2}<\epsilon
$$

This implies that

$$
\left\|S_{n}(x)-S_{m}(x)\right\|_{2} \leq \sqrt{\epsilon}<\epsilon
$$

Thus, the sequence of partial sum of the series converges with respect to $L^{2}$-norm and hence it completes the proof.

### 10.3.4 Illustrative examples

In this section, we have considered three test problems from which Example 10.3.1 is taken from the literature (see ref. [225]) that justfies the accuracy of the present method.

Table 10.1: Comparison of absolute errors for Example 10.3.1

| $x$ | Error by LWM | Error by [225] |
| :--- | :--- | :--- |
|  | for $M=8, k=2$ | for $n=320$ |
| 0.1 | $1.33492 \mathrm{E}-6$ | $1.92 \mathrm{E}-6$ |
| 0.3 | $2.28941 \mathrm{E}-6$ | $3.84 \mathrm{E}-6$ |
| 0.5 | $6.23726 \mathrm{E}-8$ | $4.10 \mathrm{E}-6$ |
| 0.7 | $1.81063 \mathrm{E}-6$ | $3.15 \mathrm{E}-6$ |
| 0.9 | $6.8395 \mathrm{E}-6$ | $1.25 \mathrm{E}-6$ |

Example 10.3.1. Let us consider the nonlinear fractional Volterra-Fredholm integro-differential equation

$$
\left(D^{\frac{\sqrt{7}}{2}} y\right)(x)=g(x)+\int_{0}^{x} \frac{1+2 t}{1+y(t)} d t+\int_{0}^{1}(1+2 t) e^{y(t)} d t
$$

with boundary conditions $y(0)=0, y(1)=2$, and

$$
g(x)=1-e^{2}-\log \left(1+x+x^{2}\right)-\frac{4 x^{2+\frac{\sqrt{7}}{2}}}{(\sqrt{7}-4) \Gamma\left(2-\frac{\sqrt{7}}{2}\right)} .
$$

The exact solution of this problem is given as $y(x)=x+x^{2}$. This problem has been solved by Legendre wavelet method (LWM) which reduces the integral equation to a system of algebraic equations that has been solved by Newton method. Again the results obtained by present method have been compared with that of by Nystrom method [225]. The numerical results and absolute errors for Example 10.3.1 have been presented in Table 10.1.

Example 10.3.2. Let us consider the nonlinear fractional Volterra-Fredholm integro-differential equation

$$
\left(D^{1.7} y\right)(x)=g(x)+\int_{0}^{x} x^{2} t \log [y(t)] d t+\int_{0}^{1}\left[x+2 t y^{2}(t)\right] d t,
$$

with boundary conditions $y(0)=1, y(1)=e$ and

$$
g(x)=-4.19453-x-\frac{1}{3} x^{5}+\frac{1}{\Gamma(1.3)} e^{x} x^{0.3}{ }_{1} F_{1}[0.3,1.3 ;-x],
$$

where ${ }_{1} F_{1}[0.3,1.3 ;-x]$ is the Kummer Confluent Hypergeometric function and defined as

$$
{ }_{1} F_{1}[a, b ; z]=\sum_{n=0}^{\infty} \frac{(a)_{n}}{(b)_{n}} \frac{z^{n}}{n!},
$$

with $(a)_{n}=a(a+1)(a+2) \ldots(a+n-1)$ and $(a)_{0}=1$.

The exact solution of this problem is given as $y(x)=e^{x}$. This problem has been solved by Legendre wavelet method (LWM) for $M=4, k=2$, which reduces the integral equation to a system of algebraic equations that has been solved by Newton method. Again the results obtained by present method have been compared with that of by Nystrom method (for $N=$ 20). The numerical results and absolute errors for Example 10.3.2 have been presented in Table 10.2.

Table 10.2: Comparison of Numerical results and absolute errors for Example 10.3.2

| $x$ | Exact | LWM $(M=4, k=2)$ |  | Nystrom method $(N=20)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $y(x)$ | Abs. Error | $y(x)$ | Abs. Error |
| 0.0 | 1 | 1 | 0 | 1 | 0 |
| 0.1 | 1.10517 | 1.10506 | 0.00011483 | 1.10393 | 0.00123938 |
| 0.2 | 1.2214 | 1.22073 | 0.00066919 | 1.21842 | 0.00297924 |
| 0.3 | 1.34986 | 1.34835 | 0.00151145 | 1.34476 | 0.00510241 |
| 0.4 | 1.49182 | 1.48921 | 0.00261231 | 1.4843 | 0.00752611 |
| 0.5 | 1.64872 | 1.64255 | 0.00617023 | 1.63862 | 0.0101061 |
| 0.6 | 1.82212 | 1.81694 | 0.00518308 | 1.80958 | 0.0125403 |
| 0.7 | 2.01375 | 2.00622 | 0.00752974 | 1.99952 | 0.0142327 |
| 0.8 | 2.22554 | 2.21589 | 0.00964998 | 2.21144 | 0.0141018 |
| 0.9 | 2.4596 | 2.45142 | 0.00818527 | 2.44928 | 0.0103248 |

Table 10.3: Comparison of Numerical results and absolute errors for Example 10.3.3

| $x$ | Exact | LWM $(M=4, k=2)$ |  | Nystrom method $(N=20)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $y(x)$ | Abs. Error | $y(x)$ | Abs. Error |
| 0.0 | 0 | 0.000766339 | 0.000766339 | 0 | 0 |
| 0.1 | 0.01 | 0.0106897 | 0.000689691 | 0.0100005 | $4.87 \mathrm{E}-7$ |
| 0.2 | 0.04 | 0.040613 | 0.000613028 | 0.0400065 | $6.50 \mathrm{E}-6$ |
| 0.3 | 0.09 | 0.0905364 | 0.000536369 | 0.0900304 | 0.0000304128 |
| 0.4 | 0.16 | 0.16046 | 0.000459735 | 0.160101 | 0.00010141 |
| 0.5 | 0.25 | 0.250372 | 0.000371695 | 0.250329 | 0.000329115 |
| 0.6 | 0.36 | 0.360307 | 0.000306562 | 0.361156 | 0.00115625 |
| 0.7 | 0.49 | 0.490222 | 0.000221624 | 0.494128 | 0.00412784 |
| 0.8 | 0.64 | 0.640136 | 0.000136065 | 0.653945 | 0.0139455 |
| 0.9 | 0.81 | 0.810069 | 0.000069068 | 0.85402 | 0.0440196 |

Example 10.3.3. As the third example, we consider the nonlinear fractional Volterra-Fredholm integro-differential equation

$$
\left(D^{\sqrt{3}} y\right)(x)=-\frac{x^{2}}{6}-\frac{15 x^{8}}{56}+\frac{2(2+\sqrt{3}) x^{2-\sqrt{3}}}{\Gamma(2-\sqrt{3})}+\int_{0}^{x}(x+t) y^{3}(t) d t+\int_{0}^{1} x^{2} t y^{2}(t) d t
$$

subject to the mixed boundary conditions

$$
\begin{aligned}
& y(0)+y^{\prime}(0)=0, \\
& y(1)+y^{\prime}(1)=3,
\end{aligned}
$$

with the exact solution $y(x)=x^{2}$. This problem has been solved by Legendre wavelet method (LWM) for $M=4, k=2$, which reduces the integral equation to a system of algebraic equations that has been solved by Newton method. Again the results obtained by present method have been compared with that of by Nystrom method (for $N=20$ ). The numerical results and absolute errors for Example 10.3.3 have been presented in Table 10.3.

### 10.4 Legendre wavelet Petrov-Galerkin method for fractional Volterra integro-differential equations

In this section, we have developed Petrov-Galerkin method where the trial and test functions are Legendre wavelets basis functions. Also, this method has been applied to solve fractional Volterra integro-differential equations. These types of integro-differential equations are very difficult to solve analytically. The authors have considered the following form of fractional Volterra integro-differential equation

$$
\begin{equation*}
\left(D_{x}^{\alpha} y\right)(x)=g(x)+p(x) y(x)+\int_{0}^{x} K(x, t) y(t) d t, \quad y(0)=y_{0} \tag{10.23}
\end{equation*}
$$

where $y(x)$ be the unknown function and $p(x), g(x)$ are known functions. Here $D_{x}^{\alpha}$ be understood as Caputo fractional derivative. Using Legendre wavelets Petrov-Galerkin method (LWPGM), this fractional integro-differential equation is converted into system of algebraic equations which again can be solved by Newton's method. Note that for easy implementation, we have applied Gauss-Legendre quadrature rule for evaluating the integrations.

### 10.4.1 Existence and Uniqueness

Consider the fractional Volterra integro-differential equation (10.23) and we rewrite the eq. (10.23) in operator form as

$$
\begin{equation*}
D_{x}^{\alpha} y(x)=g(x)+p(x) \mathcal{F} y+\mathcal{K} y, \tag{10.24}
\end{equation*}
$$

where

$$
\mathcal{K} y=\int_{0}^{x} K(x, t) y(t) d t
$$

Applying $J^{\alpha}$ on the both sides of eq. (10.24), we have

$$
\begin{equation*}
y(x)=h(x)+J^{\alpha}[g(x)+p(x) \mathcal{F} y+\mathcal{K} y], \tag{10.25}
\end{equation*}
$$

where $h(x)=\sum_{k=0}^{n-1} \frac{t^{k}!}{k!} y^{(k)}(0+)$. Eq. (10.25) can be written as fixed point equation form $\mathcal{A} y=y$, where $\mathcal{A}$ is defined as

$$
\begin{equation*}
\mathcal{A} y(x)=h(x)+J^{\alpha}[g(x)+p(x) \mathcal{F} y+\mathcal{K} y] . \tag{10.26}
\end{equation*}
$$

Let $\left(C[0,1],\|\cdot\|_{\infty}\right)$ be the Hilbert space of all continuous functions with norm $\|f\|_{\infty}=$ $\max _{t}|f(t)|$. Also, the operator $\mathcal{F}$ satisfy the Lipschitz condition on $[0,1]$ as

$$
\left|\mathcal{F} \tilde{y}_{m}(x)-\mathcal{F} y(x)\right| \leq L\left|\tilde{y}_{m}(x)-y(x)\right|,
$$

where $L$ is Lipschitz constant. Then we have proceed to prove the uniqueness of the solution of the eq. (10.23).

Theorem 10.4.1. If $L\|p\|_{\infty}+\|K\|_{\infty}<\Gamma(\alpha+1)$, then the initial value problem (10.23) has an unique solution $y \in[0,1]$.

Proof. Let $\mathcal{A}: C[0,1] \rightarrow C[0,1]$ such that

$$
\mathcal{A} y(x)=h(x)+\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1}[g(t)+p(t) \mathcal{F} y(t)+\mathcal{K} y(t)] d t
$$

Let $\tilde{y}, y \in C[0,1]$ and

$$
\begin{aligned}
\mathcal{A} \tilde{y}(x)-\mathcal{A} y(x)= & \frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1} \\
& \times[p(t)[\mathcal{F} \tilde{y}(t)-\mathcal{F} y(t)]+\mathcal{K}[\tilde{y}(t)-y(t)]] d t .
\end{aligned}
$$

Then for $x>0$, we have

$$
\begin{aligned}
|\mathcal{A} \tilde{y}(x)-\mathcal{A} y(x)| \leq & \frac{1}{\Gamma(\alpha)} \int_{0}^{x}|x-t|^{\alpha-1} \\
& \times[|p(t)| L|\tilde{y}(t)-y(t)|+|\mathcal{K} \| \tilde{y}(t)-y(t)|] d t \\
\leq & \frac{1}{\Gamma(\alpha)} \int_{0}^{x}|x-t|^{\alpha-1}\left(L\|p\|_{\infty}+\|\mathcal{K}\|_{\infty}\right)\|\tilde{y}-y\|_{\infty} \\
\leq & \left(L\|p\|_{\infty}+\|\mathcal{K}\|_{\infty}\right)\|\tilde{y}-y\|_{\infty} \frac{|x|^{\alpha}}{\Gamma(\alpha+1)} \\
\leq & \left(L\|p\|_{\infty}+\|\mathcal{K}\|_{\infty}\right)\|\tilde{y}-y\|_{\infty} \frac{1}{\Gamma(\alpha+1)} .
\end{aligned}
$$

Therefore,

$$
\|\mathcal{A} \tilde{y}(x)-\mathcal{A} y(x)\|_{\infty} \leq \Omega_{L, p, \mathcal{K}, \alpha}\|\tilde{y}-y\|_{\infty},
$$

where

$$
\Omega_{L, p, \mathcal{K}, \alpha}=\left(L\|p\|_{\infty}+\|\mathcal{K}\|_{\infty}\right) \frac{1}{\Gamma(\alpha+1)} .
$$

Since $\Omega_{L, p, \mathcal{K}, \alpha}<1$, by contraction mapping theorem, the initial value problem (10.23) has an unique solution in $C[0,1]$.

### 10.4.2 Legendre wavelets Petrov-Galerkin method

Let

$$
\begin{array}{r}
S_{m}^{(0)}[0,1]=\left\{v \in H^{1}[0,1]:\left.v\right|_{[0,1]} \in \mathbf{P}_{m}\right\}, \\
S_{m-1}^{(-1)}[0,1]=\left\{v \in L^{2}[0,1]:\left.v\right|_{[0,1]} \in \mathbf{P}_{m-1}\right\}
\end{array}
$$

be the trial and test function spaces, respectively, where $\mathbf{P}_{m}$ denotes the space of polynomials of degree not exceeding $m$. The superscript $(-1)$ in the test function space emphasizes that it is not a subspace of $C[0,1]$. The LWPG solution of eq. (10.23) is defined on the function
$y \in S_{m}^{(0)}[0,1]$, then $y^{\prime} \in S_{m-1}^{(-1)}[0,1]$. Here $H^{1}[0,1]$ is the Sobolev space. Eq. (10.23) can be revolutionized by LWPGM as

$$
\begin{equation*}
\left\langle D_{x}^{\alpha} y, \varphi\right\rangle=\langle g, \varphi\rangle+\langle p(x) y, \varphi\rangle+\left\langle\int_{0}^{x} K(x, t) y(t) d t, \varphi\right\rangle, \tag{10.27}
\end{equation*}
$$

where $y \in S_{m}^{(0)}[0,1]$ and $\varphi \in S_{m-1}^{(-1)}$ and $\langle$.$\rangle is usual inner product in L^{2}[0,1]$.

Now we approximate the unknown function $y(x)$ by Legendre wavelets defined in eq. (2.31) of Chapter 2 where $n$ is fixed as 1 .

$$
\begin{equation*}
\left\langle C^{T}\left[D_{x}^{\alpha} \Psi(x)\right], \varphi\right\rangle=\langle g(x), \varphi\rangle+\left\langle p(x) C^{T} \Psi(x), \varphi\right\rangle+\left\langle\int_{0}^{x} K(x, t) C^{T} \Psi(t) d t, \varphi\right\rangle, \tag{10.28}
\end{equation*}
$$

where, $\varphi(x)$ can be taken as Legendre wavelets $\psi_{n, m}(x), n=1, m=0,1, \ldots, M-2$.
Eq. (10.28) gives $M-1$ equations with $M$ unknowns. Again from the initial conditions we have

$$
\begin{equation*}
C^{T} \Psi(0)=0 \tag{10.29}
\end{equation*}
$$

From eqs. (10.28) and (10.29), we obtain a system of $M$ algebraic equations with $M$ unknowns. Solving this system by any numerical method, we obtain the approximate value of unknowns and hence determine the solution. we apply Gauss-Legendre quadrature rule to obtain the integration in eq. (10.28).

### 10.4.3 Error estimate

Lemma 10.4.2. For a continuous function $y:[0,1] \rightarrow \mathbb{R}$, there exists a piecewise polynomial $\mathcal{I} y \in S_{m}^{(0)}[0,1]$ such that $\mathcal{I} y(t)=y(t)$.

Let us consider an auxiliary problem and find $\tilde{Y} \in S_{m}^{(0)}[0,1]$, such that

$$
\begin{align*}
& \int_{I} \tilde{Y}^{\prime}(t) \varphi(t) d t=\int_{I} g(t) \varphi(t) d t+\int_{I} p(t) y(t) \varphi(t) d t+\int_{I} \mathcal{K} y(t) \varphi(t) d t  \tag{10.30}\\
& \tilde{Y}(0)=y_{0}
\end{align*}
$$

for all $\varphi \in S_{m-1}^{(-1)}(I)$. Let $y$ be the exact solution and $Y$ be the LWPGM solution of eq. (10.23). Let us split the error of the LWPGM into two parts, i.e.,

$$
y-Y=\eta+\xi
$$

where $\eta=y-\tilde{Y}$ and $\xi=\tilde{Y}-Y$. Our aim to find the error bound for both $\eta$ and $\xi$ separately.

Error bound for $\eta$ :

From eq. (10.23) and eq. (10.30), it holds

$$
\begin{equation*}
\int_{I} \eta^{\prime} \varphi d t=0, \quad \text { for all } \varphi \in S_{m-1}^{(-1)}[0,1] \tag{10.31}
\end{equation*}
$$

From eq. (10.31), we have

$$
\begin{equation*}
\int_{I}(\tilde{Y}-\mathcal{I} y)^{\prime} \varphi d t=\int_{I}(y-\mathcal{I} y)^{\prime} \varphi d t \tag{10.32}
\end{equation*}
$$

Choosing $\varphi=(\tilde{Y}-\mathcal{I} y)^{\prime}$ yields $|\tilde{Y}-\mathcal{I} y|_{H^{1}[0,1]} \leq|y-\mathcal{I} y|_{H^{1}[0,1]}$, thus we have

$$
\begin{aligned}
|\eta|_{H^{1}[0,1]}=|y-\tilde{Y}|_{H^{1}[0,1]} & \leq|y-\mathcal{I} y|_{H^{1}[0,1]}+|\mathcal{I} y-\tilde{Y}|_{H^{1}[0,1]} \\
& \leq 2|y-\mathcal{I} y|_{H^{1}[0,1]} .
\end{aligned}
$$

Setting $\varphi=1$, we have $\eta(t)-\eta(0)=0$. Integrating by perts eq. (10.31), we have

$$
\begin{equation*}
\int_{I} \eta \varphi^{\prime} d t=0, \quad \forall \varphi \in S_{m-1}^{(-1)}[0,1] \tag{10.33}
\end{equation*}
$$

For $m \geq 1$, we define a function $\psi$ by

$$
\psi(t)=\int_{I} \eta(\tau) d \tau
$$

then their exists a polynomial $\tilde{\psi} \in S_{m-1}^{(-1)}[0,1]$ such that

$$
\begin{equation*}
|\psi-\tilde{\psi}|_{H^{1}[0,1]} \leq C \frac{1}{m}|\psi|_{H^{2}[0,1]} . \tag{10.34}
\end{equation*}
$$

Then from eq. (10.33), we obtain

$$
\begin{aligned}
\|\eta\|_{L^{2}[0,1]}^{2} & =\int_{I} \eta\left(\eta-\tilde{\psi}^{\prime}\right) d t \\
& =\int_{I} \eta\left(\psi^{\prime}-\tilde{\psi}^{\prime}\right) d t \\
& \leq\|\eta\|_{L^{2}[0,1]}\left\|\psi^{\prime}-\tilde{\psi}^{\prime}\right\|_{L^{2}[0,1]} .
\end{aligned}
$$

This implies

$$
\begin{equation*}
\|\eta\|_{L^{2}[0,1]} \leq\left\|\psi^{\prime}-\tilde{\psi}^{\prime}\right\|_{L^{2}[0,1]} . \tag{10.35}
\end{equation*}
$$

From eqs. (10.34) and (10.35), we have

$$
\|\eta\|_{L^{2}[0,1]} \leq C \frac{1}{m}|\psi|_{H^{2}[0,1]}=C \frac{1}{m}|\eta|_{H^{1}[0,1]} .
$$

Error bound for $\xi$ :

For any $u \in L^{2}[0,1]$, we denote $\prod_{m-1} u \in S_{m-1}^{(-1)}[0,1]$, the $L^{2}$ projection of $u$ onto
$S_{m-1}^{(-1)}[0,1]$,

$$
\int_{I}\left(u-\prod_{m-1} u\right) \varphi d t=0, \quad \forall \varphi \in S_{m-1}^{(-1)}[0,1] .
$$

Setting $\varphi=\prod_{m-1} u$ and using the Cauchy-Schwartz inequality, we obtain the $L^{2}$-stability of the projection operator $\prod_{m-1}$,

$$
\left\|\prod_{m-1} u\right\|_{L^{2}[0,1]} \leq\|u\|_{L^{2}[0,1]}, \quad \forall u \in L^{2}[0,1]
$$

From the eqs. (10.23) and (2.31) of Chapter 2, there holds

$$
\int_{I} \xi^{\prime} \varphi d t=\int_{I} p(t)(y-Y) \varphi d t+\int_{I} \mathcal{K}(y-Y) \varphi d t, \quad \varphi \in S_{m-1}^{(-1)}[0,1]
$$

Then choosing $\varphi=\prod_{m-1} \xi$ leads to

$$
\begin{aligned}
\left\|\int_{I} \xi^{\prime} \xi d t\right\| & =\left\|\int_{I} p(t)(y-Y) \prod_{m-1} \xi d t+\int_{I} \mathcal{K}(y-Y) \prod_{m-1} \xi d t\right\| \\
& \leq\|p\| \int_{I}\left|y-Y\left\|\prod_{m-1} \xi\left|d t+\|\mathcal{K}\| \int_{I} \int_{0}^{t}\right| y-Y|d s| \prod_{m-1} \xi \mid d t\right.\right. \\
& \leq\|p\|\|y-Y\|_{L^{2}[0,1]}\|\xi\|_{L^{2}[0,1]}+\|\mathcal{K}\|\|y-Y\|_{L^{2}[0,1]}\|\xi\|_{L^{2}[0,1]} \\
& =(\|p\|+\|\mathcal{K}\|)\|y-Y\|_{L^{2}[0,1]}\|\xi\|_{L^{2}[0,1]} .
\end{aligned}
$$

This implies

$$
\frac{1}{2}\left(\|\xi(t)\|^{2}-\|\xi(0)\|^{2}\right) \leq(\|p\|+\|\mathcal{K}\|)\|y-Y\|_{L^{2}[0,1]}\|\xi\|_{L^{2}[0,1]}
$$

Hence

$$
\|\xi\| \leq 2(\|p\|+\|\mathcal{K}\|)\|y-Y\|_{L^{2}[0,1]}
$$

### 10.4.4 Illustrative examples

Example 10.4.1. Let us consider the fractional Volterra integro-differential equations [232]

$$
D_{x}^{\frac{1}{2}} y(x)=y(x)+\frac{8}{3 \Gamma(0.5)} x^{1.5}-x^{2}-\frac{1}{3} x^{3}+\int_{0}^{x} y(t) d t
$$

with initial condition $y(0)=0$. The exact solution of this problem is $x^{2}$. This problem has been solved by Legendre wavelet Petrov-Galerkin method (for $M=6$ ) which reduces the integral equation to a system of algebraic equations. The numerical results and absolute errors of Example 10.4.1 have been provided in Table 10.4.

Example 10.4.2. Let us consider the fractional Volterra integro-differential equation [232]

$$
D_{x}^{0.75} y(x)=\frac{1}{\Gamma(1.25)} x^{0.25}+(x \cos x-\sin x) y(x)+\int_{0}^{x} x \sin t y(t) d t
$$

with initial condition $y(0)=0$. the exact solution of this problem is $x$. This problem

Table 10.4: Absolute errors for Example 10.4.1

| $x$ | Exact | Error by LWPGM |
| :--- | :--- | :--- |
| 0.0 | 0.0 | $3.88578 \mathrm{E}-16$ |
| 0.1 | 0.01 | $5.55112 \mathrm{E}-16$ |
| 0.2 | 0.04 | $6.66134 \mathrm{E}-16$ |
| 0.3 | 0.09 | $9.15934 \mathrm{E}-16$ |
| 0.4 | 0.16 | $1.27676 \mathrm{E}-15$ |
| 0.5 | 0.25 | $1.63758 \mathrm{E}-15$ |
| 0.6 | 0.36 | $2.04003 \mathrm{E}-15$ |
| 0.7 | 0.49 | $2.52576 \mathrm{E}-15$ |
| 0.8 | 0.64 | $3.27516 \mathrm{E}-15$ |
| 0.9 | 0.81 | $3.77476 \mathrm{E}-15$ |
| 1.0 | 1.0 | $4.21885 \mathrm{E}-15$ |

Table 10.5: Absolute errors for Example 10.4.2

| $x$ | Exact | Error by LWPGM |
| :--- | :--- | :--- |
| 0.0 | 0.0 | 0.0 |
| 0.1 | 0.1 | $5.55112 \mathrm{E}-17$ |
| 0.2 | 0.2 | 0.0 |
| 0.3 | 0.3 | $2.77556 \mathrm{E}-17$ |
| 0.4 | 0.4 | $4.16334 \mathrm{E}-17$ |
| 0.5 | 0.5 | $5.55112 \mathrm{E}-17$ |
| 0.6 | 0.6 | $6.93889 \mathrm{E}-17$ |
| 0.7 | 0.7 | $8.32667 \mathrm{E}-17$ |
| 0.8 | 0.8 | $1.11022 \mathrm{E}-16$ |
| 0.9 | 0.9 | $1.11022 \mathrm{E}-16$ |
| 1.0 | 1.0 | 0.0 |

has been solved by Legendre wavelet Petrov-Galerkin method (for $M=6$ ) which reduces the integral equation to a system of algebraic equations. The numerical results and absolute errors of Example 10.4.2 have been provided in Table 10.5.

Example 10.4.3. As the third example, let us consider the nonlinear fractional Volterra-Fredholm integro-differential equation [225]

$$
D_{x}^{\sqrt{3}} y(x)=-\frac{2}{\Gamma(3-\sqrt{3})} x^{2-\sqrt{3}}+2 \sin x-2 x+\int_{0}^{x} \cos (x-t) y(t) d t
$$

with initial condition $y(0)=0$. The exact solution of this problem is $x^{2}$. This problem has been solved by Legendre wavelet Petrov-Galerkin method (for $M=6$ ) which reduces the integral equation to a system of algebraic equations. The numerical results and absolute errors of Example 10.4.3 have been provided in Table 10.6.

Table 10.6: Absolute errors for Example 10.4.3

| $x$ | Exact | Error by LWPGM |
| :--- | :--- | :--- |
| 0.0 | 0.0 | $5.55112 \mathrm{E}-17$ |
| 0.1 | 0.01 | 0 |
| 0.2 | 0.04 | $2.22045 \mathrm{E}-16$ |
| 0.3 | 0.09 | $2.77556 \mathrm{E}-16$ |
| 0.4 | 0.16 | $2.77556 \mathrm{E}-16$ |
| 0.5 | 0.25 | $3.19189 \mathrm{E}-16$ |
| 0.6 | 0.36 | $3.46945 \mathrm{E}-16$ |
| 0.7 | 0.49 | $3.33067 \mathrm{E}-16$ |
| 0.8 | 0.64 | $1.11022 \mathrm{E}-16$ |
| 0.9 | 0.81 | $1.66533 \mathrm{E}-16$ |
| 1.0 | 1.0 | $1.11022 \mathrm{E}-16$ |

### 10.5 Sinc Galerkin technique for the numerical solution of fractional Volterra-Fredholm integro-differential equations with weakly singular kernels

In this section, we have employed sinc-Galerkin method for solving Fredholm-Volterra integro-differential equation with weakly singular kernel which has the following form

$$
\begin{equation*}
D_{t}^{\alpha} u(t)=\lambda \int_{0}^{t} K_{1}(t, s) u(s) d s+\mu \int_{0}^{1} K_{2}(t, s) u(s) d s+f(t), \quad 0<\alpha<1, \tag{10.36}
\end{equation*}
$$

with $u(0)=u_{0}$ be the initial condition. Here, $u(t)$ be the unknown function, $K_{2}(t, s), f(t)$ are known continuous functions, $K_{1}(t, s)$ is singular kernel function, and $\lambda, \mu$ are reals. In this case, $D_{t}^{\alpha}$ be understood as Caputo fractional derivative. Using sinc-Galerkin method (SGM), this fractional integro-differential equation is converted into system of algebraic equations which again can be solved by Newton's method.

### 10.5.1 Existence and Uniqueness

Consider the fractional Volterra integro-differential equation (10.36) and we rewrite the eq. (10.36) in operator form as

$$
\begin{equation*}
D_{t}^{\alpha} u(t)=\lambda \mathcal{K}_{1} u(t)+\mu \mathcal{K}_{2} u(t)+\mathcal{F}(t), \tag{10.37}
\end{equation*}
$$

where $u, f:(0,1) \rightarrow \mathbb{R}$ and $K_{2}:(0,1) \times(0,1) \rightarrow \mathbb{R}$ are analytic functions. $K_{1}(t, s)$ is singular kernel function which have to be shown as analytic function.

Let $K_{1}(t, s)=g(t, s)|t-s|^{-\alpha}$ where $g$ is Lipschitz continuous function, Then

$$
\begin{aligned}
\int_{0}^{t} g(t, s)|t-s|^{-\alpha} u(s) d s= & \int_{0}^{t}[g(t, s)-g(t, t)]|t-s|^{-\alpha} u(s) d s \\
& \quad+\int_{0}^{t} g(t, t)|t-s|^{-\alpha} u(s) d s \\
= & \int_{0}^{t}[g(t, s)-g(t, t)]|t-s|^{-\alpha} u(s) d s \\
- & g(t, t)\left[\int_{0}^{t}(u(t)-u(s))|t-s|^{-\alpha} d s-\int_{0}^{t} u(t)|t-s|^{-\alpha} d s\right] .
\end{aligned}
$$

Now,

$$
\begin{aligned}
&\left|\int_{0}^{t}[g(t, s)-g(t, t)]\right| t-\left.s\right|^{-\alpha} u(s) d s \mid \leq \int_{0}^{t}|g(t, s)-g(t, t)||t-s|^{-\alpha}|u(s)| d s \\
& \leq \int_{0}^{t} L_{s}|t-s|^{1-\alpha}|u(s)| d s \longrightarrow 0 \quad \text { as } \quad s \rightarrow t \\
& \text { since } 0<\alpha<1
\end{aligned}
$$

where $L_{s}$ is Lipschitz constant.
Also we have

$$
\begin{aligned}
\left|\int_{0}^{t}[u(t)-u(s)]\right| t-\left.s\right|^{-\alpha} d s \mid \leq & \int_{0}^{t}|u(t)-u(s)||t-s|^{-\alpha} d s \\
& \leq\left|u^{\prime}(\xi)\right| \int_{0}^{t}|t-s|^{1-\alpha} d s \\
& \quad(\text { applying the mean value theorem }) \\
& =\left|u^{\prime}(\xi)\right| \frac{|t-s|^{2-\alpha}}{2-\alpha} \longrightarrow 0, \\
& \quad \text { since } 0<\alpha<1 \text { and } 0<\xi<t .
\end{aligned}
$$

We introduce the function $K_{1}(t, s)$ as

$$
K_{1}(t, s)= \begin{cases}g(t, s)|t-s|^{-\alpha}, & t \neq s \\ 0, & t=s\end{cases}
$$

Applying $J^{\alpha}$ on the both sides of eq. (10.37), we have

$$
\begin{equation*}
u(t)=h(t)+J^{\alpha}\left[\lambda \mathcal{K}_{1} u\left(t+\mu \mathcal{K}_{2} u(t)+\mathcal{F}(t)\right],\right. \tag{10.38}
\end{equation*}
$$

where $h(t)=\sum_{k=0}^{n-1} \frac{t^{k}}{k!} u^{(k)}(0+), \quad n-1<\alpha<n$. Eq. (10.38) can be written as fixed point equation form $\mathcal{A} u=u$, where $\mathcal{A}$ is defined as

$$
\begin{equation*}
\mathcal{A} u(t)=h(t)+J^{\alpha}\left[\lambda \mathcal{K}_{1} u\left(t+\mu \mathcal{K}_{2} u(t)+\mathcal{F}(t)\right] .\right. \tag{10.39}
\end{equation*}
$$

Let $\left(C[0,1],\|\cdot\|_{\infty}\right)$ be the Hilbert space of all continuous functions with norm
$\|f\|_{\infty}=\max _{t}|f(t)|$. Then we have proceed to prove the uniqueness of the solution of the eq. (10.36).

Theorem 10.5.1. $I f|\lambda|\left\|\mathcal{K}_{1}\right\|_{\infty}+|\mu|\left\|\mathcal{K}_{2}\right\|_{\infty}<\Gamma(\alpha+1)$, then the initial value problem (10.36) has an unique solution $u \in C[0,1]$.

Proof. Let $\mathcal{A}: C[0,1] \rightarrow C[0,1]$ such that

$$
\mathcal{A} u(t)=h(t)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1}\left[\lambda \mathcal{K}_{1} u(\tau)+\mu \mathcal{K}_{2} u(\tau)+\mathcal{F}(\tau)\right] d \tau
$$

Let $\tilde{u}, u \in C[0,1]$ and

$$
\begin{aligned}
\mathcal{A} \tilde{u}(t)-\mathcal{A} u(t)= & \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} \\
& \times\left[\lambda \mathcal{K}_{1}(\tilde{u}(\tau)-u(\tau))+\mu \mathcal{K}_{2}(\tilde{u}(\tau)-u(\tau))\right] d \tau .
\end{aligned}
$$

Then for $t>0$, we have

$$
\begin{aligned}
|\mathcal{A} \tilde{u}(t)-\mathcal{A} u(t)| \leq & \frac{1}{\Gamma(\alpha)} \int_{0}^{t}|t-\tau|^{\alpha-1} \\
& \times\left[|\lambda|\left|\mathcal{K}_{1}\right||\tilde{u}(\tau)-u(\tau)|+|\mu|\left|\mathcal{K}_{2}\right| \| \tilde{u}(\tau)-u(\tau) \mid\right] d \tau \\
\leq & \frac{1}{\Gamma(\alpha)} \int_{0}^{t}|t-\tau|^{\alpha-1}\left(|\lambda|\left\|\mathcal{K}_{1}\right\|_{\infty}+|\mu|\left\|\mathcal{K}_{2}\right\|_{\infty}\right)\|\tilde{u}-u\|_{\infty} \\
= & \left(|\lambda|\left\|\mathcal{K}_{1}\right\|_{\infty}+|\mu|\left\|\mathcal{K}_{2}\right\|_{\infty}\right)\|\tilde{u}-u\|_{\infty} \frac{|t|^{\alpha}}{\Gamma(\alpha+1)} \\
\leq & \left(|\lambda|\left\|\mathcal{K}_{1}\right\|_{\infty}+|\mu|\left\|\mathcal{K}_{2}\right\|_{\infty}\right)\|\tilde{u}-u\|_{\infty} \frac{1}{\Gamma(\alpha+1)} .
\end{aligned}
$$

Therefore,

$$
\|\mathcal{A} \tilde{u}(t)-\mathcal{A} u(t)\|_{\infty} \leq \Omega_{\mathcal{K}_{1}, \mathcal{K}_{2}, \lambda, \mu, \alpha}\|\tilde{u}-u\|_{\infty},
$$

where

$$
\Omega_{\mathcal{K}_{1}, \mathcal{K}_{2}, \lambda, \mu, \alpha}=\left(|\lambda|\left\|\mathcal{K}_{1}\right\|_{\infty}+|\mu|\left\|\mathcal{K}_{2}\right\|_{\infty}\right) \frac{1}{\Gamma(\alpha+1)} .
$$

Since $\Omega_{\mathcal{K}_{1}, \mathcal{K}_{2}, \lambda, \mu, \alpha}<1$, by contraction mapping theorem, the initial value problem (10.36) has an unique solution in $C[0,1]$.

### 10.5.2 Sinc basis function and its properties

In this section, we have discussed the notation and definition of Sinc functions, Sinc quadrature and Sinc function approximation.
The Sinc function is defined on the whole real line by [216]

$$
\operatorname{Sinc}(x)= \begin{cases}\frac{\sin (\pi x)}{\pi x}, & x \neq 0  \tag{10.40}\\ 1, & x=0\end{cases}
$$

The sinc functions are translated by evenly spaced nodes as

$$
\begin{equation*}
S(k, h)(x)=\operatorname{Sinc}\left(\frac{x-k h}{h}\right), \quad k=0, \pm 1, \pm 2, \ldots \tag{10.41}
\end{equation*}
$$

Let $f$ be a function defined on the real line and $h>0$, the series

$$
\begin{equation*}
C(f, h)=\sum_{k=-\infty}^{\infty} f(h k) \operatorname{Sinc}\left(\frac{x-k h}{h}\right) \tag{10.42}
\end{equation*}
$$

is called the Whittaker cardinal expansion of $f$ whenever this series converges.
Our aim is to construct the approximation on the interval $(a, b)$, consider the conformal maps

$$
\begin{equation*}
\phi(z)=\ln \left(\frac{z-a}{b-z}\right) . \tag{10.43}
\end{equation*}
$$

The $\phi$ maps from eye-shaped region

$$
D_{E}=\left\{z=x+i y:\left|\arg \left(\frac{z-a}{b-z}\right)\right|<d \leq \frac{\pi}{2}\right\}
$$

onto the infinite strip

$$
D_{s}=\left\{\zeta=\xi+i \eta:|\eta|<d \leq \frac{\pi}{2}\right\} .
$$

This is shown in Figure 10.1.


Figure 10.1: The domain $D_{E}$ and $D_{s}$

The sinc basis functions are derived from the composition

$$
\begin{equation*}
S_{j}(x)=S(j, h) \circ \phi(x)=\operatorname{sinc}\left(\frac{\phi(x)-j h}{h}\right) \tag{10.44}
\end{equation*}
$$

on the interval $(a, b)$, where $h$ is the mesh size in $D_{s}$. The sinc grid points $x_{k} \in(a, b)$ in $D_{E}$ will be defined as the inverse images of the equispaced grids as

$$
\begin{equation*}
x_{k}=\phi^{-1}(k h)=\frac{a+b e^{k h}}{1+e^{k h}} . \tag{10.45}
\end{equation*}
$$

We define the range of $\phi^{-1}$ on the real line as

$$
\Gamma=\left\{\psi(u)=\phi^{-1}(u) \in D_{E}:-\infty<u<\infty\right\}=(a, b) .
$$

Definition 10.5.1. [216] Let $B\left(D_{E}\right)$ be the class of functions $F$ that are analytic in $D_{E}$ and satisfy

$$
\int_{\psi(L+u)}|F(z) d z| \rightarrow 0, \quad \text { as } u= \pm \infty
$$

where $L=\left\{i y:|y|<d \leq \frac{\pi}{2}\right.$, and on the boundary of $D_{E}$ (denoted $\partial D_{E}$ ) satisfy $T(F)=$ $\int_{\partial D_{E}}|F(z) d z|<\infty$.

Theorem 10.5.2. [216] Let $\Gamma$ be $(a, b)$, if $F \in B\left(D_{E}\right)$, then for $h>0$ sufficiently small

$$
\begin{equation*}
\int_{\Gamma} F(z) d z-h \sum_{j=-\infty}^{\infty} \frac{F\left(z_{j}\right)}{\phi^{\prime}\left(z_{j}\right)}=\frac{i}{2} \int_{\partial D} \frac{F(z) k(\phi, h)(z)}{\sin (\pi \phi(z) / h)} d z \equiv I_{F}, \tag{10.46}
\end{equation*}
$$

where

$$
|k(\phi, h)|_{z \in \partial D}=\left|\exp \left[\frac{i \pi \phi(z)}{h} \operatorname{sgn}(\operatorname{Im} \phi(z))\right]\right|_{z \in \partial D}=e^{-\pi d / h} .
$$

Theorem 10.5.3. [216, 218] If there exist positive constants $\beta, \gamma$ and $C$ such that

$$
\left|\frac{F(x)}{\phi^{\prime}(x)}\right| \leq C \begin{cases}\exp (-\beta|\phi(x)|), & x \in \psi((-\infty, 0)),  \tag{10.47}\\ \exp (-\gamma|\phi(x)|), & x \in \psi((0, \infty)),\end{cases}
$$

then the error bound for the quadrature rule is

$$
\begin{equation*}
\left|\int_{\Gamma} F(x) d x-h \sum_{j=-M}^{N} \frac{F\left(z_{j}\right)}{\phi^{\prime}\left(z_{j}\right)}\right| \leq C\left(\frac{e^{-\beta M h}}{\beta}+\frac{e^{-\gamma N h}}{\gamma}\right)+\left|I_{F}\right| . \tag{10.48}
\end{equation*}
$$

The infinite sum in eq. (10.46) is truncated with the use of eq. (10.47) to form the inequality (10.48) by choosing

$$
h=\sqrt{\frac{\pi d}{\beta M}},
$$

and

$$
N \equiv\left[\left|\frac{\beta}{\gamma} M+1\right|\right],
$$

where $[x]$ is the integer part of $x$, then

$$
\begin{equation*}
\int_{\Gamma} F(x) d x=h \sum_{j=-M}^{N} \frac{F\left(z_{j}\right)}{\phi^{\prime}\left(z_{j}\right)}+O\left(e^{-(\pi \beta d M)^{1 / 2}}\right) . \tag{10.49}
\end{equation*}
$$

Any function $f \in(0,1)$ can be approximated by sinc basis functions as

$$
\begin{equation*}
f_{m}(x)=\sum_{j=-N}^{N} c_{j} S_{j}(x), \quad m=2 N+1, \tag{10.50}
\end{equation*}
$$

where $S_{j}(x)$ is the composite function $S(j, h) \circ \phi(x)$ defined in eq. (10.44) and $c_{k}$ 's are the
unknowns which can be determined.

### 10.5.3 Sinc-Galerkin method

Consider the problem defined in eq. (10.36) and approximate the unknown function $u(t)$ by Sinc basis functions defined in eq. (10.50). Taking inner product with $S_{k}(t)$, we have the residual $R_{k}$ as

$$
\begin{align*}
R_{k}=\left\langle D_{t}^{\alpha} u(t), S_{k}(t)\right\rangle_{w(t)} & -\lambda\left\langle\mathcal{K}_{1} u(t), S_{k}(t)\right\rangle_{w(t)}-\mu\left\langle\mathcal{K}_{2} u(t), S_{k}(t)\right\rangle_{w(t)} \\
& -\left\langle f(t), S_{k}(t)\right\rangle_{w(t)}, \tag{10.51}
\end{align*}
$$

where the inner-product is defined as

$$
\langle f(t), g(t)\rangle_{w(t)}=\int_{0}^{1} f(t) g(t) w(t) d t
$$

and $w(t)$ be the weight function chosen as $w(t)=1 / \phi^{\prime}(t)$.
Here, $\mathcal{K}_{1} u(t)$ and $\mathcal{K}_{2} u(t)$ are defined as follow

$$
\begin{aligned}
& \mathcal{K}_{1} u(t)=\int_{0}^{t} K_{1}(t, s) u(s) d s, \\
& \mathcal{K}_{2} u(t)=\int_{0}^{1} K_{2}(t, s) u(s) d s .
\end{aligned}
$$

We define the conformal map $\sigma(s)$ on the interval $(0, t)$ as

$$
\sigma(s)=\ln \left(\frac{s}{t-s}\right)
$$

and the inverse image is given by

$$
s_{r}=\sigma^{-1}\left(r h_{L}\right)=\left.\frac{t e^{s}}{1+e^{s}}\right|_{s=r h_{L}},
$$

where $h_{L}=\frac{\pi}{\sqrt{L}}, L \in \mathbb{Z}^{+}$.
Let us apply the Sinc quadrature defined in eq. (10.49) to the the followings:

$$
\begin{aligned}
D_{t}^{\alpha} u(t) & =\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{u^{\prime}(s)}{(t-s)^{\alpha}} d s \\
& =\frac{h_{L}}{\Gamma(1-\alpha)} \sum_{r=-L}^{L} \frac{u^{\prime}\left(s_{r}\right)}{\left(t-s_{r}\right)^{\alpha} \sigma^{\prime}\left(s_{r}\right)}
\end{aligned}
$$

$$
\begin{align*}
\left\langle D_{t}^{\alpha} u(t), S_{k}(t)\right\rangle_{w(t)} & =\int_{0}^{1} D^{\alpha} u(t) S_{k}(t) w(t) d t \\
& =h \sum_{j=-N}^{N} \frac{D^{\alpha} u\left(t_{j}\right) S_{k}\left(t_{j}\right) w\left(t_{j}\right)}{\phi^{\prime}\left(t_{j}\right)} \\
& =\frac{h h_{L}}{\Gamma(1-\alpha)} \sum_{r=-L}^{L} \frac{u^{\prime}\left(s_{r}\right) w\left(t_{k}\right)}{\left(t_{k}-s_{r}\right)^{\alpha} \sigma^{\prime}\left(s_{r}\right) \phi^{\prime}\left(t_{k}\right)} \tag{10.52}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\mathcal{K}_{1} u(t)= & \int_{0}^{t} K_{1}(t, s) u(s) d s \\
& =h_{L} \sum_{r=-L}^{L} \frac{K_{1}\left(t, s_{r}\right) u\left(s_{r}\right)}{\sigma^{\prime}\left(s_{r}\right)} \\
\left\langle\mathcal{K}_{1} u(t), S_{k}(t)\right\rangle_{w(t)} & =\int_{0}^{1} \mathcal{K}_{1} u(t) S_{k}(t) w(t) d t \\
& =h \sum_{j=-N}^{N} \frac{\mathcal{K}_{1} u\left(t_{j}\right) S_{k}\left(t_{j}\right) w\left(t_{j}\right)}{\phi^{\prime}\left(t_{j}\right)} \\
& =h h_{L} \sum_{r=-L}^{L} \frac{K_{1}\left(t_{k}, s_{r}\right) u\left(s_{r}\right) w\left(t_{k}\right)}{\sigma^{\prime}\left(s_{r}\right) \phi^{\prime}\left(t_{k}\right)} \tag{10.53}
\end{align*}
$$

Again

$$
\begin{aligned}
\mathcal{K}_{2} u(t) & =\int_{0}^{1} K_{2}(t, s) u(s) d s \\
& =h \sum_{j=-N}^{N} \frac{K_{2}\left(t, t_{j}\right) u\left(t_{j}\right)}{\phi^{\prime}\left(t_{j}\right)} \\
& =h \sum_{j=-N}^{N} \frac{K_{2}\left(t, t_{j}\right) c_{j}}{\phi^{\prime}\left(t_{j}\right)}
\end{aligned}
$$

$$
\begin{align*}
\left\langle\mathcal{K}_{2} u(t), S_{k}(t)\right\rangle_{w(t)} & =\int_{0}^{1} \mathcal{K}_{2} u(t) S_{k}(t) w(t) d t \\
& =h \sum_{i=-N}^{N} \frac{\mathcal{K}_{2} u\left(t_{i}\right) S_{k}\left(t_{i}\right) w\left(t_{i}\right)}{\phi^{\prime}\left(t_{i}\right)} \\
& =h^{2} \sum_{j=-N}^{N} \frac{K_{2}\left(t_{k}, t_{j}\right) c_{j} w\left(t_{k}\right)}{\phi^{\prime}\left(t_{j}\right) \phi^{\prime}\left(t_{k}\right)} \tag{10.54}
\end{align*}
$$

and

$$
\begin{align*}
\left\langle f(t), S_{k}(t)\right\rangle_{w(t)} & =\int_{0}^{1} f(t) S_{k}(t) w(t) d t \\
& =h \sum_{j=-N}^{N} \frac{f\left(t_{j}\right) S_{k}\left(t_{j}\right) w\left(t_{j}\right)}{\phi^{\prime}\left(t_{j}\right)} \\
& =h \frac{f\left(t_{k}\right) w\left(t_{k}\right)}{\phi^{\prime}\left(t_{k}\right)} \tag{10.55}
\end{align*}
$$

Using eqs. (10.52)-(10.55) in eq. (10.51), we have

$$
\begin{align*}
& R_{k}=\frac{h w\left(t_{k}\right)}{\phi^{\prime}\left(t_{k}\right)}\left[\frac{h_{L}}{\Gamma(1-\alpha)} \sum_{r=-L}^{L} \frac{u^{\prime}\left(s_{r}\right)}{\left(t_{k}-s_{r}\right)^{\alpha} \sigma^{\prime}\left(s_{r}\right)}-\lambda h_{L} \sum_{r=-L}^{L} \frac{K_{1}\left(t_{k}, s_{r}\right) u\left(s_{r}\right)}{\sigma^{\prime}\left(s_{r}\right)}\right. \\
& \left.\quad-\mu h \sum_{j=-N}^{N} \frac{K_{2}\left(t_{k}, t_{j}\right) c_{j}}{\phi^{\prime}\left(t_{j}\right)}-f\left(t_{k}\right)\right] . \tag{10.56}
\end{align*}
$$

For $k=-N, \ldots, 0, \ldots, N$, the system (10.56) gives $2 N+1$ algebraic equations with same number of unknowns as $c_{k}, \quad k=-N, \ldots, 0, \ldots, N$. Solving this system numerically, we obtain the approximate value of $c_{k}, k=-N, \ldots, 0, \ldots, N$ and hence get the solution.

### 10.5.4 Error analysis

Theorem 10.5.4. Assume that $\alpha, \mu, d$ and $\beta$ are uniquely defined and $u, K_{1}(t, s), K_{2}(t, s)$ and $f$ are analytic in $D_{E}$. Let $\phi$ be the conformal map from $D_{E}$ onto $D_{s}$. The error in solution of eq. (10.36) by applying sinc-Galerkin method is calculated as

$$
\|e\|_{\infty} \leq\left(4+\frac{3}{\left|\phi^{\prime}(k h)\right|^{2}}\right) \mathcal{M} e^{-\sqrt{\pi d \beta N}}+3 \mathcal{M}^{2} e^{-2 \sqrt{\pi d \beta N}} .
$$

Proof. Consider the residual term defined in eq. (10.51) as

$$
R_{k}=\left\langle D_{t}^{\alpha} u(t), S_{k}(t)\right\rangle_{w(t)}-\lambda\left\langle\mathcal{K}_{1} u, S_{k}(t)\right\rangle_{w(t)}-\mu\left\langle\mathcal{K}_{2} u, S_{k}(t)\right\rangle_{w(t)}-\left\langle f(t), S_{k}(t)\right\rangle_{w(t)}
$$

We apply the sinc quadrature rule for evaluation of fractional derivative $D_{t}^{\alpha}$ as

$$
D_{t}^{\alpha} u(t)=\frac{h_{L}}{\Gamma(1-\alpha)} \sum_{r=-L}^{L} \frac{u^{\prime}\left(s_{r}\right)}{\left(t-s_{r}\right)^{\alpha} \sigma^{\prime}\left(s_{r}\right)}+L_{1} e^{-\sqrt{\pi d \beta L}}
$$

where $L_{1}$ is depending on integrand and $d, \sigma, D_{E}$ only.

$$
\begin{aligned}
\left\langle D_{t}^{\alpha} u(t), S_{k}(t)\right\rangle_{w(t)}= & \frac{h h_{L}}{\Gamma(1-\alpha)} \sum_{r=-L}^{L} \frac{u^{\prime}\left(s_{r}\right) w\left(t_{k}\right)}{\left(t_{k}-s_{r}\right)^{\alpha} \sigma^{\prime}\left(s_{r}\right) \phi^{\prime}\left(t_{k}\right)}+M_{1} e^{-\sqrt{\pi d \beta N}} \\
& +\frac{1}{\phi^{\prime}(k h)^{2}} L_{1} e^{-\sqrt{\pi d \beta L}}+M_{1} L_{1} e^{-\sqrt{\pi d \beta L}} e^{-\sqrt{\pi d \beta N}}
\end{aligned}
$$

where $M_{1}$ is depending on integrand and $d, \phi, D_{E}$ only.

Similarly, we have

$$
\begin{aligned}
\left\langle\mathcal{K}_{1} u(t), S_{k}(t)\right\rangle_{w(t)}= & h h_{L} \sum_{r=-L}^{L} \frac{K_{1}\left(t_{k}, s_{r}\right) u\left(s_{r}\right) w\left(t_{k}\right)}{\sigma^{\prime}\left(s_{r}\right) \phi^{\prime}\left(t_{k}\right)}+M_{2} e^{-\sqrt{\pi d \beta N}} \\
& +\frac{1}{\phi^{\prime}(k h)^{2}} L_{2} e^{-\sqrt{\pi d \beta L}}+M_{2} L_{2} e^{-\sqrt{\pi d \beta L}} e^{-\sqrt{\pi d \beta N}} \\
\left\langle\mathcal{K}_{2} u(t), S_{k}(t)\right\rangle_{w(t)}= & h^{2} \sum_{j=-N}^{N} \frac{K_{2}\left(t_{k}, t_{j}\right) c_{j} w\left(t_{k}\right)}{\phi^{\prime}\left(t_{j}\right) \phi^{\prime}\left(t_{k}\right)}+M_{3} e^{-\sqrt{\pi d \beta N}} \\
& +\frac{1}{\phi^{\prime}(k h)^{2}} M_{3} e^{-\sqrt{\pi d \beta N}}+M_{3}^{2} e^{-2 \sqrt{\pi d \beta N}}
\end{aligned}
$$

and

$$
\left\langle f(t), S_{k}(t)\right\rangle_{w(t)}=h \frac{f\left(t_{k}\right) w\left(t_{k}\right)}{\phi^{\prime}\left(t_{k}\right)}+M_{4} e^{-\sqrt{\pi d \beta N}} .
$$

The error term associated with those above calculations are collected as below by assuming $\mathcal{M}=\max \left\{M_{1}, M_{2}, M_{3}, M_{4}, L_{1}, L_{2}\right\}$, and $L=N$ :

$$
\|e\|_{\infty} \leq\left(4+\frac{3}{\left|\phi^{\prime}(k h)\right|^{2}}\right) \mathcal{M} e^{-\sqrt{\pi d \beta N}}+3 \mathcal{M}^{2} e^{-2 \sqrt{\pi d \beta N}}
$$

### 10.5.5 Illustrative examples

Example 10.5.1. Let us consider the fractional Volterra-Fredholm integro-differential equation with weakly singular kernel [233]

$$
D_{t}^{0.25} u(t)=\frac{1}{2} \int_{0}^{t} \frac{u(s)}{(t-s)^{\frac{1}{2}}} d s+\frac{1}{3} \int_{0}^{1}(t-s) u(s) d s+f(t)
$$

with initial condition $u(0)=0$. The exact solution of this problem is $t^{2}+t^{3}$ and

$$
\begin{aligned}
f(t)= & \frac{\Gamma(3)}{\Gamma(2.75)} t^{1.75}+\frac{\Gamma(4)}{\Gamma(3.75)} t^{2.75}-\frac{\sqrt{\pi} t^{5 / 2} \Gamma(3)}{2 \Gamma(7 / 2)} \\
& -\frac{\sqrt{\pi} t^{7 / 2} \Gamma(4)}{2 \Gamma(9 / 2)}-\frac{7}{36} t+\frac{3}{20} .
\end{aligned}
$$

This problem has been solved by sinc-Galerkin method (for $N=30$ ) which reduces the integral equation to a system of algebraic equations. Again the present solution compared with the solution obtained by CAS wavelet method [233]. The results obtained by present method and their absolute errors have been shown in Table 10.7. Table 10.8 cites the comparison between present method and CAS wavelet method (CASWM).

Example 10.5.2. Let us consider the fractional Volterra-Fredholm integro-differential

Table 10.7: Numerical results for Example 10.5.1

| $x$ | Exact | SGM | Error |
| :--- | :--- | :--- | :--- |
| 0.1 | 0.011 | 0.0131253 | $2.12527 \mathrm{E}-3$ |
| 0.2 | 0.048 | 0.0470762 | $9.23786 \mathrm{E}-4$ |
| 0.3 | 0.117 | 0.117428 | $4.2783 \mathrm{E}-4$ |
| 0.4 | 0.224 | 0.227391 | $3.39123 \mathrm{E}-3$ |
| 0.5 | 0.375 | 0.374651 | $3.48864 \mathrm{E}-4$ |
| 0.6 | 0.576 | 0.570188 | $5.8124 \mathrm{E}-3$ |
| 0.7 | 0.833 | 0.831297 | $1.7027 \mathrm{E}-3$ |
| 0.8 | 1.152 | 1.14896 | $3.04066 \mathrm{E}-3$ |
| 0.9 | 1.539 | 1.54229 | $3.29448 \mathrm{E}-3$ |

Table 10.8: Comparison of numerical results between SGM and CASWM for Example 10.5.1

| $x$ | Absolute error by |  |
| :--- | :--- | :--- |
|  | SGM | CASWM |
| $1 / 6$ | $1.47244 \mathrm{E}-3$ | $1.1460 \mathrm{E}-2$ |
| $2 / 6$ | $1.41785 \mathrm{E}-3$ | $9.6982 \mathrm{E}-3$ |
| $3 / 6$ | $3.48864 \mathrm{E}-4$ | $2.9504 \mathrm{E}-3$ |
| $4 / 6$ | $3.49937 \mathrm{E}-3$ | $9.6733 \mathrm{E}-3$ |
| $5 / 6$ | $2.4408 \mathrm{E}-3$ | $2.9484 \mathrm{E}-2$ |

equation with weak singular kernel [233]

$$
D_{t}^{0.15} u(t)=\frac{1}{4} \int_{0}^{t} \frac{u(s)}{(t-s)^{\frac{1}{2}}} d s+\frac{1}{7} \int_{0}^{1} \exp (t+s) u(s) d s+f(t),
$$

with initial condition $u(0)=0$. The exact solution of this problem is $t(t-1)$ and

$$
\begin{aligned}
f(t)= & \frac{\Gamma(3)}{\Gamma(2.85)} t^{1.85}-\frac{\Gamma(2)}{\Gamma(1.85)} t^{0.85}-\frac{\sqrt{\pi} t^{5 / 2} \Gamma(3)}{4 \Gamma(7 / 2)} \\
& +\frac{\sqrt{\pi} t^{3 / 2} \Gamma(2)}{4 \Gamma(5 / 2)}-\frac{e^{t+1}-3 e^{t}}{7} .
\end{aligned}
$$

This problem has been solved by sinc-Galerkin method (for $N=20$ ) which reduces the integral equation to a system of algebraic equations. Again the present solution compared with the solution obtained by CAS wavelet method [233]. The results obtained by present method and their absolute errors have been shown in Table 10.9. Table 10.10 cites the comparison between present method and CAS wavelet method (CASWM).

Example 10.5.3. As the third example, let us consider the fractional Volterra integro-differential equation with weakly singular kernel [96]

$$
D_{t}^{\frac{1}{3}} u(t)=f(t)+p(t) u(t)+\int_{0}^{t}(t-s)^{-\frac{1}{2}} u(s) d s
$$

Table 10.9: Numerical results for Example 10.5.2

| $x$ | Exact | SGM | Error |
| :--- | :--- | :--- | :--- |
| 0.1 | -0.09 | -0.0899617 | $3.83209 \mathrm{E}-5$ |
| 0.2 | -0.16 | -0.159942 | $5.84668 \mathrm{E}-5$ |
| 0.3 | -0.21 | -0.209918 | $8.19411 \mathrm{E}-5$ |
| 0.4 | -0.24 | -0.23989 | $1.10007 \mathrm{E}-4$ |
| 0.5 | -0.25 | -0.249866 | $1.34402 \mathrm{E}-4$ |
| 0.6 | -0.24 | -0.239847 | $1.52509 \mathrm{E}-4$ |
| 0.7 | -0.21 | -0.209828 | $1.7195 \mathrm{E}-4$ |
| 0.8 | -0.16 | -0.159818 | $1.81826 \mathrm{E}-4$ |
| 0.9 | -0.09 | -0.0898167 | $1.83312 \mathrm{E}-4$ |

Table 10.10: Comparison of numerical results between SGM and CASWM for Example 10.5.2

| $x$ | Exact | Numerical results by |  | Absolute error by |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | SGM | CASWM | SGM | CASWM |
| $1 / 6$ | -0.138889 | -0.138837 | -0.133387 | $5.14283 \mathrm{E}-5$ | $5.50189 \mathrm{E}-3$ |
| $2 / 6$ | -0.222222 | -0.222131 | -0.215341 | $9.10148 \mathrm{E}-5$ | $6.79021 \mathrm{E}-3$ |
| $3 / 6$ | -0.25 | -0.249866 | -0.242660 | $1.34402 \mathrm{E}-4$ | $7.2056 \mathrm{E}-3$ |
| $4 / 6$ | -0.222222 | -0.222057 | -0.215141 | $1.65325 \mathrm{E}-4$ | $6.9159 \mathrm{E}-3$ |
| $5 / 6$ | -0.138889 | -0.138709 | -0.132694 | $1.80252 \mathrm{E}-4$ | $6.01464 \mathrm{E}-3$ |

with initial condition $u(0)=0$ and

$$
\begin{aligned}
p(t) & =-\frac{32}{35} t^{1 / 2}, \\
f(t) & =\frac{8 \pi t}{9 \sqrt{3} \Gamma(2 / 3)}+\frac{81 t^{8 / 3}}{40 \Gamma(2 / 3)}+t^{11 / 6}\left(\frac{32}{35}-\frac{\sqrt{\pi} \Gamma(7 / 3)}{\Gamma(17 / 6)}\right) .
\end{aligned}
$$

The exact solution of this problem is $t^{3}+t^{4 / 3}$. This problem has been solved by Sinc-Galerkin method (for $N=30$ ) which reduces the integral equation to a system of algebraic equations. The results obtained by present method and their absolute errors have been shown in Table 10.11.

Table 10.11: Numerical results for Example 10.5.3

| $x$ | Exact | SGM | Error |
| :--- | :--- | :--- | :--- |
| 0.1 | 0.0474159 | 0.0491855 | $1.76957 \mathrm{E}-3$ |
| 0.2 | 0.124961 | 0.1248 | $1.60604 \mathrm{E}-4$ |
| 0.3 | 0.22783 | 0.227312 | $5.1822 \mathrm{E}-4$ |
| 0.4 | 0.358723 | 0.361514 | $2.79194 \mathrm{E}-3$ |
| 0.5 | 0.52185 | 0.522219 | $3.69227 \mathrm{E}-4$ |
| 0.6 | 0.72206 | 0.717003 | $5.05652 \mathrm{E}-3$ |
| 0.7 | 0.964533 | 0.963979 | $5.53609 \mathrm{E}-4$ |
| 0.8 | 1.25465 | 1.25161 | $3.04882 \mathrm{E}-3$ |
| 0.9 | 1.59794 | 1.60088 | $2.94377 \mathrm{E}-3$ |

### 10.6 Conclusion

In this chapter, we have employed efficient numerical techniques for solving fractional integro-differential equations. Specially, Galerkin techniques are used to solve these equations. These methods reduce the integral equations to a system of nonlinear algebraic equations and that algebraic system has been solved by Newton's method. Gauss-Legendre quadrature has been applied for evaluating the integrations arise in the problems. In section 10.3, Legendre wavelet method has been applied to solve nonlinear fractional Volterra-Fredholm integro-differential equations with mixed boundary conditions. Also the obtained results again compared with the results obtained by Nystrom method which is available in literature. Furthermore, we can get very less absolute error by increasing the order of Legendre polynomials. In section 10.4, Legendre wavelet Petrov-Galerkin method has been applied to solve fractional Volterra integro-differential equations and the obtained results are in good agreement with the exact results. In section 10.5, Sinc-Galerkin method has been applied to solve fractional Fredholm-Volterra integro-differential equations with weakly singular kernels. The present method results have been compared with the results obtained by CAS wavelet method. The illustrative examples have been included to demonstrate the validity and applicability of the proposed techniques. Undoubtedly these examples also exhibit the accuracy and efficiency of the present methods.
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