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Abstract
Increasing fuel cost and attempt to get pollution free environment, renewable sources

of energy such as the wind, solar, micro-hydro, tidal wave, and biomass, etc. have grabbed

recently the attention of researchers. Among these available energy resources, the use of

wind energy is growing rapidly to generate and supply electricity as grid connected or stand-

alone mode. To generate electric power from such non-conventional sources, self-excited

induction generator (SEIG) is found to be a suitable option for either using in grid con-

nected mode or isolated mode. Selection of SEIG in these areas depends on its advantages

such as low cost, less maintenance, and absence of DC excitation. High maintenance and

installation costs including transmission losses of conventional power supply to remote or

isolated place by means of power grid can be reduced by installing stand-alone wind driven

SEIG system at those places. In the year of 1935, self-excitation concept in squirrel cage

induction machine with capacitors at their stator terminals was introduced by Basset and

Potter. But the problems associated with SEIG are its poor voltage and frequency regula-

tion under load and prime mover speed perturbations which put a limit on the use of SEIG

for a long time. By controlling active and reactive power accurately, it is possible to regu-

late frequency and voltage of SEIG terminal during load and speed perturbations. Various

efforts have been put by researchers in developing SEIG voltage and frequency controller

but these control schemes demand multiple sensors along with complex electronic circuits.

This dissertation presents some studies and development ofnew voltage controller of the

SEIG system for balanced resistive,R−L and induction motor (IM) load that is used in

isolated or remote areas. So in this context, an attempt is taken to develop an optimized

voltage controller for SEIG using Generalized Impedance Controller (GIC) with a single

closed loop. Stable zones of proportional and integral gains for GIC based SEIG system are

computed along with parameter evaluation of the GIC based SEIG system. Further, Particle

Swarm Optimization(PSO) technique is used to compute the optimal values of proportional

and integral gains within the stable zone. The research workon SEIG system is extended

to develop a voltage controller for SEIG with minimum numberof sensors to make the

system less complex and cost effective. Here, a voltage peakcomputation technique is

developed using Hilbert Transform and computational efficient COordinate Rotation DIgi-

tal Computer (CORDIC) which requires only one voltage sensor and processed to control

SEIG voltage for GIC based SEIG system. This voltage controlscheme is implemented

on commercially available TMS320F2812 DSP processor and performed laboratory exper-

iment to study the performance of GIC based SEIG system during load switching. The

work of this thesis is not confined only to study an optimal andsimple voltage controller

for SEIG system but also extended to investigate the fault identification methodologies of



SEIG system. Here, the features of non-stationary SEIG signal with faults are extracted

using Hilbert-Huang Transform (HHT). Further, different classifiers such as MultiLayer

Perceptron (MLP) neural network, Probabilistic Neural Network (PNN), Support Vector

Machine (SVM), and Least Square Support Vector Machine (LS-SVM) are used to identify

faults of SEIG system. In this study, it is observed that LS-SVM among above classifiers

provides higher classification accuracy of 99.25%.

Keywords: Renewable energy; Self-excited induction generator; Generalized impedance

controller; Particle swarm optimization technique; Voltage peak computation; Fault detec-

tion; Feature extraction and classification methods.
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Chapter 1

Introduction

1.1 Background

In many countries, a significant proportion of the population in the rural and remote area

lives without power. Due to remote/isolated location and low population densities, sup-

plying power to these areas by conventional means or by extending grid is too expensive

and somewhere difficult. Oil crisis in the year 1970 and hope for the pollution-free envi-

ronment have taken attraction of the energy researchers to use renewable energy sources

such as solar, biomass, wind and micro-hydro for providing power to isolated/remote areas.

Among aforesaid available renewable energy sources, wind and micro-hydro are found to

be suitable in these areas [1], [2], [3], [4], [5]. Accordingto Indian Wind Energy Associa-

tion (InWEA), installed capacity of India from wind is 24,759 MW (as on November 2015)

and ranked 4th in the world [6]. To generate electric power from such non-conventional

sources, self-excited induction generator (SEIG) is foundto be a suitable option for either

using in grid connected mode or isolated mode [7], [8], [9]. SEIG is selected to be used in

isolated or remote areas where accessible of grid supply is not possible by making small-

scale power generating system in the range of 0.5 kW to 100 kW [10]. Selection of SEIG

in these areas depends on its advantages such as low cost, less maintenance, and absence

of DC excitation. High maintenance and installation costs including transmission losses

of conventional power supply to remote or isolated place by means of power grid can be

reduced by installing stand-alone wind driven SEIG system at those places. In the year

of 1935, self-excitation concept in squirrel cage induction machine with capacitors at their

stator terminals was introduced by Basset and Potter [1]. For a sufficient rotor speed of an

externally driven induction machine, the residual magnetic flux enables to build up a low

Electro Motive Force (EMF) across stator of the induction machine. By connecting the ap-

propriate value of capacitor across stator terminals, the process of induced EMF and current

in the stator continues to grow. The process of building voltage and current continues until

a steady-state condition achieved [11]. But the problem associated with SEIG are its poor

1



1.2 Motivation of the present work

voltage and frequency regulation under load and prime moverspeed perturbations which

put a limit on the use of SEIG for a long time. By controlling active and reactive power

accurately, it is possible to regulate frequency and voltage of SEIG terminal during varied

load and prime mover speed. Various efforts have been put by researchers in developing

SEIG voltage and frequency controller. Existing control techniques use multiple sensors

along with complex electronic circuits that makes SEIG system complex and expensive.

Hence, SEIG system demands simple and efficient control techniques with minimum num-

ber of sensors to reduce the complexity of the system for regulating voltage and frequency.

Similar to voltage and frequency control issues fault analysis and detection of SEIG

system are also very challenging issues in remote and isolated areas. Voltage collapse and

de-excitation occurs in SEIG during short circuit fault, line-to-line fault and single phase

capacitor opening and these faults develop excessive high torque. Torque pulsation also

occurs due to single line opening at SEIG load [12]. Voltage collapse occurs during these

cases within 5 to 6 cycles. So conventional protection schemes are not able to identify these

faults [13]. In addition to this, it is essential to investigate fault identification methodologies

of SEIG system to avoid interruption of power supply and to reduce the risk of shaft failure

of SEIG.

1.2 Motivation of the present work

As discussed in the previous section, SEIG system used in isolated/remote areas has sig-

nificant importance which attracted many researchers to study its voltage control and fault

detection scheme. Recently different types of voltage and frequency controller are ad-

dressed for SEIG system such as on STatic Synchronous Compensator (STATCOM) [14],

Electronic Load Controller (ELC) [15], Generalized Impedance Controller (GIC) [16] and

Static Synchronous Series Compensator (SSSC) [1]. All these control schemes are based

on sensing either voltage or current which require multiplesensors and complex electronic

circuits which make SEIG system complex and expensive. Hence to make voltage control

scheme of SEIG system simple, minimum number of sensors preferably a single sensor

should be used along with simple electronic system.

Understanding the importance of SEIG, the performance analysis of SEIG during bal-

anced and unbalanced faults should be investigated. Few literatures have reported transient

performance analysis during balanced and unbalanced faults of SEIG systems and recently

(year 2013) [13], DWT has been used to identify the three phase short circuit fault. How-

ever, the faults of SEIG system are non-stationary in nature, thus the selection of mother

wavelet in case DWT technique is also a major challenge. Hence an alternative signal
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processing technique should be investigated to analyze faults of SEIG system.

1.3 Objective of the present work

The specific objectives of the thesis are presented as follows.

� To simulate wind turbine driven SEIG system by taking different types of loads such as

resistive load,R−L load, induction motor (IM) load.

� To conduct laboratory experiments on SEIG system to verify its performance under dif-

ferent conditions without using any controller and to validate the simulation results.

� To propose a new technique to compute SEIG peak voltage usingHilbert transform and

COordinate Rotation DIgital Computer (CORDIC).

� To develop voltage controller for SEIG system used in isolated or remote areas.

� To compute optimal values of proportional and integral gains of the voltage controller,

using Particle Swarm Optimization (PSO) technique.

� To simulate and to analyze SEIG system performance with the developed controller for

wind speed variations, resistive and IM load.

� To implement the proposed control technique using a commercially available TMS320F2812

DSP processor and to conduct experiments on SEIG system to maintain rated voltage dur-

ing load switching and to validate the simulation results.

� To perform transient analysis for SEIG system by taking different types of faults such

as three phase short circuit, line-to-line fault, single line opening at load and single phase

capacitor opening.

� To develop efficient signal processing technique for fault analysis of SEIG system.

1.4 Overview of the work done and methods

To study control and fault detection scheme for SEIG system it is essential to develop

mathematical model of SEIG system. Thus, in the beginning ofthis thesis, mathematical

model of SEIG system is developed. To develop the wind turbine driven SEIG system,

a 4.2 kW wind turbine and a 3.7 kW induction machine are taken.Parameters of the in-

duction machine used as SEIG are determined by conducting different tests (d.c resistance

test, blocked rotor test and synchronous speed test) in the laboratory. The magnetization

characteristic of the SEIG is nonlinear. From synchronous speed test, relation between

magnetizing inductanceLm and magnetizing currentim is obtained. There after steady-state

and transient analysis of wind driven SEIG system are performed in MATLAB/Simulink

environment for performance prediction. Experiments of SEIG system by taking resistive
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1.4 Overview of the work done and methods

load, induction motor load and heavy resistive load are alsocarried out. Experiment is also

conducted by increasing capacitance excitation during loading condition to analyze SEIG

performance.

As voltage and frequency controller are essential for SEIG system under load and

prime mover speed variations, recently different types of voltage and frequency controller

addressed for SEIG system such as STATCOM, ELC, GIC and SSSC.These control schemes

are based on sensing either voltage or current which requiremultiple sensors and complex

electronic circuits which make SEIG system complex and expensive. Among these control

schemes, SEIG system integrated with GIC [16] maintain SEIGvoltage and frequency ef-

ficiently with three sensors and one single loop using voltage as feedback. But, this voltage

control scheme is not addressed the design of optimal proportional and integral gains which

make GIC based SEIG system stable. However, determination of optimal proportional and

integral gains which also makes the closed loop system stable is a tedious task. Many re-

searchers have reported tuning methods in the ideal case forstabilizingPID, but they have

not considered delay/dead times of the system. In 2002 Silvaet al. [17] provided mathe-

matical derivations to characterize the set of proportional, integral and derivative gains that

stabilize the first-order plant with time delay. Further, these authors in 2005 [18] extended

their work to provide mathematical derivations to characterize the set of proportional and

integral gains that stabilize a first-order plant with time delay and in this thesis these math-

ematical derivations are used to compute stable zone of GIC based SEIG system. The plant

(GIC integrated with SEIG) is considered here as a first orderdue to its step response. Pa-

rameters of this plant are also evaluated. Mathematical derivations provided by Silvaet

al. [18] are used to compute stable zones of proportional and integral gains for control

voltage of SEIG integrated with GIC. Further optimal valuesof proportional and integral

gains within stable zone are computed using PSO technique. Simulation is carried out to

study the performance of an optimized GIC based SEIG system with wind speed variation,

resistive and IM load. To show the effectiveness of the proposed technique for a 3.7 kW

SEIG system, the computation of total harmonic distortions(THD) is assessed and com-

pared with existing technique.

Generalized impedance controller is being used as voltage and frequency controller

for SEIG systems. In this control scheme, the computation ofinstantaneous peak volt-

age plays a significant role. In the conventional technique,all the three terminal voltages of

SEIG are required to be sensed for peak computation. This conventional approach demands

three sensors along with arithmetic functions such as square, sum, and square root. Further,

this work has been extended to make voltage controller simple and cost effective. In this

context, a new technique is proposed to compute voltage using only one sensor along with

Hilbert Transform (HT) and COordinate Rotation DIgital Computer (CORDIC). The pro-
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posed technique is implemented on commercially available TMS320F2812 Digital Signal

Processor to carry out experiment for GIC based SEIG system.

The work in this thesis is not confined only to study voltage control of SEIG sys-

tem but also extended to identify SEIG faults. In this context, simulation is performed by

taking different types of faults such as three phase short circuit, line-to-line fault, single

line opening at load and single phase capacitor opening to perform the transient analysis of

SEIG system. Using the mathematical model of SEIG and MATLAB/Simulink, different

types of faults are initiated. For each type of fault, SEIG stator voltage signals are sensed

and negative sequence component computed as it retains the information under disturbance

condition. The Empirical Mode Decomposition (EMD) method is then applied to each

negative sequence component for obtaining the intrinsic mode functions (IMFs). First 6

IMFs are selected and then, Hilbert Transform is applied on these IMFs. Further, the fea-

tures of each IMF such as energy, standard deviation of the amplitude and phase contour

are obtained. So, eighteen number of features are selected for each faulty signal. These

features are used to study and classify faults of SEIG systemby using various classifier

methodologies such as MultiLayer Perceptron (MLP) neural network, Probabilistic Neural

Network (PNN), Support Vector Machine (SVM), and Least Square Support Vector Ma-

chine (LS-SVM). In this study 140 different cases of each type of fault are taken where 40

and 100 cases selected randomly for training and testing of these classifiers methods. To

evaluate these methods, the input size of the matrix is reshuffled and given to each classifier.

The overall average accuracy obtained using classifiers MLP, PNN, SVM and LS-SVM are

92.75 %, 97 %, 98.25 % and 99.25 %, respectively. This is an obvious to select LS-SVM

classifier along with proposed feature extraction methodology which provide the accuracy

of 99.25 %.

1.5 Contribution of the thesis

With reference to brief work done and methods presented in the previous section, the main

contributions of this thesis are highlighted here.

� Review of mathematical model of SEIG and its validation through MATLAB/Simulink

simulations and experiments.

� Development of an optimized generalized impedance controller (GIC) for voltage control

of SEIG system using particle swarm optimization (PSO).

� Development of simple GIC for voltage control of SEIG systemusing Hilbert transform

(HT) and COordinate Rotation DIgital Computer (CORDIC) with one voltage sensor. This

controller is implemented on commercially available DSP processor TMS320F2812 and
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laboratory experiment is carried out for SEIG system.

� A new fault detection and classification scheme for the SEIG system is proposed by

exploiting Hilbert-Huang Transform (HHT) and Least SquareSupport Vector Machine (LS-

SVM).

1.6 Organization of the thesis

The rest of the thesis is organized as following chapters.

Chapter 2: This chapter highlights critical reviews on modeling of SEIG to evaluate dy-

namic performance, different types of voltage and frequency controller of SEIG, different

types of signal processing techniques to process SEIG faultsignals.

Chapter 3: Dynamic modeling and performance analysis of wind driven SEIG system are

the subject matters of this chapter.

Chapter 4: This chapter presents the development of an optimized generalized impedance

controller (GIC) based SEIG system.

Chapter 5: A cost effective controller for GIC based SEIG system using Hilbert Transform

and COordinate Rotation DIgital Computer (CORDIC) is presented in this chapter.

Chapter 6: The subject matters of this chapter is to propose an efficientmethodology to

detect the faults of SEIG system.

Chapter 7: This chapter concludes the work presented in the thesis by highlighting the

limitation and future scope of the work presented in the thesis.
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Chapter 2

Literature survey

2.1 Introduction

In this chapter, the literature survey is covered based on various issues associated with Self

Excited Induction Generator (SEIG) and presented here in different subsections. Compari-

son of various works on SEIG is also presented to highlight the importance of the proposed

work in subsequent chapters. Section 2.2 presents the review of work done by different

researchers on modeling of SEIG to evaluate its dynamic performance. The major bottle-

necks of SEIG are poor voltage and frequency regulation withvaried prime mover speed

and load. Section 2.3 covers various attempts put by researchers to develop voltage and fre-

quency controller of SEIG. Understanding the importance ofSEIG, it is realized that fault

signals of SEIG should be analyzed to identify different types of SEIG faults. As the SEIG

fault signals are non-stationary in nature, in this contextsection 2.4 describes the review of

different types of signal processing techniques to analyzenon-stationary signals.

2.2 Modeling of SEIG to evaluate dynamic performance

In this section, literature survey is carried out to discusssuitable existing techniques to ana-

lyze the performance of SEIG. Two approaches are available in literature to analyze SEIG;

one approach uses per-phase equivalent circuit that includes loop-impedance method and

node-admittance method, and another approach usesd−q axis model.

In literature numerous attempts have been explained to analyze SEIG using the per-

phase equivalent circuit. The per-phase equivalent circuit is obtained from a steady-state

condition. Literatures [19], [20], [21], [22], [23] have employed loop impedance method

to analyse steady state performance of SEIG using per-phaseequivalent circuit. In the

loop impedance method, the equivalent impedance of the per-phase equivalent circuit is
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2.2 Modeling of SEIG to evaluate dynamic performance

separated into real and imaginary parts. Then, two simultaneous nonlinear equations are

obtained to express frequency and magnetizing reactance ofSEIG. The equations are then

solved to get values of frequency and magnetizing reactanceby using Newton-Raphson

technique [22]. Nodal admittance method applied in [24], [25] to analyze steady-state per-

formance of SEIG to the per-phase equivalent circuit. In thenodal admittance method, the

equivalent admittance of the per-phase equivalent circuitis separated into real and imag-

inary parts. The real part of the admittance is expressed by ahigher order polynomial of

frequency and independent of magnetizing reactance [24]. The imaginary part of the admit-

tance is a nonlinear equation and expressed regarding frequency and magnetizing reactance

of SEIG. First frequency is determined from the real part of the equation and then substi-

tuted in the imaginary part of the equation to get magnetizing reactance. Obtained values

of frequency and magnetizing reactance using either approach are then used to evaluate the

steady-state performance of the SEIG with the help of magnetization curve. By using loop

impedance and nodal admittance methods, it is possible to evaluate the steady-state perfor-

mance of SEIG but the common problem with both approaches, require detailed algebraic

derivations for the coefficients of the equations. So, both approaches can have chances of

human errors and also are time-taking processes. Thus, the previous methods are not suit-

able, flexible and can applicable only to specific circuit models.

Recently, routines of MATLAB are available to obtain solution of a set of nonlinear

equations (for evaluating steady-state performance) havebeen used by many researchers

[26], [27], [28]. Obtaining solutions of these nonlinear equations with available MATLAB

routines do not require detailed/explicit algebraic expression does not necessitate to use

Newton-Raphson method where the partial derivative of the equations are required. Alolah

and Alkanhal [26] solved the nonlinear equations by using classic global optimizers such

as fmin andconstrwhich are numerically based routines available in MATLAB. Haque [27]

usedfsolveroutines available in Optimization Toolbox of MATLAB to solve nonlinear equa-

tions. But in both approaches, initial guess of unknown variables are required. Kheldoun

usedDIRECTalgorithm [28] to evaluate steady-state performance of SEIG, this algorithm

requires only the upper and lower values of unknown variables which are easy to calcu-

late [28]. Genetic algorithm based technique is used by Joshi et al. in [29] to evaluate the

steady-state performance of SEIG using the per-phase equivalent circuit. Since per-phase

equivalent circuit approach is obtained from a steady-state condition, hence not helpful to

analyze transient performance of SEIG.

Moreover, to evaluate both steady-state and transient performance of SEIG,d−q axis

model approach which is based on the generalized machine theory have been used by many

researchers Elderet al. [30], Granthamet al., [31], Natarajanet al. [32] Shridharet al.

[33], Wanget al. [34], Seyoumet al. [11], Chatterjeeet al. [35] and Idjdareneet al.[36].
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2.3 Voltage and frequency controller of SEIG

It is reported in these literaturesd−q axis model in stationary frame is suitable to evaluate

SEIG performance during speed and load perturbations. It isalso reported that SEIG volt-

age and frequency vary with speed and load perturbations [11]. In this context stationary

frame model will be beneficial as it is easily interfaced withpower electronic controller [32]

which required to develop voltage and frequency controllerand its capability for hardware

implementation in real time described in next subsection.

2.3 Voltage and frequency controller of SEIG

In this section, reviews of work related to voltage and frequency regulation of SEIG de-

veloped by many researchers are described and highlighted.Voltage is regulated through

reactive power control using shunt and series compensation. The overall classification of

voltage regulating scheme of SEIG is presented in Fig. 2.1 [5] and described as follows.

Voltage regulating scheme

Shunt compensation Series compensation

Classical Switching 

device 
based

Converter based

• Saturable core reactor

• Controlled inductor• Synchronous condenser

• Switching shunt capacitor

• Static VAR compensator

• Voltage source STATCOM

• Current  source STATCOM

• Lead lag VAR compensator

Classical
Switching 

device 
based

Converter based

• Constant voltage 

• Compensated SEIG

• Variable Reactance • Static series 
compensatortransformer

Figure 2.1: Different types of voltage regulating scheme ofSEIG

In 1979 Ooi and David [37] suggested use of synchronous condenser to control excita-

tion of SEIG. However, this scheme is very expensive if used in real time and also required

maintenance for synchronous condenser and hence never usedfor SEIG.

Development of solid-state switches is attractive to many researchers. In the recent past

numerous attempts have been done to develop low-cost voltage regulating scheme of SEIG

by controlling VAR [30]. These studies helped to develop newtechnique for voltage and

frequency controller of SEIG. Conventionally, fixed or, capacitor/inductor bank have been

used for VAR compensator, power factor correction and voltage regulation.

Brennen and Abbondanti [38] and Malik and Haque [39] used thyristor controlled re-

actor (TCR) to develop voltage controller of SEIG. CommonlyTCR consists of a fixed

capacitor connected in parallel with a thyristor controlled inductor as shown in Fig. 2.2.

Here, zero VAR demand makes zero excitation across SEIG. Thethyristor switch is closed
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2.3 Voltage and frequency controller of SEIG

so that the inductor cancels the influence of capacitor on SEIG. In case of non zero lead-

ing VAR demand, the closing of the switch is delayed by a variable angle (firing angle)α
with respect to peak of the SEIG so that the current across inductor can be decreased. With

increasing value ofα (0◦ ≤ α ≤ 90◦), the current across inductor further reduces, which

results in increase of VAR for SEIG. For maximum VAR demands,only fixed capacitors

are selected. This is possible by keeping firing angle of thyristor at 90◦ resulting the switch

to open and zero current flows across inductor and maximum rated capacitive current flows

for excitation. However, the problems associated with thisscheme result losses in the in-

ductor along with discontinuous nature of current drawn by the inductor. This injects large

amount of harmonic current (5th, 7th) into SEIG.

L T

Load

Prime mover
Induction 

machine

C

Figure 2.2: Thyristor switched capacitor scheme of VAR compensator

Elder [30] in 1984, attracted by the development of low-coststatic VAR compensator,

developed voltage control scheme of SEIG using TCR and Thyristor Switched Capacitor

(TSC). In TSC scheme, a fixed capacitor bank is sufficient to excite the induction machine

and run as SEIG at no load. However, loading and speed perturbation requires variable lag-

ging VAR that generated by switching in additional steps of capacitance. The capacitance

used for voltage control purpose are binary weighted to minimize the number of switches

required to produce a given range of capacitance. In this scheme, a thyristor is placed in

anti-parallel with a diode that results in maximum turn-on and turn-off times in one cy-

cle. To avoid large inrush currents, the thyristor must turnon when the voltage across it is

zero. This scheme is simple and cost effective. The presenceof flickers on output voltage

during load perturbation and the requirement of a large number of electronic switches and

capacitors make these methods less attractive for general applications [40].

In 1987 Maliket al. [41] suggested terminal voltage of SEIG to be regulated by using

excitation capacitor. It has been found that capacitance value required for a loaded machine
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2.3 Voltage and frequency controller of SEIG

is significantly more than the no-load value and also it is affected by load impedance, power

factor and machine speed. The maximum output power of SEIG depends on the terminal

capacitance and the machine speed. Hence, practically it isnot a feasible solution to control

voltage. In 1992 Mishraet al. [42] developed a voltage regulator for SEIG to maintain

voltage irrespective of the nature and amount of load. This voltage regulator contained a

fixed value of capacitor bank and a saturable core reactor with appropriate feedback. This

scheme regulates voltage by controlling current in the saturable core reactor. The demerits

of this voltage scheme are involvement of large size and heavier weight of inductor.

In 2003, Tarek Ahmedet al. [43] proposed a new algorithm for evaluating the steady

performance analysis of the three phases SEIG driven by a variable speed prime mover

for stand-alone independent power supply. This scheme contains a closed loop (withPI

controller ) static VAR compensator composed of TCR in parallel with TSC to regulate ter-

minal voltage as depicted in Fig. 2.3. In this technique, reactive power control possible but

active power control is not possible. The problems with thisscheme are sluggish response,

high switching transients and injecting current harmonicsinto the bus.

L T

Load

Capacitor 
Bank

Prime mover
Induction 
machine

SEIG

T

Bridge rectifier 
circuit

Low pass
filter

vref

v PI 
controller

Control ON/OFF
circuit

TCR phase angle 
control circuit

a

Gating signals 

for TSC
Gating signals 

for TCR6
6

TSC  TCR

Figure 2.3: Voltage control of SEIG based on Static VAR Compensator (SVC)

SEIG voltage control is possible [30] by using naturally commutated converters,.

This scheme uses AC/DC full wave 6-pulse bridge converter with single dc reactor. Nat-

urally commutated converters can provide leading VAR (or drawing lagging VAR) which

is required by SEIG. The VAR demanded by SEIG can be met by continuously adjusting
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2.3 Voltage and frequency controller of SEIG

the trigger angle. The only disadvantage of this technique is that trigger angle lies between

87◦-90◦ and for angles less than 87◦ large DC flows in the converter. This scheme also in-

jects harmonics to SEIG terminals. Though a portion of this amount is filtered by excitation

capacitor, still distortion occurs in SEIG voltage especially with light load [44]. Hence, this

technique is not preferred to control SEIG voltage.

Lead-lag VAR compensators have been proposed by numerous researchers to obtain

better VAR controlling capability in both lead and lag regions. Two common types of lead-

lag VAR controllers are available; (i) Current source type lead-lag VAR compensator (ii)

Voltage source type lead-lag VAR compensator.

Muljadi and Lipo [45] used a series connected pulse width modulated voltage source

inverter with battery bank to control SEIG voltage and frequency. Disadvantage of this

scheme is at lower SEIG speed, low-frequency harmonic distortions appear.

Khan [46] suggested a scheme using inductively loaded current controlled solid-state

lead-lag VAR compensator in parallel with excitation capacitor. For triggered angle be-

tween 90◦-270◦, the compensator produce an equivalent capacitive effect at SEIG. Hence,

self-excitation occurs and improves voltage regulation under wide input and load power

variations. This compensator acts as a lag VAR source duringlow SEIG rotor speed and

over load case. It acts as a lag VAR sink during high SEIG rotorspeed and light load case.

Though this scheme reported that could use for both micro-hydro and wind driven SEIG.

But, there is chances of failure of this scheme for a heavy load at high SEIG rotor speed.

Hamidet al. [47] suggested a voltage regulating scheme using current type converter

based STATCOM (CTC-STATCOM). In this scheme the converter is connected across the

excitation capacitor of SEIG, which provides leading or lagging current depending on the

load. Poor current sensitivity is a limitation of this scheme.

B Singhet al. [48] suggested a voltage regulating scheme using STATic synchronous

CONdenser (STATCON). In this scheme,d−q axes stationary frame is used. This scheme

consists fast power devices IGBTs. STATCON is nothing but a three-phase IGBT based

current controlled voltage source inverter (CC-VSI) and anelectrolytic capacitor at its DC

side. STATCON is connected across the excitation capacitorand provides leading or lag-

ging current, as SEIG required to maintain voltage with variation to load.

Marra and Pomilio, [49] in 1999 suggested a regulated voltage constant frequency

scheme for SEIG using voltage source pulse width modulationbi-directional inverter and

chopper. The PWM converter operates in this scheme as a VAR compensator with constant

fundamental frequency and regulated voltage. In this scheme, two types of configuration

are described one for DC load control and other for AC load control. Fig. 2.4 shows the

schematic diagram of the regulated voltage of SEIG using DC load control. Here, the

DC controllable load consists a resistanceRdc and switchS. Hysteresis control is used to
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2.3 Voltage and frequency controller of SEIG

generate the pulse of switchS. Similarly for AC load voltage control AC load controller

comprises of a three-phase delta connected resistive load where each branch is SCR con-

trolled. In this configuration,VDC is taken as one input ofPI controller to produce SCR

drive reference. In this scheme, SEIG voltage is regulated by keeping modulation index

constant. This technique is simple but uses an extra switch that increases the cost of the

system and also appears harmonic current in the DC capacitor.
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Figure 2.4: Schematic diagram of regulated voltage of SEIG using DC load control

Shridharet al. [33] proposed a voltage regulating scheme of SEIG using short shunt.

Fig. 2.5 shows voltage regulating scheme of SEIG using short-shunt. Series capacitors

have zero contribution during no-load condition. As the load connects with SEIG system,

the extra reactive power is injected into SEIG by inserting series capacitors. Selection of

suitable value of series capacitance is essential.

Prime mover
Induction 
machine

a

b

c

 Load

Capacitor 
 Bank

Series capacitors

Figure 2.5: Voltage regulation of SEIG using short shunt

Wang and Lee [50] proposed a voltage regulating scheme of SEIG using both long

shunt and short shunt to feed an induction motor (IM) load. The short-shunt configuration

of SEIG system is already presented in Fig. 2.5. Series capacitors are connected between

SEIG and IM load in this configuration. Series capacitance and impedance of IM load pro-

duce low-frequency oscillation of higher magnitude in IM currents, speed, torque. Low
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2.3 Voltage and frequency controller of SEIG

frequency oscillation limit the IM speed to around half of it’s rated and sometimes will re-

sponsible for subsynchronous resonance (SSR). Fig. 2.6 shows voltage regulating scheme

of SEIG using long-shunt. For long shunt configuration, at noload both shunt and series

capacitor contribute. However, higher values of shunt and series capacitance are needed

for this configuration. Though, these schemes are simple andcost effective but result in

unstable behavior while feeding IM load. S Singhet al. [51] suggested that using damping

resistors across series capacitors low-frequency oscillation remove from the SEIG-IM sys-

tem. Due to this chances of SSR occurrence also avoided and IMrun successfully. But if

the damping resistor is not selected properly, it results involtage collapse for over damping

and oscillations does not die out. B Singhet al. [52] suggested that by selecting a suitable

value of the series capacitor in the short shunt configuration of SEIG system, IM operates

safely. But if the selection is not correct SSR appears in SEIG IM system.

Prime mover
Induction 
machine
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b

c

 Load

Capacitor 
 Bank

Series capacitors

Figure 2.6: Voltage regulation of SEIG using long-shunt

Wekhandeet al. [53] presented an experimental studies of STATCON based SEIG

which is suitable for variable speed, constant voltage operation. The transient and steady-

state response of the system are good for only first two or three cycles. Active power control

limited to furnishing only the losses in the generator system is a limitation of this scheme.

Kuo et al. [54] proposed a voltage regulating scheme of SEIG using STATtic syn-

chronous COMpensator (STATCOM). To develop SEIG in this scheme, synchronous rotat-

ing reference frame based ond−q axis model is used. STATCOM is nothing but a three-

phase IGBT based current-controlled voltage source inverter (CC-VSI). CC-VSI consists

six IGBT switches with anti-parallel diodes as shown in Fig.2.7. The controlled lagging

or leading currents injected by CC-VSI. The control strategy of this scheme is shown in

Fig. 2.8, same with control strategy presented in [48]. Thiscontrol scheme is based on

source current control, employs twoPI controller to generate reference source currents.

Sensed DC voltageVdc and reference DC voltageVdcre f are compared and error passed to

onePI controller. The output of thisPI controller isi∗smd. i∗smd maintains DC link voltage

by charging or discharging of DC link capacitor,. SEIG peak voltagevm and corresponding

reference voltagevmre f are compared and error passed to the secondPI controller. The out-
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2.3 Voltage and frequency controller of SEIG

put of thisPI controller isi∗smq, responsible for maintaining SEIG peak voltage. In-phase

reference source currents (i∗sad, i∗sbd, i∗scd ) are computed by multiplying unit templates (ua,

ub, uc) with i∗smd. Unit amplitude templates (ua, ub, uc) are computed by dividing instanta-

neous voltages with peak voltage. Quadrature reference source currents (i∗saq, i∗sbq, i∗scq ) are

computed by multiplying quadrature current templates (wa, wb, wc) with i∗smq. Finally, the

reference source currents (i∗sa, i
∗
sb andi∗sc) are computed by adding in-phase reference source

currents and quadrature reference source currents. The reference source currents are com-

pared with the sensed source currents (isa, isb and isc). Obtained error current signals are

amplified and compared with the triangular carrier wave to get switching functionsSa, Sb,

andSc of VSI for providing gate signals to IGBT. This voltage control scheme deals with

both linear and non-linear load. This scheme provides fast response and able to operate at

a high switching frequency. But this scheme involves huge computation along with two PI

controller and this scheme is silent about SEIG frequency.
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Figure 2.7: Representation of STATCOM

Lopeset al. in 2006, [55] proposed a voltage and frequency regulator by areduced

rating voltage source inverter (VSI). In this scheme, by connecting a shunt connected VSI

and a controllable dump load across excitation capacitor SEIG is able to regulate voltage

and frequency. The VSI provides active power to the load whenthe power generated by

SEIG is insufficient. Control strategy developed in this scheme not only takes care of the

charge/discharge of the battery but also maintains SEIG rated voltage. When prime mover

speed increases, imbalance of active power occurs, and SEIGfrequency rises above the

rated value. To Maintain SEIG frequency, available excess active power stored in the battery

bank and VSI absorbs that active power. But when the battery bank is fully charged or when

the power through the VSI exceeds its rated value, dump load draws available excess active

power. Similarly, VSI injects active power when the SEIG frequency decreases due to

increase of load or reduction of wind speed. Limitation of this scheme is the involvement

of dump load.

B Singhet al. [56] proposed an electronic load controller (ELC) for SEIG to regulate
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2.3 Voltage and frequency controller of SEIG
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Figure 2.8: Control strategy of current controlled based STATCOM to regulate SEIG volt-
age

voltage and frequency as presented in Fig. 2.9. This type of regulator is suitable for low-

power rating (less than 50 kW), uncontrolled hydro power unit. Here, for maintaining

constant output power of SEIG with variation to consumer load, controllable dump loads are

connected as described in [49]. Three-phase ELC comprises of a three-phase uncontrolled

rectifier, filtering capacitor, chopper, and dump load. For low power applications, a single

phase ELC is used where a three-phase rectifier replaced by single-phase rectifier. Other

components are same but with different ratings and an IGBT isused for chopper. The

efficiency of the system is low because of dump load so unattractive.

Perumalet al. [16] proposed voltage and frequency regulator of SEIG usinggeneralized

impedance controller (GIC) suitable for wind turbine driven SEIG. Control scheme of GIC

based SEIG system is presented in Fig. 2.10. GIC is nothing but a pulse-width modulated

(PWM) bidirectional voltage source inverter (VSI) with a bank of battery connected at its

DC bus and reactorXc connected across AC bus. GIC operates as a variable impedance

across SEIG. In this scheme, SEIG peak voltage and rated peakare compared, and error

passed to thePI controller. The output ofPI controller (modulation index) is multiplied
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Figure 2.9: Schematic diagram of voltage and frequency regulator of SEIG using ELC

with sine wave of unit amplitude and reference frequency, and then compared with carrier

wave to obtain switching signalsSa, Sb, Sc, Sa, Sb, Sc of VSI for providing gate drives to

IGBTs. SEIG voltage is regulated by updating modulation index of VSI and phase angle

δ between fundamental component of inverter output voltage and SEIG terminal voltage.

Here, SEIG terminal frequency follows GIC frequency that isset at 50 Hz.Correction: The

advantages of this control scheme are simplicity and requirement of three voltage sensors

along with one PI controller.
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Figure 2.10: Schematic diagram of voltage and frequency regulator of SEIG using general-
ized impedance controller

B Singh and Kasal [57] proposed solid state voltage and frequency regulator which is

suitable for wind turbine driven SEIG. The schematic diagram of the controller is shown
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2.3 Voltage and frequency controller of SEIG

in Fig. 2.11. The controller comprises three-phase IGBT based voltage source converter

along with a battery at its DC link. Unit amplitude templates(ua, ub, uc) are computed by

dividing instantaneous voltages with peak voltage. Quadrature components (wa, wb, wc)

are 90◦ leading to corresponding (ua, ub, uc). Two PI controllers are used in this voltage

and frequency control scheme. Peak voltage of the SEIG and rated SEIG peak voltage are

compared and error passed toPI voltage controller. Output of thisPI controller isi∗smq.

Similarly, SEIG terminal frequency and rated frequency arecompared and error passed to

PI frequency controller. Output of thisPI controller isPc. By dividing difference of filtered

load power andPc with SEIG peak amplitude,i∗smd is computed. Active or, in-phase ref-

erence source currents (i∗sad, i∗sbd, i∗scd ) are computed by multiplying (ua, ub, uc) with i∗smd.

Reactive or, quadrature reference source currents (i∗saq, i∗sbq, i∗scq ) are computed by multi-

plying quadrature current templates (wa, wb, wc) with i∗smq. Reference source currents are

generated from reactive reference source currents (responsible to control voltage) and ac-

tive reference source currents (responsible to control frequency). Reference source currents

and sensed source currents are responsible to generate gatepulses. This control scheme is

disadvantageous owing to its huge computational burden forgenerating reference source

current and use of twoPI controllers.
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Figure 2.11: Schematic diagram of voltage and frequency regulator of SEIG using solid
state regulator

Kasalet al. [58] developed STATCOM based voltage regulator to control SEIG peak

voltage. Here, a dynamic load is connected across SEIG and control scheme verified exper-
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2.3 Voltage and frequency controller of SEIG

imentally by using DSP processor.

Palwalia and Singh [59] proposed DSP based fuzzy voltage andfrequency regulator for

self-excited induction generator. This scheme used an equal time ratio control AC chopper

controllable load. The consumer load and SEIG controller are connected in parallel across

SEIG. The SEIG total power is the sum of consumer load power and dump load power.

Dump power of this scheme controlled through IGBTs. WhenR load connected to SEIG,

transfers of power from dump load to consumer load occur and load seen by SEIG behaves

as constant. The limitation of this scheme is the proper design of dump load and wasted of

power in dump load makes the voltage regulating scheme unattractive.

Youssef [9] proposed voltage and frequency regulator of SEIG as shown in Fig. 2.12

using pulse width modulation converter with variable DC-link voltage. In this scheme extra

switch is absent, and SEIG voltage maintains with variationto load and speed perturbations

by updating modulation index. In this way, this is differentfrom [49]. Proper selection

of Rdc is essential, this is one limitation of this scheme. The presence ofRdc is another

disadvantage of this scheme as power wasted unnecessarily.
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Figure 2.12: Schematic diagram of voltage controller of SEIG using DC load controller

Genget al. suggested [60] a direct voltage control (DVC) scheme to control voltage

and frequency of SEIG. This scheme consists aPI controller, lead-lag corrector and a feed-

forward compensator. To validate this DVC scheme resistive-inductive and non-linear load

used. Lead-lag corrector is used to extend the stability margin. Voltage harmonics are

obtained in this scheme due to the cross-coupling matrix, toalleviate these harmonics feed-

forward compensator is used.

Lu et al. [61] proposed a voltage regulating scheme of STATCOM based SEIG by com-

bining Discrete Wavelet Transform (DWT) and particle swarmoptimization (PSO) tech-

nique as presented in Fig. 2.13. Here, two different types ofinduction machines (i) copper

rotor induction motor (CRIM) (ii) conventional aluminum rotor induction motor (ARIM)

are used as SEIG. Transient appears in SEIG system due to loadconnection, which is de-
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2.3 Voltage and frequency controller of SEIG

tected by using DWT. Load connection across SEIG demands adjustment of reactive power

to maintain SEIG voltage that is computed by using PSO. Commonly in STATCOM based

SEIG, reference source currents are generated fromi∗smd and i∗smq. In this scheme,i∗smq is

computed by dividing SEIG terminal voltage with net reactance (Xctotal−Xc). PSO VAR

estimator unit provides estimated reactance capacitanceXctotal after load connection and

Xc is the reactance of excitation capacitance required to develop rated SEIG voltage. Au-

thors have presented experimental results employing 16-bit digital signal controllers using

dsPIC33F family. The demerits of this control strategy are requirement of six number of

sensors, three for sensing currents to detect load transient and three to compute SEIG peak

voltage for computing VAR estimation using PSO.

VAR estimator

using PSO

Voltage 
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Current sensor

PWM generator

STATCOM
Capacitor 

 Bank

Prime-mover

Induction machine

a

b

c
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v

Transient detection unit
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Figure 2.13: Schematic diagram of voltage controller of SEIG using wavelet/PSO based
embedded system integrated with SEIG and STATCOM

Chauhanet al. [1] developed a voltage scheme of SEIG using Static Synchronous Se-

ries Compensator (SSSC) for different types of load such as resistive-inductive (R− L),

resistive-capacitive (R−C) and dynamic motor loads. Schematic diagram of SSSC based

SEIG is shown in Fig. 2.14, where SSSC consists CC-VSI, DC link battery and ripple LC

filter. This scheme has only onePI controller that is responsible for generating reference

supply current. Peak of the load voltagevm is calculated to inject compensating voltage that

is required to maintain voltage. Sovm andvmre f are compared and error sends as input to

PI controller. The output of thePI controller is peak of the reference currentimre f, which

is responsible for maintaining the load voltage by controlling reactive power. The in-phase

current templates (ua, ub, uc) are computed from line currents (isa, isb, isc) and quadrature

current templates (wa, wb, wc) are computed from in-phase current templates. Reference

supply currents (i∗sa, i
∗
sbandi∗sc) are generated by multiplyingimre f with (wa, wb, wc). Finally,

reference supply currents and SEIG currents are two inputs to hysteresis current controller

for generating gate signals. SSSC behaves as an inductor when the injected voltage is in

quadrature leads to the line current. SSSC behaves as a capacitor when the injected voltage

is in quadrature lags to the line current. This scheme is valid to regulate SEIG voltage only
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2.4 Fault analysis of SEIG

and not applicable to regulate SEIG frequency.
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Figure 2.14: Schematic diagram of SSSC based SEIG voltage controller

Deraz and Kader [62] presented a control strategy by connecting current controlled

voltage source inverter (CC-VSI) with electronic load controller across consumer load to

regulate the voltage of SEIG. To generate reference source currents, two fuzzy logic PI

controllers are used.

Hence, from the above review, it is observed that Perumalet al. [16] present a simple

control scheme for SEIG. To control voltage SEIG is integrated with GIC where three

voltage sensors used to control SEIG voltage. Hence, selected in this thesis and extended

the work further to develop a voltage control scheme using optimal proportional and integral

gains within stable zones along with one voltage sensor.

2.4 Fault analysis of SEIG

Due to the importance of SEIG, it is felt that performance analysis of SEIG during bal-

anced and unbalanced faults should be studied. Furthermore, fault detection in SEIG and

classification of those faults of SEIG are also challenging issues. Very few literatures are

available related to transient performance analysis of SEIG during faults. Jainet al. [12]

presented transient performance analysis of SEIG during balanced and unbalanced faults

usingd−q axis in stationary reference frame. Authors reported [12] that voltage collapse

and de-excitation occurs in SEIG, during three phase short circuit, line-to-line fault, sin-
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2.4 Fault analysis of SEIG

gle line opening and single phase capacitor opening. Excessive high torque and sustained

vibration torque occurs during these cases. Excessive hightorque and sustained vibration

torque are extremely dangerous for SEIG leading to increased maintenance cost and risk

of shaft failure. Iyeret al. [13], presented time taken to re-excite the SEIG depends upon

saturation level, excitation capacitance, discharge time, type of fault and duration of fault.

In [13], authors also reported that the re-excitation time is more compared to pre-fault ex-

citation time. If the fault is detected and cleared before the excitation decays to zero, time

takes to re-excite the SEIG reduces.

So, it is a challenging issue to select an effective signal processing technique that can

provide information from these nonlinear and non-stationary signals. In literature number

of signal processing techniques are suggested. Discrete Fourier transform (DFT) is one of

the fast technique to provide frequency information only but does not provide any informa-

tion regarding the time occurrence of frequency components[63]. Hence, this technique

is restricted to as an alternative to stationary signals only. The use of Short-Time Fourier

Transform (STFT) with a constant window for all frequenciespresent in the signal (espe-

cially for non-stationary signals) [64] is used as an alternative to Discrete Fourier Transform

(DFT). It provides constant resolution for all frequenciesfor the whole signal. By using a

wide window, it is possible to analyze low-frequency components (good frequency resolu-

tion) but not able to get good time resolution. To get good time resolution, narrow window

is essential. So STFT provides good resolution either in time or frequency domain depend-

ing on the size of window. The wavelet transform is addressedin literature after that to

avoid the constant window problem of STFT. The WT uses shorter windows at high fre-

quency and wider windows for low frequency. Hence, WT is capable of monitoring closely

the features of non-stationary signals. Iyeret al. [13] used Discrete Wavelet Transform

(DWT) for fault detection of SEIG system. However, wavelet transform analysis results

depend on selection of the mother wavelet [65].

Recently Hilbert-Huang Transform (HHT) has grabbed the attention of researchers

to analyze non-stationary signals [66] using empirical mode decomposition (EMD) and

Hilbert transform (HT) [67]. EMD is a self-adaptive signal processing technique. The ba-

sis of this technique is on the local characteristics time ofa signal. EMD decomposes the

signal into a collection of oscillating components known intrinsic mode functions (IMFs)

using a shifting procedure. IMFs work as the basis function that are computed by the signal

itself [68]. Hence, HHT is used in this thesis for fault analysis of SEIG system.

The following chapters present the details of work done and contributions of the the-

sis.

22



Chapter 3

Dynamic modeling and performance

analysis of wind driven SEIG system

3.1 Introduction

Currently to meet the never-ending electrical energy demand, researchers are giving more

emphasize on renewable energy sources such as the wind, solar, small hydro and biogas.

Out of the available renewable energy sources, wind power isclean and abundantly avail-

able in vast areas like mountain, on the shore, offshore, remote and isolated areas. Due to

lower cost, rugged construction and maintenance-free operation induction generators are

found to be an excellent option for wind power plants [69]. Induction generator requires an

adequate amount of reactive power which must be provided externally to set up the mag-

netic field needed to convert the available mechanical powerat its shaft into electrical power

[70]. Reactive power can be supplied to the induction generator by connecting it to with

grid, and this mode is called a grid-tied mode. Alternatively, by connecting appropriate

value of capacitor bank, reactive power can be supplied to the induction generator. Such

mode is called an isolated or stand-alone mode, and the generator is called Self-Excited

Induction Generator (SEIG). Prime mover for the SEIG may be awind turbine or, micro-

hydro turbine. In this chapter the prime mover considered isa wind turbine. Steady state

and transient analysis of such wind turbine driven SEIG system are beneficial for design

and performance prediction of the SEIG system.

This chapter presents the step-by-step development of models for different units of

the SEIG with the steady-state and transient analysis for performance prediction and design

of excitation capacitor. Various types of load can be connected with SEIG. In this chapter

resistive,R−L and induction motor (IM) load are connected to SEIG.

Section 3.2 describes modeling of the wind turbine. Section3.3 presents the ana-
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3.2 Modeling of wind turbine

lytical determination of minimum excitation capacitance required for SEIG followed by

dynamic modeling of SEIG in section 3.4. Excitation modeling is given in section 3.5 fol-

lowed by modeling of different types of load in section 3.6. Induction motor as a dynamic

load on SEIG is also modeled in the section 3.6.3. Section 3.7presents the simulation and

experimental results of the SEIG system. Summary of the chapter is presented in section

3.8.

3.2 Modeling of wind turbine

Fig. 3.1 shows schematic diagram of a SEIG system, where the prime mover is a wind

turbine. Wind turbine driven SEIG system is used in isolatedareas where an extension of

the grid is not feasible.The wind turbine employed in these areas is up to 100 kW rating and

called a small wind turbine. The wind turbine converts the kinetic energy available in the

wind into mechanical energy. The power available in the windis given by the time-rate of

kinetic energy of the flowing air mass and expressed as follows.

Pω = 0.5ρAv3
ω (3.1)

Load

Capacitor 
 Bank

Prime-mover Induction 
machine

Figure 3.1: Schematic diagram of a SEIG system

The wind turbine does not capture the total power available in the wind. The amount of

power captured by the wind turbine is given as follows.

Pt = 0.5CpρAv3
ω (3.2)

whereρ , is the density of air (generally 1.21 kg/m3). A is the exposed area by the wind

turbine in m2. vω is the wind speed in m/s.(Cp = Pt
Pω
) is the power coefficient of the

wind turbine. Theoretical maximum value ofCp is (0.59) [71] given by Betz limit but in

commercial turbines (maximum value approximately 0.46).Cp is expressed as a function
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3.2 Modeling of wind turbine

of the tip speed ratio (λ ) and blade pitch angle (β ), given by equation (3.3) [72].

Cp(λ ,β ) = 0.5176

(
116
λi

−0.4β −5

)
e
−21
λi +0.00068λ (3.3)

where
1
λi

=
1

λ +0.08β
− 0.035

β 3+1
(3.4)

Tip speed ratio is expressed as

λ =
ωT r
vω

(3.5)

where,r is the radius of the swept area of the wind turbine in m.ωT is the turbine angular

speed in rad/s. For the wind turbine of 4.2 kW with pitch angle, β = 0◦ theCp versusλ has

the shape shown in Fig. 3.2. For a fixed pitch wind turbine, theCp versusλ curve is same

for different wind speed and has same maximum valueCpmax for the optimum valueλopt

for each wind speed as depicted in the Fig. 3.2.
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Figure 3.2: Power coefficient(Cp) vs tip speed ratio(λ )

Mechanical power versus turbine speed plot for this type of fixed turbine is shown in

Fig. 3.3. The maximum power extracted by the turbine and the turbine speed at which the

maximum power occurs increase with the increase in the wind speed. To generate electrical

power from wind, wind turbine is connected to a generator. Asmentioned, for isolated areas

SEIG is the suitable option for generating electrical powerfrom wind. But SEIG needs an

appropriate value of capacitance for excitation. Minimum capacitance value required for

SEIG at no load is derived in the next section.
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Figure 3.3: Mechanical power vs turbine speed at different wind speeds

3.3 Determination of minimum excitation capacitance value
for the SEIG

For determining minimum capacitance value, the per-phase equivalent circuit of three-phase

SEIG withR−L load and an excitation capacitor is shown in Fig. 3.4. All thevariables and

parameter values of Fig. 3.4, are expressed in per unit (p.u)for convenience of analysis.

Fig. 3.5 is the simplified representation of the circuit of Fig. 3.4 and the total impedance of

the circuit is represented byZt .

where,

Zt = Zs+(ZL||Zc)+(Zm||Zr).

Zs =
Rs
F + jXls, ZL = RL

F + jXL. Zc =
− jXc
F2 , Zm = jXm andZr =

Rr
F−ν + jXlr .

Vg
F is the ratio of air gap voltage to frequency, which depends onthe magnetic flux and hence

magnetizing reactance.
VL
F is the ratio of terminal voltage to frequency.

F,ν are p.u frequency and p.u speed of SEIG, respectively.

C, Xc are per phase value of excitation capacitance and its p.u reactance ( at base frequency).

Rs, Rr , RL are p.u stator resistance, rotor resistance and load resistance, respectively.

Xls, Xlr , XL are p.u stator leakage reactance, rotor leakage reactance and load reactance,

respectively.

Xm is p.u saturated magnetizing reactance.

By applying loop analysis to the circuit in Fig. 3.5 at steadystate, the expression

obtained is

IsZt = 0 (3.6)
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whereIs is the steady state stator current. The self-excitation process of SEIG requires that

the current in the loop,Is in equation (3.6) is not zero. So at, steady state

Zt = 0 (3.7)

ZLZc

ZL +Zc
+Zs+

ZrZm

Zr +Zm
= 0 (3.8)

ZLZc

ZL +Zc
=−(Zs+

ZrZm

Zr +Zm
) (3.9)

Zc

1+(Zc
ZL
)
=−(Zs+

ZrZm

Zr +Zm
) (3.10)

At no loadZL = 8. Hence,

Zc =−(Zs+
ZrZm

Zr +Zm
) (3.11)

Zc(Zr +Zm)+Zs(Zr +Zm)+ZrZm = 0 (3.12)

Substituting the impedances by circuit parameters in equation (3.12) and rearranging the

terms, provides following expression.

− jXc

F2

(
Rr

F −ν
+ j(Xlr +Xm)

)
+ jXm

(
Rr

F −ν
+ jXlr +

Rs

F
+ jXls

)

+

(
Rr

F −ν
+ jXlr

)(
Rs

F
+ jXls

)
= 0

(3.13)
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− jXcRr

F2(F −ν)
+

Xc

F2(Xlr +Xm)+ jXm

(
Rr

F −ν
+

Rs

F

)
−Xm(Xlr +Xls)

+
Rr

F −ν
Rs

F
−Xlr Xls+ j

(
Rr

F −ν
Xls+

Rs

F
Xlr

)
= 0

(3.14)

Cmin is determined by equating the imaginary part of the (3.14) tozero, and computed as

follows.

−XcRr

F2(F −ν)
+Xm

(
Rr

F −ν
+

Rs

F

)
+

(
Rr

F −ν
Xls+

Rs

F
Xlr

)
= 0 (3.15)

By considering (Xls = Xlr ), equation (3.15) is simplified as follows.

−Xc

(
Rr

F2(F −ν)

)
+Xm

(
Rr

F −ν
+

Rs

F

)
+

(
Rr

F −ν
+

Rs

F

)
Xls = 0 (3.16)

−Xc

(
Rr

F2(F −ν)

)
+(Xm+Xls)

(
Rr

F −ν
+

Rs

F

)
= 0 (3.17)

−Xc

(
Rr

F2(F −ν)

)
=−(Xm+Xls)

(
Rr

F −ν
+

Rs

F

)
= 0 (3.18)

Xc = (Xm+Xls)

(
Rr

F −ν
+

Rs

F

)
F2(F −ν)

Rr
(3.19)

Malik and Mazi [41] computed the ratioFν with minimum capacitance value for induction

machine at no load taking different speeds. It is reported that the ratioF
ν ≈1. So, it is

concluded that during no-load conditions of SEIG, the machine slip is almost zero and the

pu frequency of the generated voltage is almost equal to thepu rotor speed [41]. Based on

this, here taken,F ≈ ν andF −ν ≈ 0. These values are substituted in equation (3.19) and

Xcmaxor,Cmin can be obtained as follows.

Xcmax≈ (Xls+Xm)ν2 (3.20)

Cmin=
1

ω(Xls+Xm)ν2 (3.21)

From the above equation, it is concluded that minimum excitation capacitanceCmin required

for SEIG during no load condition varies inversely as sum of leakage reactance and magne-

tizing reactance and also the rotor speed of the SEIG. To validate the developed expression,

the calculated capacitance value is used in simulation and experiment on the SEIG. Next

section describes the mathematical representation of the SEIG using thed−q axis station-

ary reference frame.
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3.4 Modeling of SEIG

As described in section 2.2, SEIG performance can be analyzed using per-phase equivalent

circuit approach andd−q axis model based on the generalized machine theory. Per-phase

equivalent circuit approach involves the loop impedance method and the nodal admittance

method. Steady-state performance of SEIG can be evaluated using per-phase equivalent

circuit approach, but it has limitations to analyze the transient phenomenon [34]. To analyze

the dynamic performance of SEIG under different types of loading condition, in this section

thed−q axis stationary frame model of induction machine [73] is presented. Usingd−q

components of the stator and rotor currentsisd, isq, ird and irq as state variables, electrical

dynamics of the SEIG is represented by state-space model as given in equations (3.22)-

(3.25) [35].

disd

dt
=

1
(LsLr −L2

m)
[ωrL

2
misq−Lr rsisd+ωrLmLr irq+Lmrr ird +Lrvsd] (3.22)

disq

dt
=

1
(LsLr −L2

m)
[−Lsrsisq−ωrL

2
misd+Lmrr irq−ωrLmLr ird +Lrvsq] (3.23)

dird
dt

=
1

(LsLr −L2
m)

[ωrLmLsisq+ rsLmisd−ωrLsLr irq− rrLsird +Lmvsd] (3.24)

dirq
dt

=
1

(LsLr −L2
m)

[rsLmisq+ωrLmLsisd−Lsrr irq+ωrLsLr ird −Lmvsq] (3.25)

where,

Ls = Lls+Lm (3.26)

Lr = Llr +Lm (3.27)

In equations (3.22)-(3.25), subscriptsv andi are for instantaneous voltage and current. Sub-

scriptsd andq are for the direct and quadrature axes. Subscriptss andr are for the stator

and rotor variables. Subscriptl is for leakage component. Subscriptm is for magnetizing

component. SubscriptL is for inductance. Subscriptr is for resistance. Subscriptωr is for

electrical rotor speed of SEIG. Magnetizing currentim is determined fromisd, isq, ird andirq
using the expression (3.28) [35].

im =
√

(isd+ ird)2+(isq+ irq)2 (3.28)

As the magnetization characteristic of SEIG is nonlinear, magnetizing inductanceLm varies

with magnetizing currentim. From synchronous speed test, relation between magnetizing
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inductanceLm and magnetizing currentim are obtained and expressed as

Lm = f (im) (3.29)

The electromagnetic torqueTe of SEIG is given by equation (3.30) [35].

Te =

(
3
2

)(
P
2

)
Lm[isqird − isdirq] (3.30)

The torque balance equation of the SEIG is

Tdrive= Te+J

(
2
P

)
dωr

dt
(3.31)

where,Tdrive is the mechanical input torque of SEIG.J is the moment of inertia of rotor.

P is the number of poles of SEIG, respectively. The torque balance gives speed dynamic

equation
dωr

dt
=

P
2J

(Tdrive−Te) (3.32)

Capacitor being one major part of SEIG, the excitation modeling for SEIG system is de-

scribed in the next section.

3.5 Excitation modeling

The excitation system dynamics are described usingd−q components of stator voltage (vsd

andvsq) as state variables, as given in equations (3.33)-(3.34).

dvsd

dt
=

ied

Ced
(3.33)

dvsq

dt
=

ieq

Ceq
(3.34)

Three-phase SEIG voltages and currents are transformed from a−b−c to d−q stationary

reference frame and vice-versa [73], using equations (3.35) and (3.36).




va

vb

vc


=




0 1

−
√

3
2 −1

2√
3

2 −1
2





vsd

vsq


 (3.35)
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
vsd

vsq


=


0 − 1√

3
1√
3

1 0 0







va

vb

vc


 (3.36)

The value of minimum capacitor required for voltage build upof SEIG as determined from

(3.21) is substituted in the equations (3.33) and (3.34). The d− q modeling of different

types of load are described in the next section.

3.6 Load modeling

Different types of load such asR, R−L and induction motor (IM) load are normally con-

nected to the wind turbine driven SEIG system. To get the performance of complete system,

modeling of only wind turbine and SEIG are not sufficient. Additionally, modeling of loads

is also essential. These are presented in the subsequent subsections.

3.6.1 For resistive load

Thed andq axes current equations for the balancedR load connected to SEIG are given as

i ld =
vsd

Rld
(3.37)

i lq =
vsq

Rlq
(3.38)

whereRld andRlq ared andq components of load resistances

3.6.2 ForR−L load

The d andq axes current equations for the balancedR− L load connected to SEIG are

expressed as
dild
dt

=
vsd

Lld
− i ld

Rld

Lld
(3.39)

dilq
dt

=
vsq

Llq
− i lq

Rlq

Llq
(3.40)

whereLld andLlq ared andq components of load inductances.

3.6.3 Modeling of induction motor as dynamic load

Three phase induction motor (IM) is often used as a dynamic load on SEIG. Thed− q

model of symmetrical three phase squirrel cage IM in the current state-space form [74], is
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given by
d
dt
[imM] = [LmM]

−1([vmM]− [rmM][imM]−ωmm[GmM][imM]) (3.41)

where,

[vmM] = [vsdm vsqm vrdm vrqm]
T

[imM] = [isdm isqm irdm irqm]
T

[rmM] = diag[Rsm Rsm Rrm Rrm]

[
LmM

]
=




Llsm+Lmm 0 Lmm 0

0 Llsm+Lmm 0 Lmm

Lmm 0 Llrm +Lmm 0

0 Lmm 0 Llrm +Lmm




[
GmM

]
=




0 0 0 0

0 0 0 0

Lmm 0 Llrm+Lmm 0

0 −Lmm 0 −Llrm +Lmm




where,

isdmandisqm, ared andq components of stator currents of IM load, respectively.

irdm andirqm, ared andq components of rotor currents of IM load, respectively.

vsdm, vsqm, ared andq components stator voltages of IM load, respectively.

vrdm andvrqm ared andq components rotor voltages of IM load, respectively.

ωmm is mechanical rotor speed of IM load.

Rsm is stator resistance of IM load.

Rrm is rotor resistance of IM load.

Llsm is stator leakage inductance of IM load.

Llrm is rotor leakage inductance of IM load.

Lmm is unsaturated mutual inductance of IM load.

The developed electromagnetic torque and torque balance equations of the IM load, are

given as [74]

Tem=

(
3Pm

4

)
(Lmm)(isqmirdm− isdmirqm) (3.42)

Tem= TLm+Jm
dωmm

dt
(3.43)

dωmm

dt
=

1
Jm

(Tem−TLm) (3.44)
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where,TLm is load torque applied to IM load,Jm is moment of inertia of IM load,ωrm is

electrical rotor speed of IM load andPm is number of poles of IM load.

3.7 Results and Discussion

To develop the wind turbine driven SEIG system, a 4.2 kW wind turbine and a 3.7 kW in-

duction machine are taken and simulated in MATLAB/Simulinkenvironment. Parameters

of the wind turbine model are given in Table 3.1 and availablein [75].

Table 3.1: The parameters of the wind turbine model

Rated power capacity 4.2 kW

Blade diameter 4.9 m

Swept area 19 m2

Number of blades 3

Parameters of the induction machine used as SEIG are measured by conducting different

tests (d.c resistance test, blocked rotor test and synchronous speed test) in the laboratory.

The parameters of the 3.7 kW, 415 V, 7.5 A, 50 Hz, 1500 r.p.m SEIG obtained from exper-

iments are given in Table 3.2.

Table 3.2: Parameters of induction machine used as SEIG

Rs Rr Xls Xlr Xm J

7.34Ω 5.64Ω 6.7Ω 6.7Ω 157Ω 0.16 kg/m2

The magnetization characteristic of the SEIG is nonlinear.From the synchronous speed

test, the relation between magnetizing inductanceLm and magnetizing currentim is ob-

tained and represented in the form of a polynomial [76]. A fifth-degree polynomial is taken

in this thesis and given as:

Lm = a5i5m+a4i4m+a3i3m+a2i2m+a1im+a0 (3.45)

wherea5, a4, ....... anda0 are constants obtained through curve fitting with experimentally,

corresponding characteristics given in Fig. 3.6. The valueof these constants are given in

Table 3.3.
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Figure 3.6: Graph of the identified (black) and approximated(red) magnetizing inductances
vrs magnetising current

Table 3.3: The constants of the magnetization characteristics of SEIG

a5 a4 a3 a2 a1 a0

-0.0038 0.0576 -0.304 0.713 -0.853 1.043

3.7.1 SEIG voltage build-up process at no-load

Simulation of wind driven SEIG system is carried out in MATLAB/Simulink environment.

To simulate the wind turbine driven SEIG system, 4.2 kW wind turbine (taking data given

in Table 3.1) is connected with the 3.7 kW SEIG (taking data given in Table 3.2) through a

gear box. The speed ratioN1 : N2 of gear box for this work is taken (1:3). Minimum value

of capacitance for the SEIG system at no load is calculated using the developed expression

(3.21).Cmin is 19 µF but capacitance value selected is more than thisCmin value. Capaci-

tance value selected for the SEIG system in this work is 21.5µF. For wind speed of 9.8 m/s

SEIG r.m.s voltage developed is 415 V corresponding to peak voltage of 586.8 V. Stator

peak line current is 6.9 A. Simulation results of wind turbine driven SEIG system at no load

are shown in Fig. 3.7. SEIG line voltage and peak SEIG line voltage during no-load are

presented in Fig. 3.7 (a) and (b), respectively. It is observed that SEIG voltage increases

from zero voltage and settles to rated peak voltage 586.8 V att=0.55 s. Fig. 3.7 (c) shows

SEIG stator current increases from zero A to 6.9 A. SEIG frequency at no-load is presented

in Fig. 3.7 (d). It is observed that SEIG frequency reaches to50 Hz at t= 0.55 s, as soon as

SEIG voltage achieves steady-state rated value.

Fig. 3.8 shows the experimental set up of SEIG system. Captured experimental

waveforms of SEIG during no load condition at 1500 r.p.m are depicted in Fig. 3.9. The

Fig. 3.9 has two windows. In the top window the top figure represents SEIG stator line
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Figure 3.7: Simulation results of wind driven SEIG system atno load: (a) Line voltage of
SEIG (b) Peak of the line voltage of SEIG (c) Stator line current of SEIG (d) Capacitor
current (e) Frequency of SEIG

voltage and the bottom figure represents SEIG stator line current. The bottom window of

Fig. 3.9 represents the zoomed version of top window. The scale for stator line voltage is

400 V/div and stator current 10 A/div. It is observed from thebottom window of Fig. 3.9

that peak of the SEIG line voltage between phase ‘a’ and ‘b’ atno load is 590 V and stator

peak line current of phase ‘a’ 6.5 A. Captured experimental results of no-load SEIG stator

voltage and stator current are close to the simulation results of no-load SEIG stator voltage

and stator current.
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Figure 3.8: Experimental set up of SEIG system

Figure 3.9: Experimental waveforms of SEIG stator voltage and current build-up process
of SEIG system at no load

3.7.2 Performance of SEIG during different loading condition

Successful voltage build-up process of SEIG can only allow to connect a load to it. The load

is connected with SEIG, after the successful development ofrated voltage. The performance

of wind driven SEIG system under the different types of load and wind speed perturbations

are described in the subsequent subsections.
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(a) Performance of wind turbine driven SEIG system during resistive loading condi-
tion

To observe the performance of SEIG during loading condition, a star connected resistive

load of 100Ω/phase is connected with SEIG at t=1 s for the simulation. Resistive load

draws active power from the SEIG, which causes voltage drop across stator impedance.

As a consequence SEIG terminal voltage reduces causing the reduction of reactive power.

Finally terminal voltage settles at a value below the rated voltage. Fig. 3.10 depicts the

simulation results of SEIG system with a 100Ω/phase load. Fig. 3.10 (a), shows that at t=1

s, the peak SEIG line voltage decreases from rated peak of 586.8 V to 469 V. Fig. 3.10 (b)

shows SEIG stator line current decreases from 6.8 A to 5.8 A. Load current is shown by

Fig. 3.10 (c) which increases from 0 to 2.9 A at t=1 s and settles at 2.7 A. SEIG frequency

decreases from 50 Hz to 46.69 Hz as presented in Fig. 3.10 (d).Fig. 3.10 (e) shows that

active power drawn at no-load condition is zero W and at t=1 s,after connecting the load,

active power of SEIG changes and settles at -1100 W. The sign convention being active

power associated with the generator is negative. Fig. 3.10 (f) shows that the reactive power

demanded by SEIG at no load is -3490 VAR. The sign convention being reactive power as-

sociated with SEIG is negative. After resistive loading, due to decrease in terminal voltage

reactive power changed from -3490 VAR and settles at -2084 VAR.

Time (s)         
(b)              

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

I sa
 (

A
)

-5.8

0

5.8

 Time (s) 
 (d)      

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2F
re

qu
en

cy
 (

H
z)

46.69
50

55

             
             

Time (s)     
 (f)         

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2R
ea

ct
iv

e 
po

w
er

  (
V

A
R

)

-3490

-2084

0

Time            
 (e)            

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

R
ea

l p
ow

er
 (

W
)

-1100

0

1000

Time (s)   
  (c)      

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

I lo
a

d (
A

)

-2.7
0

2.7

           Time (s)                                      
           (a)                                           

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

V
a

b (
V

)

-586.8

0

469

Figure 3.10: Simulation results of SEIG with resistive loading: (a) SEIG stator line voltage
(b) SEIG stator line current (c) Load current (d) SEIG frequency (e) SEIG active power (f)
Reactive power demanded by SEIG

By taking the same resistive load, the experiment is conducted. Corresponding results are

shown in Fig. 3.11. Fig. 3.11 has two windows, bottom window is the zoomed version of

top window. Each window contains waveforms of SEIG line voltage between phase ‘a’
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Figure 3.11: Captured experimental waveforms of SEIG stator line voltage and load current
during loading condition

and ‘b’, and line current of phase ‘a’ of star connected load.Scale for stator line voltage

is 400 V/div and load current 5 A/div. It is observed from the Fig. 3.11 that SEIG peak

voltage decreases from rated voltage 586.8 V to 464 V due to load connection and load

current increases from 0 A to 2.5 A. Experimental SEIG voltage and load current obtained

are close to the simulation results. Close agreement between simulation and experimental

results depicts the validation of the transient model.

(b) Performance of wind turbine driven SEIG system during R−L loading condition

The performance of SEIG duringR−L load switching is studied by connecting aR−L load

of 0.9 power factor,Z = 100+ j48.42 Ω/phase to SEIG at t=1 s. In this type of loading,

SEIG provides only active power to the load, and excitation capacitor provides reactive

power to the load. Fig. 3.12 (a) shows that active power from SEIG changes from zero W

at no-load to -270 W at steady-state after loading. Fig. 3.12(b) shows that reactive power

demanded by SEIG changes from -3490 VAR before loading to -508 VAR after loading

due to decrease in terminal voltage. Reduced reactive powerto the machine causes further

reduction in SEIG terminal voltage. During this loading condition SEIG stator voltage is

reduced from rated peak voltage 586.8 V to 257.2 V as seen in Fig. 3.12 (c). SEIG stator

peak line current reduces from 6.9 A before loading to 2.57 A after loading, as seen from

Fig. 3.12 (d). Peak load current increases from 0 to 1.31 A after loading as evident from

Fig. 3.12 (e). SEIG frequency reduces from 50 Hz before loading to 47.52 Hz after loading,
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Figure 3.12: Simulation results of SEIG withR−L load switching: (a) SEIG active power
(b) Reactive power demanded by SEIG (c) Stator peak voltage (d) Stator line current (e)
Load current (f) SEIG frequency

as observed from Fig. 3.12 (f). If SEIG is overloaded, then excitation fails and voltage

collapses, as described in the next subsection.

(c) Performance of wind turbine driven SEIG system during insertion of overload

The SIEG is operated initially on no-load to develop rated voltage of 415 V r.m.s or, 586.8

V peak. A three phase balanced star connectedR− L load at 0.9 power factor given by

Z= 50+24.21Ω/phase is inserted at SEIG terminals. Fig. 3.13 (a) shows that active power

from SEIG changes from no-load value of zero to peak transient value of about -1460 W

but finally changes to steady-state value of zero. Fig. 3.13 (b) shows that reactive power

demanded by SEIG has a no-load value of -3490 VAR before loading which settles at zero

after loading. The amount of active and reactive power demanded by the load are more

which leads to the SEIG voltage collapse as presented in Fig.3.13 (c). It is observed that

the peak voltage of SEIG decreases from no-load value of 586.8 V to zero after loading.

Load current increases from zero (no-load value) to peak value of 5 A during transient

period after loading, which finally collapses to zero as shown in Fig. 3.13 (d) due to voltage

collapse. Fig. 3.14 shows the experimental results during overload of SEIG. In Fig. 3.14,

top window depicts the waveforms of SEIG line voltage and load current, while bottom

window shows the zoomed version of top window. Scale taken for stator line voltage is 400

V/div and load current 5 A/div. It is observed from Fig. 3.14 that due to the connection of

over load, SEIG voltage collapses to zero. This voltage collapse occurred because of high
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Figure 3.13: Simulation results of overloaded SEIG system:(a) SEIG active power (b)
Reactive power demanded by SEIG (c) Stator line voltage (d) Load current

starting load current of approximately 7.5 A. The performance of SEIG feeding induction

motor (IM) load is described in the next subsection.

Figure 3.14: Experimental waveforms of overloaded SEIG line voltage and load current

(d) Performance of wind driven SEIG system feeding induction motor load

An induction motor (IM) is connected with the wind turbine driven SEIG to observe the

performance of SEIG. The specifications of the IM taken as a load are: 1.5 kW, 415 V, 3.2
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A, 50 Hz, 1500 r.p.m, delta connected. Its parameters are given in Table 3.4.

Table 3.4: The parameters of the induction machine used as load

Rsm Rrm Xlsm Xlrm Xmm Jm

0.0832 p.u 0.0853 p.u 0.1101 p.u 0.1101 p.u 1.83 p.u 0.0205 p.u kg/m2

Fig. 3.15 (a) shows that active power of SEIG changes from no-load value of zero to peak

transient value of -828 W after loading but finally settles atzero. Fig. 3.15 (b) shows that the

reactive power demanded by SEIG changes from no-load value of -3490 VAR to zero after

loading. SEIG stator line voltage has a no-load peak value of586.8 V which collapses to

zero, after loading as seen from Fig. 3.15 (c). The IM stator current increases from zero to

peak value of 4.5 A during the transient period after loading, but collapses to zero at steady-

state as shown in Fig. 3.15 (d). All of the above occur becauseof the voltage collapse of

SEIG.
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Figure 3.15: Simulation results of wind turbine driven SEIGfed IM load system:(a) SEIG
active power (b) Reactive power demanded by SEIG (c) Stator line voltage (d) Load current

Fig. 3.16 shows the experimental set up of SEIG fed IM load system. Fig. 3.17 shows

the experimental waveforms of the SEIG fed IM system. SEIG line voltage collapse is

shown by Fig. 3.17 (top) and IM stator line current transientis shown by Fig. 3.17 (bottom).

Fig. 3.17 (bottom) shows that initially high starting peak current of 8.5 A is drawn by IM

load. Due to this starting transient of IM load SEIG voltage collapse occurred, and IM is

not able to run smoothly.
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Figure 3.16: Experimental set up of SEIG fed IM load

Figure 3.17: Experimental waveforms of SEIG fed IM load: SEIG line voltage (top), stator
current of IM load (bottom)

(e) Performance of wind driven SEIG system with wind perturbations

As already described, for wind speed of 9.8 m/s with an excitation capacitance of 21.5

µF, SEIG develops rated peak line voltage of 586.8 V. When resistive load of 100Ω/phase

is connected to SEIG, its terminal voltage decreases to 469 V. To study the performance

of wind turbine driven SEIG system with wind perturbations for the same load, the speed

of the wind is increased from 9.8 m/s to 10 m/s at t=2.5 s, then decreased to 9.2 m/s at

t=3.5 s and at t=4.5 s increased to 11 m/s. The above-mentioned profile of the wind speed,

considered for the simulation, is shown in Fig. 3.18 (a). Variations of SEIG rotor speed

with respect to wind speed variations, is shown in Fig. 3.18 (b). Load of 100Ω/phase

is connected at t=1 s. Corresponding to this loading, SEIG rotor speed decreased from

157 rad/s to 156.1 rad/s, as observed in Fig. 3.18 (b). It is observed that SEIG speed and

hence stator voltage increased for increasing wind speed and decreased with decreasing
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wind speed. At t= 2.5 s, when wind speed increased from 9.8 m/sto 10 m/s, rotor speed

increased from 156.1 rad/s to 159.2 rad/s. At t=3.5 s, when wind speed decreased to 9.2

m/s, corresponding to that rotor speed decreased to 147 rad/s. At t=4.5 s, when speed

increased to 11 m/s, corresponding to that rotor speed increased to 175 rad/s. At t=1 s,

due to loading SEIG peak voltage reduces from 586.8 V to 469 V as observed in Fig. 3.18

(c). At t= 2.5 s, due to increase in rotor speed, peak voltage increases to 506 V. At t=3.5 s,

due to decrease in wind and rotor speed, peak voltage reducesto 291.4 V. At t=4.5 s, peak

SEIG voltage increases to 606 V. Fig. 3.18 (d) shows the active power of SEIG. Active

power changed from no load value zero to -1100 W after loadingat t= 1 s. When the wind

speed increased to 10 m/s at t=2.5 s, corresponding to that active power changed to -1281

W indicating an increase in magnitude of active power output. At t=3.5 s, when wind speed

decreased to 9.2 m/s, corresponding to that SEIG active power changed to -430 W indicating

a decrease in magnitude of power output. At t=4.5 s, when windspeed increased to 11 m/s,

corresponding to that active power changed to -1840 W, indicating an increase in magnitude

of power output. Fig. 3.18 (e) shows the reactive power demanded by SEIG. At t=1 s, SEIG

voltage reduces due to loading. So, reactive power changed from -3490 VAR to -2084 VAR,

indicating a decrease in magnitude. At t=2.5 s, when wind speed increased to 10 m/s and

stator voltage increased, reactive power changed to -2474 VAR, indicating an increase in

magnitude. At t=3.5 s, when wind speed decreased to 9.2 m/s, reactive power changed to

-759.4 VAR indicating a drop in magnitude. At t=4.5 s, when wind speed increased to 11

m/s, SEIG voltage increased and corresponding to that reactive power changed to -3899

VAR, indicating an increase in magnitude. The reason behindthese variations being active

power increased with increasing wind speed and decreased for decreasing wind speed. The

amount of active power output of SEIG, rotor speed, stator voltage and magnitude of VAR

increased or decreased corresponding to that. Fig. 3.18 (f)shows the load current of SEIG

under wind speed perturbations. Peak value of load current increases from 0 to 3 A at t=1 s

and reaches to a steady-state peak value of 2.7 A. At t=2.5 s, wind speed increased and due

to that SEIG voltage increased. So peak value of load currentalso increased to 2.9 A. At

t=3.5 s, due to decrease in wind speed, SEIG peak voltage decreases. So peak value of load

current decreases from 2.9 A and settles at a steady-state peak value of 1.68 A. At t=4.5 s,

load current increases with wind speed and SEIG voltage reaches to the steady-state peak

value of 3.5 A. Frequency of SEIG is shown by Fig. 3.18 (g). Dueto connection of load at

t=1 s, SEIG frequency decreases from 50 Hz to 46.69 Hz. At t=2.5 s wind speed increases,

so SEIG frequency increases from 46.69 Hz to 47 Hz. At t=3.5 s wind speed decreases, so

SEIG frequency decreases from 47 Hz to 45 Hz. Increase of windspeed at t=4.5 s, increases

SEIG frequency from 45 Hz to 53 Hz.
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Figure 3.18: Simulation results of wind turbine driven SEIGsystem with wind speed per-
turbations: (a) Wind speed (b) SEIG rotor speed (c) SEIG peakvoltage (d) Active power of
SEIG (e) Reactive power demanded by SEIG (f) Load current (g)SEIG frequency
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3.7 Results and Discussion

(f) Performance of wind driven SEIG system with variation of excitation capacitance

To observe the performance of wind turbine driven SEIG system with variation of excita-

tion capacitance, a variable capacitor is connected acrossSEIG. For the fixed prime mover

speed, peak SEIG terminal voltage of 586.8 V is developed by connecting the capacitor

bank with 21.5µF capacitance value per phase. As already discussed, load connection of

100 Ω/phase with SEIG, decreased the SEIG peak voltage to 469 V. Itis understood, by

adjusting the excitation capacitance, SEIG voltage can be compensated. At t=2.5 s exci-

tation capacitance value is increased by 7µF/ phase. Fig. 3.19 (a) shows the waveform

of SEIG stator voltage, whose peak value increased from 469 Vto 564 V due to capaci-

tance increase at t=2.5 s. Peak stator voltage profile is shown in Fig. 3.19 (b). Fig. 3.19

(c) shows the active power from the SEIG which increased fromno load value of zero to

-1100 W due to load connection at t=1 s. Due to increase in capacitance at t= 2.5 s and

subsequent increase in voltage, active power changed to -1522 W indicating an increase in

magnitude. Fig. 3.19 (d) shows the reactive power demanded by SEIG changed from -2084

VAR to -3790 VAR indicating an increase in magnitude, due to voltage increase. Fig. 3.19

(e) shows the SEIG stator line current. Due to load connection at t=1 s, SEIG stator line

current peak value reduced from 6.9 A to 5.8 A. Due to increasein capacitance at t=2.5 s,

SEIG stator line current peak value increased from 5.8 A to 8.5 A. Fig. 3.19 (f) shows the

SEIG load current after loading at t=1 s, SEIG load current peak value increases from 0

to 2.9 A at steady-state. Due to increase in capacitance at t=2.5 s, SEIG load current peak

value increases from 2.9 A to 3.18 A. Fig. 3.19 (g) shows the SEIG stator frequency. SEIG

stator frequency is reduced from 50 Hz to 46.3 Hz. Due to increase in capacitance at t=2.5

s, SEIG stator frequency remains unchanged.

Fig. 3.20 shows the experimental waveforms of SEIG stator line voltage and load cur-

rent with the increase of excitation capacitance value. Topwindow of Fig. 3.20 presents

SEIG stator line voltage and load current. Zoomed version oftop window is shown in bot-

tom window. It is observed from the Fig. 3.20 that due to load connection SEIG voltage

reduces from rated peak voltage of 590 V voltage to 464 V and load current peak value

changes from 0 A to 2.5 A. Due to increase in capacitance of 7µF SEIG voltage changes

from 464 V to 560 V and load current increases from 2.5 A to 3 A. The capacitance excita-

tion is increased by taking the value available in the laboratory.

These peak voltages and peak currents obtained from the experiment are in very close

agreement with corresponding values obtained from simulation, as evident from Table 3.5.
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Figure 3.19: Simulation results of wind turbine driven SEIGsystem with with increase of
excitation capacitance: (a) SEIG line voltage (b) SEIG peakvoltage (c) Active power of
SEIG (d) Reactive power demanded by SEIG (e) SEIG stator linecurrent (f) Load current
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3.8 Summary of the Chapter

Figure 3.20: Experimental waveforms of SEIG stator voltage(top) and load current (bot-
tom) with increase of excitation capacitance value

Table 3.5: Comparison of simulation and experimental results

Case

Simulation value Experimental value

Vab (V) Isa (A) Iload (A) Vab (V) Isa (A) Iload (A)

Initial Final Initial Final Initial Final Initial Final Initial Final Initial Final

No load 0 586.8 0 6.9 0 0 0 590 0 6.5 0 0

with 100 586.8 469 6.9 5.8 0 2.9 590 464 6.5 5.6 0 2.5

Over load 586.8 0 6.9 0 0 0 590 0 6.5 0 0 0

IM load 586.8 0 6.9 0 0 0 590 0 6.5 0 0 0

Increase of C 469 564 5.8 8.5 2.9 3.18 464 560 5.6 8 2.5 3

3.8 Summary of the Chapter

An analytical expression for the minimum value of capacitance required to develop SEIG

rated voltage and frequency is derived. Mathematical modelof wind turbine driven SEIG

system is reviewed. Simulation of developed wind driven SEIG model is carried out in

MATLAB/Simulink environment. The performance of wind turbine driven SEIG system

taking different types of load such as resistive load,R−L load, induction motor (IM) load

is discussed. Simulation and experimental results of SEIG system with resistive load, heavy

load and IM load are presented and compared. It is observed that SEIG excitation fails with

overload and IM load. Simulation results of SEIG system withwind variations are also

discussed and presented. Voltage can be compensated to someextent by increasing the

excitation capacitance value. Simulation and experimental results of SEIG system with ca-

pacitance variation are presented, discussed and compared. It is observed that SEIG voltage

and frequency vary with load, prime mover speed and excitation capacitance. Hence, SEIG

demands voltage and frequency controller to maintain SEIG voltage and frequency.
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Chapter 4

Development of an optimized voltage
controller for GIC based SEIG system

4.1 Introduction

As discussed in previous chapter, voltage and frequency of SEIG are changed with load and

prime mover speed. So SEIG demands voltage and frequency controller to maintain its ter-

minal voltage and frequency during load and prime mover speed perturbations. Fixed value

capacitors in parallel with saturable core reactor are usedfor controlling the terminal volt-

age of SEIG [42]. However, this scheme involves discrete steps and large size inductors.

Voltage is also regulated using static VAR compensator (SVC) [43]. This scheme com-

posed of TCR in parallel with TSC. However, the problem with this scheme are sluggish

response, high switching transients and injecting currentharmonics into the bus. Innova-

tion of power electronic switches, digital signal processors and enriched control algorithm

enabled researchers to use STAtic COMpensator (STATCOM) for improving performance

of SEIG [48], [58], [16], [9], [59]. All these control schemes are based on sensing either

voltage or current which demand multiple sensors and complex electronic circuits which

make SEIG system complex and expensive. Among all, control scheme proposed by Pe-

rumal et al. [16] to regulate SEIG voltage and frequency is simple. This control scheme

scheme consists three sensors along with a single loop wherevoltage is used as feedback.

But this voltage control scheme is not addressed the design of optimal proportional and

integral gains which make GIC based SEIG system stable. However, determination of op-

timal proportional and integral gains which also makes the closed loop system stable is a

tedious task. Most of the literature have reported tuning methods in the ideal case for stabi-

lizing PID . But these tuning methods have not considered delay/dead time of the system.

In 2002 Silvaet al. [17] provided mathematical derivations to characterize the set of pro-

portional, integral and derivative gains that stabilize the first-order plant with time delay.
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4.2 Modeling of generalized impedance controller (GIC)

Further these authors in 2005 [18] extended their work to provide mathematical derivations

to characterize the set of proportional and integral gains that stabilize a first-order plant with

time delay and in this chapter these mathematical derivations are used to compute propor-

tional and integral gains. The plant (GIC integrated with SEIG) is considered here as a first

order due to its step response. Parameters of the plant are evaluated and then mathematical

derivations provided by Silvaet al. [18] used to compute stable zones of proportional and

integral gains for controlling voltage of SEIG integrated with GIC. Further, optimal values

of proportional and integral gains within stable zone are computed using PSO technique.

Performance of optimized GIC based SEIG system by taking resistive and IM load under

varied wind speed is studied in MATLAB/Simulink environment.

In this chapter modeling of GIC and its operation are described in section 4.2 and 4.3,

respectively. Section 4.4 describes voltage control scheme of GIC based SEIG system fol-

lowed by section 4.5 which describes computation of optimalproportional and integral

gains of GIC based SEIG system to regulate voltage. Section 4.6 describes performance of

optimized GIC based SEIG system by taking resistive and IM load under varied wind speed

followed by chapter summary.

4.2 Modeling of generalized impedance controller (GIC)

Generalized impedance controller (GIC) is a pulse width modulated (PWM) voltage source

inverter (VSI) with a bank of battery connected to its DC bus and a coupling transformer

having reactanceXc connected at its AC bus that are highlighted in Fig. 4.1 for SEIG sys-

tem. The output voltage of GIC [16] is expressed as




vinvaN

vinvbN

vinvcN


=

VDC

3




2 −1 −1

−1 2 −1

−1 −1 2







Sa

Sb

Sc


 (4.1)

wherevinvaN,vinvbN andvinvcN are the instantaneous output voltages ofa,b andc phases of

the inverter, respectively.VDC is the DC voltage.Sa, Sb andSc are the switching function of

the three legs of the voltage source inverter. WhenSa = 1, S1 (the upper switch of phase-a

limb) is on. S4 (the lower switch of phase-a limb) is on whenSa = 0. Similarly, when

Sb = 1, S3 (the upper switch of phase-b limb) is on.S6 (the lower switch of phase-b limb)

is on whenSb = 0. ForSc = 1, S5 (the upper switch of phase-c limb) is on.S2 (the lower

switch of phase-c limb) is on whenSc = 0.The state equation of instantaneous current in-

jected into the point of common coupling (PCC) by the VSI is given by equation (4.2).
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4.3 Operation of generalized impedance controller (GIC)


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whereRc andLc are resistance and inductance of coupling transformer, respectively. vaN,

vbN andvcN are the instantaneous terminal phase voltages of SEIG.iGICa, iGICb and iGICc

are the instantaneous currents ofa,b andc phases of GIC.piGICa, piGICb and piGICc are

the rate of change ofiGICa, iGICb andiGICc, respectively. The next subsection describes the

operation of GIC.
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Figure 4.1: Schematic diagram of a GIC based SEIG system

4.3 Operation of generalized impedance controller (GIC)

The GIC is connected with the SEIG at PCC in such a manner that no exchange of active

power and reactive power between them occurs. The expressions given in [77] for GIC

active powerP and reactive powerQ are reproduced as follows.

P= v2 r1

Xc
sinδ (4.3)

Q= v21− r1cosδ
Xc

(4.4)

r1 =
vinv

v
(4.5)
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4.3 Operation of generalized impedance controller (GIC)

vinv =
k1mVDC√

2
(4.6)

wherev is the fundamental voltage of SEIG.

vinv is the fundamental voltage of GIC.

r1 is the ratio of the GIC and SEIG fundamental voltages.

δ is the phase angle between the GIC and SEIG fundamental voltages.

m is the modulation index of the inverter.

andk1 is the turns ratio of coupling transformer.

Substitutingr1 = 1 in (4.5) and using it in (4.6), the expression for critical value ofm is

derived as,

mcritical =

√
2v

k1VDC
(4.7)

As already described, to connect GIC with SEIG at PCC, exchange of active and reactive

power between SEIG and GIC should be zero. So, to connect GIC with SEIG, relative

phase angleδ and modulation index are set at 0◦ andmcritical , respectively. The operation

of GIC with various values ofr1 and phase angleδ = 0◦ are presented in next subsection.

4.3.1 GIC operation while floats across SEIG

When the voltage magnitude ratio between fundamental component of the GIC and the

SEIG output voltages,i.e., r1 = 1 and the relative phase angle between themδ = 0◦, during

these conditions no exchange of active and reactive power occurs between them. During

this condition, the value of modulation indexm, is called critical value of modulation index

mcrit . The phasor diagram corresponding to this operating condition is shown in Fig. 4.2.

Figure 4.2: Phasor diagram of GIC while floating across SEIG

4.3.2 GIC Operation as a capacitor or an inductor

When the relative phase anglei.e., δ between fundamental components of GIC output volt-

age (vinv) and the SEIG terminal voltage (v) be zero, GIC operated as a pure VAR com-

pensator. Corresponding to this condition, the currentiGIC drawing is always either 90◦

leading or lagging with respect to the potential differencebetweenvinv andv. This occurs
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4.3 Operation of generalized impedance controller (GIC)

because of the coupling transformer connecting between theSEIG and GIC terminals. Due

to presence of switching losses small active power flows intothe GIC which are too small

compared to reactive power into GIC so neglected.

When the magnitude of the fundamental component of GIC (vinv) is higher than that

of SEIG (v), GIC provides reactive power to the SEIG. In this case the voltage ratioi.e.,

r1 > 1 and GIC operated as a pure capacitor. Phasor diagram corresponding to this condi-

tion is shown in Fig. 4.3. Current valueiGIC is obtained from the voltage difference between

vinv andv and the coupling reactanceXc. Corresponding to this condition the current leads

the voltage by 90◦.

Figure 4.3: Phasor diagram of GIC while operated as capacitor

When the magnitude of the fundamental component of GIC (vinv) is lower than that of SEIG

(v), GIC absorbs reactive power from the SEIG. In this case the voltage ratioi.e., r1 < 1 and

GIC operated as a pure inductor. Phasor diagram corresponding to this condition is shown

in Fig. 4.4. Current valueiGIC is obtained from the voltage difference betweenv andvinv

and the coupling reactanceXc. Corresponding to this condition the current lags the voltage

by 90◦. GIC with DC battery bank can provide or absorb reactive power according to the

Figure 4.4: Phasor diagram of GIC while operated as inductor

amplitude of GIC fundamental voltage as mentioned in the above discussion and the phasor

diagrams presented in Fig. 4.2, Fig. 4.3 and Fig. 4.4. Variation of the fundamental com-

ponent of GIC voltage is achieved by varying the GIC modulation index,m. Next section

describes how modulation index varies with respect to SEIG voltage.
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4.5 Computation of optimal proportional and integral gainswithin stable zone for
controlling SEIG voltage

4.4 Voltage control of GIC based SEIG system

Fig. 4.1 shows the schematic diagram of GIC based voltage controlled SEIG system. The

peak voltage of SEIG is compared with the peak reference voltage and the error passed

through thePI controller as shown in Fig. 4.1. The output of thePI controller is the modu-

lation index, (m). ThePI controller is considered for maintaining terminal voltage, because

of its simplicity, good performance, fast response and zerosteady-state error. ThePI con-

troller is described by

y(t) = kpε(t)+ki

t∫

0

ε(t)dt (4.8)

wherey(t)=m. ε(t) is the error voltagei.e., difference betweenvmre f(t) andvm(t). vmre f(t)

is the SEIG rated peak voltage.vm(t) is the computed peak voltage of SEIG.kp andki are

the optimized proportional gain and integral gain of thePI controller, respectively.

ThePI controller maintains the terminal voltage of SEIG at the rated value. The output

of PI controller is multiplied with sine wave of unit amplitude and reference frequency, and

then compared with carrier wave to obtain switching signalsSa, Sb, Sc, Sa, Sb, Sc of VSI for

providing gate drives to IGBTs. But determination of proportional and integral gains ofPI

optimally which also makes the closed loop system stable is atedious task which covered

in next section.

4.5 Computation of optimal proportional and integral gains

within stable zone for controlling SEIG voltage

Various methods have been developed and reported in the literature over last four decades

regarding setting the parameters ofP, PI, andPID controllers [17]. Out of these, few meth-

ods are developed on characterizing the dynamic response ofthe plant to be controlled with

a first-order model including time delay. Moreover most of these tuning methods though

provides satisfactory results, but not gives any information regarding about all stabilizing

PID controllers with dead time remains unknown. In 2002 Silvaet al. in [17] provided

complete solution to the problem of characterizing the set of all PID gains that stabilize a

given first-order plant with time delay. Further these authors in 2005 [18] extended their

work to provide mathematical derivations to characterize the set of proportional and integral

gains that stabilize a first-order plant with time delay. Mathematical derivations provided

by Silvaet al. are reproduced in the following subsection and used to compute stable zones

of proportional and integral gains for controlling voltageof SEIG integrated with GIC. Next

subsection describes the evaluation of parameters of GIC based voltage controller of SEIG
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4.5 Computation of optimal proportional and integral gainswithin stable zone for
controlling SEIG voltage

system.

4.5.1 Parameters evaluation of GIC based voltage controller of SEIG

system

The GIC based SEIG system is the plant and taken here as a single input single output feed-

back control system as shown in Fig. 4.5.vm is the output voltage of the plant andL(s) is

the controller. The type of the controller considered here isPI and represented in following

equation.

L(s) = kp+
ki

s
(4.9)

L(s)
vm vm ref

-
+

G(s)

Controller Plant

Figure 4.5: Feedback control system

The plant considered here is a first order due to its step response [17] and mathematically

represented by as follows.

G(s) =
kv

1+sT
e−τs (4.10)

wherekv represents the open-loop steady-state gain,T represents the time constant and

τ represents the time delay of the plant. These parameters aredetermined as shown in the

Fig. 4.6 graphically. The value of steady-state gainkv is evaluated by applying a step change

in the modulation index,m to the plant. At t=0.8 s, modulation index,m is changed from

0.7 to 0.8 as shown in Fig. 4.6 (a) and corresponding to this change in modulation index,

m, vm changed from 598 V to 664 V as shown in Fig. 4.6 (b).kv is evaluates as follows.

kv =
△vm

△m
(4.11)

Fig. 4.6 (c) is the zoomed version of Fig. 4.6 (b). The parametersτ andT for the plant are

evaluated using the time interval between pointsM & N andN & O, respectively.M is the

onset of the step change.N is the intercept of the tangent to the step response having the

largest slope with the horizontal axis.O is the time when the step response has reached to

0.63kv. The parameters computed from Fig. 4.6 (b) and Fig. 4.6 (c) ofthe taken GIC based

SEIG system are:kv =660,τ =0.004 andT =0.018.
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Figure 4.6: Open loop response of GIC based SEIG system for step change in modulation
index

The next subsection is reproduced the mathematical expressions [18] to compute

stable zone of proportional and integral gains of a first order system with time delay which

makes the closed-loop system stable.

4.5.2 Derivation to compute stable zone of proportional andintegral

gains

When the time delay (τ) of the plant model as shown in Fig. 4.5 is zero, then the character-

istics equation of the closed-loop system becomes

C(s) = Ts2+(kvkp+1)s+kvki (4.12)

From the characteristic equation (4.12), it is observed that the closed-loop for a delay-free

system becomes stable if

kvki > 0, kvkp+1> 0, T > 0 (4.13)

or

kvki < 0, kvkp+1< 0, T < 0 (4.14)

For an open loop system, ifT > 0 means the system is stable in open loop. However, if

T < 0 means the system is unstable in open loop. The conditions presented in (4.13) is

true for open loop stable plant. However, expression (4.14)is true for open loop unstable
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controlling SEIG voltage

plant. Further, to access the closed loop stability of the delay-free system the following two

conditions are presented by assuming positive steady-state gainkv and given as follows.

kp >
−1
kv

, ki > 0 (open-loop stable plant, i.e,T > 0 ) (4.15)

kp <
−1
kv

, ki < 0 (open-loop unstable plant, i.e,T < 0 ) (4.16)

For computation of stable zones of an open loop stable delay-free plant, expression (4.15)

is used. Similarly, expression (4.16) is applicable to compute the stable zones for delay-free

open loop unstable plant. However, computed steady-state gain, delay and time constant

of the plant (GIC based SEIG) are:kv = 660,τ = 0.004 andT = 0.018. Since GIC based

SEIG is a time delay first order open loop stable system, stable zone presented in (4.15) is

not applicable. Stable zone computation of proportional (kp) and integral (ki) gains of open

loop stable time delay plant which makes the closed loop stable are described as follows.

The characteristic equation of the time delay system is given as follows.

C(s) = (kvki +kvkps)e−τs+(1+Ts)s (4.17)

To compute the stability of the closed-loop system, it is essential that all the roots of the ex-

pression (4.17) lie in the open left hand plane (LHP). Due to the presence of the exponential

terme−τs, the number of roots of the expression (4.17) are infinite, sotedious task to check

stability. So to solve this problem a quasi-polynomialC∗(s) is constructed by multiplying

a termeτs with C(s) and given as follows.

C∗(s) = eτsC(s) = kvki +kvkps+(1+Ts)seτs (4.18)

By substitutings= jω in expression (4.18) and there after separating real and imaginary

parts following expressions are obtained

C∗( jω) =Cr(ω)+ jCi(ω) (4.19)

where

Cr(ω) = kvki −ωsin(τω)−Tω2cos(τω) (4.20)

Ci(ω) = ω[kvkp+cos(τω)−Tωsin(τω)] (4.21)

Sincekv > 0 andτ > 0 then it is observed from expressions (4.20) and (4.21) thatthe gain

ki only affects theCi(ω) whereas the gainkp affects the imaginary part of theC∗( jω). To

compute the stabilizing gains (kp, ki) further, the variables of the expressions (4.20) and
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(4.21) are changed by substitutingτω = zand rewritten as follows.

Cr(z) = kvki −
z
τ

sin(z)−T
z2

τ2cos(z) (4.22)

Cr(z) = kv

[
ki −

z
kvτ

sin(z)−T
z2

kvτ2cos(z)

]
(4.23)

Cr(z) = kv

[
ki −

z
kvτ

(
sin(z)+

T
τ

zcos(z)

)]
(4.24)

Cr(z) = kv[ki −a(z)] (4.25)

where,

a(z) =
z

kvτ

[
sin(z)+

T
τ

zcos(z)

]
(4.26)

Ci(z) =
z
τ

[
kvkp+cos(z)− T

τ
zsin(z)

]
(4.27)

Based on the Theorem 5.5 [18] presented in Appendix A, to confirm the stability of the

quasi-polynomialC∗(s) two conditions must be satisfied which are given as follows.

Step 1: For someωo in the range(− 8, 8)

E(ωo) =C′
i (ωo)Cr(ωo)−Ci(ωo)C

′
r(ωo)> 0 (4.28)

For ωo = 0, value ofzo = τωo = 0. These values are substituted in equations (4.25)

and (4.27) and provides,Cr(zo) = kvki andCi(zo) = 0. Further, derivative ofCr(zo), i.e.,

C′
r(zo) = 0. Derivative of the expression (4.27) is expressed as follows.

C′
i (z) =

kvkp

τ
+

(
1
τ
− T

τ2z2
)

cos(z)−
(

1
τ

z+
2T
τ2 z

)
sin(z) (4.29)

Substitutingzo = 0 in expression (4.29), value ofC′
i (zo) becomes(kvkp+1)

τ . Values ofCr(zo),

C′
r(zo), Ci(zo) andC′

i (zo) are substituted in expression (4.28) which provides expression

(4.30).

E(zo) =

(
kvkp+1

τ

)
(kvki) (4.30)

Sincekv > 0 andτ > 0, if ki > 0 andkp >− 1
kv

, then onlyE(z0)> 0.

Step 2:Next the interlacing of the rootsCr(z) andCi(z) are checked. The roots ofCi(z) are
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computed from expression (4.27) by equating with zero and expressed as follows.

z
τ

[
kvkp+cos(z)− T

τ
zsin(z)

]
= 0 (4.31)

From (4.31), the following two expression are obtained.

z= 0 (4.32)

kvkp+cos(z)− T
τ

zsinz= 0 (4.33)

From expression (4.32), it is observed that one root of theCi(z) i.e., zo = 0. It is difficult to

compute the other roots of theCi(z) from expression (4.33). So expression (4.33) provides

analytically the other roots ofCi(z) . The terms involved in the expression (4.33) are plotted

in a graph. To obtain the nature of the solutions graphicallyfrom the plot, three different

cases are considered. In each case the positive roots of the expression (4.33) are denoted by

zj , where j = 1,2...., arranged in increasing order of magnitude.

Case 1:
(
−1
kv

< kp <
1
kv

)
, Corresponding to this case, two plotsi.e., (i) Tz

τ vs z and (ii)
kvkp+cos(z)

sin(z) vs z are depicted in Fig. 4.7. The points (z1, z2, z3, ....) are determined from the

intersection between these two plots as seen in Fig. 4.7.
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Figure 4.7: Plot of the terms involved in expression (4.33) for− 1
kv
< kp <

1
kv

Case 2:
(

kp =
1
kv

)
, Corresponding to this case, two plotsi.e., (i) Tzsin(z)

τ vs z and (ii)

kvkp+cos(z) vs z are presented in Fig. 4.8. The points (z1, z2, z3, ....) are determined from

the intersection between theses two plots as seen in Fig. 4.8.

Case 3:
(

1
kv
< kp

)
, Corresponding to this case, Fig. 4.9 (a) and Fig. 4.9 (b) represent two

plotsi.e., (i) Tz
τ vszand (ii) kvkp+cos(z)

sin(z) vszby taking two different conditions. The Fig. 4.9
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Figure 4.8: Plot of the terms involved in expression (4.33) for kp =
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(a) corresponds to the condition where1
kv
< kp < ku, andku is the largest value so that the

plot of kvkp+cos(z)
sin(z) vsz intersects the lineTz

τ vsz twice in the interval (0,π). The Fig. 4.9 (b)

corresponds to the condition wherekp ≥ ku. The plotkvkp+cos(z)
sin(z) vs z is not intersecting the

plot Tz
τ vsz twice in the interval(0,π).
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Figure 4.9: Plot of the terms involved in expression (4.33) for− 1
kv
< kp

To determine analytically roots ofCi(z) three different cases are considered as men-

tioned above and presented in Fig. 4.7, Fig. 4.8 and Fig. 4.9.The closed loop system is

stable for real roots only. To know the natures of the roots ofCi(z) the results of Theorem

5.6 [18] presented in Appendix A are used here. Based on the Theorem 5.6 a new quasi-

polynomialC∗(s1) is constructed by changing the variablesi.e., s= s1
τ in polynomialC∗(s)
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of expression (4.18) and given as follows.

C∗(s1) = kvki +
kvkps1

τ
+

(
1+

Ts1

τ

)
s1

τ
es1 (4.34)

The highest powers ofs1 andes1 in the expression (4.34) are denoted byM1 andN1, respec-

tively. From the expression (4.34), value ofM1 = 2 andN1 = 1. Further, a constantη1 is

selected so that value ofsin(η1) 6= 0. Forη1 =
π
4 , there are three real roots, including a root

at origin in the interval[0,2π − π
4 ] for the above three cases (Fig. 4.7, Fig. 4.8 and Fig. 4.9

(a)), where−1
kv

< kp <
1
ku

. However, in Fig. 4.9 (b) for the interval[0,2π− π
4 ] wherekp ≥ ku

there is only one real root,i.e. at origin. As the expression ofCi(z) is an odd function ofz.

So, obviously for the interval[−(2π − π
4),2π − π

4 ] there are five real roots including root at

origin. Also, Fig. 4.7, Fig. 4.8 and Fig. 4.9 (a) have one realroot available for the interval

[2π − π
4 ,2π + π

4 ] . Hence, all total six real roots are present including a rootat origin of the

expression for the interval[−2π + π
4 ,2π + π

4 ]. So, based on the Theorem 5.6, forη1 =
π
4 ,

in the intervals[−2l1π +η1,2l1π +η1], i.e., [−2π + π
4 ,2π + π

4 ] (for l1 = 1) Ci(z), consists

exactly 4l1N1+M1= six (l0 = 1) number of real roots for the range−1
kv

< kp <
1
ku

. Moreover,

it is concluded thatCi(z) has only real roots for the interval−1
kv

< kp <
1
ku

. All the roots of

Ci(z) are not real for the rangekp >
1
ku

as not satisfy the criteria present in the Theorem 5.6.

So closed loop is stable only for range−1
kv

< kp <
1
ku

.

Next step is evaluatingCr(z) corresponding to the roots ofCi(z). To get the initial value

of Cr(z0), in the expression (4.25),z0 = 0 is substituted and expressed as follows.

Cr(z0) = kv [ki −a(0)] = kvki [As, a(0)=0] (4.35)

Values ofzj are substituted in the expression (4.25) to evaluate other values ofCr(z), where

j = 1, 2, 3,....

Cr(zj) = kv [ki −a( j)] (4.36)

Interlacing the roots ofCr(z) andCi(z) is equivalent toCr(z0) > 0 (sinceki > 0 as mentioned

in step 1),Cr(z1) < 0,Cr(z2) > 0,Cr(z3) < 0 and so on. Using these values and the expres-

sions (4.35) and (4.36), the following expression is obtained.
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Cr(z0)> 0⇒ ki > 0

Cr(z1)< 0⇒ ki < a1

Cr(z2)> 0⇒ ki > a2

Cr(z3)< 0⇒ ki < a3

Cr(z4)> 0⇒ ki > a4

.

.

.

(4.37)

In the expression (4.37), the boundsa j are expressed by

a j , a(zj) where j = 1, 2, 3.... (4.38)

From expression (4.38), it is observed that the odd bounds (i.e., a1, a3, ........ ) to be strictly

positive in order to get a feasible range for the gainki . It is observed from Fig. 4.7, Fig. 4.8

and Fig. 4.9 (a) that forkp ε (− 1
kv
,ku) the roots of equation (4.33) corresponding to odd

values of j satisfy the following properties:z1 ε (0,π), z3 ε (2π ,3π), z1 ε (4π ,5π), and

so on,i.e., zj ε (( j −1)π , jπ). So in these cases the roots of (4.33) corresponding to odd

values ofj are either in the first quadrant or in the second quadrant. Thus,

sin(zj) > 0 for odd values ofj.

The values ofa j is already defined in (4.26) and expressed by

a j =
zj

kvτ
[
sin(zj)+

T
τ zjcos(zj)

]

Thus forzj 6= lπ , wherel = 0,1,2, ........., a j is expressed by

a j =
zj

kvτ

[
sin(zj)+

kvkp+cos(zj)

sin(zj)
cos(zj)

]
(4.39)

Finally,

a j =
zj

kvτ

[
1+kvkpcos(zj)

sin(zj)

]
(4.40)

From the above expression, it is observed that ifzj 6= lπ , then the parametera j is positive

if and only if

sin(zj) > 0 and 1+kvkpcos(zj) > 0 or

sin(zj) < 0 and 1+kvkpcos(zj) < 0

and negative otherwise. Thekp−z plane is represented in Fig. 4.10. The Fig. 4.10 shows

the different regions according to the the value of the parametera j . In the Fig. 4.10, plus

(+) sign corresponds to those regions wherea j > 0 and minus sign (−) corresponds to those

regions wherea j < 0. In Fig. 4.10 the dashed line represents the function
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1+kvkpcos(z) = 0

or it is rewritten as follows.

kp =− 1
kvcos(z)

Since the function shown in Fig. 4.10 is periodic, the plot repeats itself.

Next objective is plotting the solutions of the expression (4.33) in thekp − z plane. It

is already derived that the solutions of the expression (4.33) are the nonzero roots of the

imaginary partCi(z). The equation (4.33) is rewritten as

kp =
1
kv

[
T
τ

zsin(z)−cos(z)

]
(4.41)

Fig. 4.11 shows the plot of the expression (4.41) along with the regions depicted in Fig. 4.10.

The intersection of expression (4.41) with the curve 1+kvkpcos(z) = 0 occurs at five val-

ues of the parameterz, i.e., 0, α1, π , α2, and 2π . So each of these values will satisfy the

relationship given as follows.

−1
cos(z)

=

[
T
τ

zsin(z)−cos(z)

]
(4.42)

If the values ofz 6= lπ , then the expression (4.42) is simplified as,

tan(z) =−T
τ

z (4.43)

The solution of the above equation occurs atα1 andα2.

For equation (4.41),z1(kp) andz2(kp) are two positive real roots corresponding tokp,

and arranged in ascending order of magnitude. From Fig. 4.11, it is observed that forkp ε(
− 1

kv
,− 1

kvcos(α1)

)
-{ 1

kv
}, i.e., excluding 1

kv
from this interval then,

a1 = a(z1(kp)) > 0 anda2 = a(z2(kp)) < 0.

Forkp =
1
kv

, from Fig. 4.11, it is concluded thata1 = a(z1(kp))> 0. Sincez2 = π , Fig. 4.11

or expression (4.40) cannot be used to determine the sign ofa(z2(kp)). Using the original
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Figure 4.11: Analysis of equation (4.33) in thekp−z plane whenT > 0

expression ofa(z) as presented in (4.26), the value ofa2 = a(z2(kp)) < 0. From Fig. 4.11,

it is observed that forkp > − 1
kvcos(α1)

, a1 = a(z1(kp)) < 0 anda2 = a(z2(kp)) < 0. Thus it

is concluded thata1 > 0 if and only if kp < − 1
kvcos(α1)

. Sinceα1 satisfies the relationship

tan(α1) =−T
L α1. Thus it is written as,

cos(α1) =− 1√
1+T2

τ2 α2
1

Therefore,

− 1
kvcos(α1)

= T
kvτ

√
α2

1 +
τ2

T2

So from the above discussion, it is occluded that

if − 1
kv
< kp <

T
kvτ

√
α2

1 +
τ2

T2 thena1 > 0, a2 < 0.

It is observed from Fig. 4.11 that this upper bound onkp is less thanku, which in this figure

corresponds to the maximum of the function

kp =
1
kv

[
T
τ zsin(z)−cos(z)

]
,

in the intervalz ε [0,π ]. As already explained, this is one necessary requirement for inter-

lacing. The same approach is used and observed that

if − 1
kv
< kp <

T
kvτ

√
α2

3 +
τ2

T2 thena3 > 0, a4 < 0

if − 1
kv
< kp <

T
kvτ

√
α2

5 +
τ2

T2 thena5 > 0, a6 < 0

.

.

.

whereα j is the solution of the following expression.

tan(α) =−T
τ

α (in the interval(( j − 1
2
)π , jπ)) (4.44)

It is observed from Fig. 4.7, Fig. 4.8, Fig. 4.9 a, the odd roots of expression (4.33),i.e., zj

where j = 1,3,5, ..., are getting closer to( j −1)π as j increases. So it can be expressed by
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lim j→ 8 cos(zj) = 1

Furthermore, as thecosinefunction is monotonically decreasing between( j −1)π and jπ
for odd valuesj, thus it is expressed as

cos(z1)< cos(z3)< cos(z5)< ............. (4.45)

To develop the stabilizing algorithm for computing proportional and integral gains still

some analysis is required and described here, later used in developing the algorithm.

Expression (4.26) is further simplified and written as follows.

kvτa j = zjsin(zj)+
T
τ

z2
j cos(zj) (4.46)

After multiplying T
τ on both sides of the equation (4.47), the following expression obtained.

Tkva j =
T
τ

zjsin(zj)+
T2

τ2 z2
j cos(zj) (4.47)

Expression (4.33) is used to further simplify expression (4.47). From expression (4.33),

value of T
τ zjsin(zj) = kvkp+cos(z) is substituted in (4.47) and provides following expres-

sion.

Tkva j = kvkp+cos(zj)+
T2

τ2 z2
j cos(zj) (4.48)

The above expression is simplified further,

Tkva j −kvkp = cos(zj)

(
1+

T2

τ2 z2
j

)
(4.49)

If the values ofzj , where j = 1,3,5... are arranged in increasing order of magnitude,i.e., zj

< zj+2, so for odd values ofj

1+
T2

τ2 z2
j < 1+

T2

τ2 z2
j+2 (4.50)

Using expression (4.45) for odd values ofj it can be written that

cos(zj)< cos(zj+2) (4.51)

Sincecos(zj) > 0, expression (4.50) provides the following expression

(
1+

T2

τ2 z2
j

)
cos(zj+2)<

(
1+

T2

τ2 z2
j+2

)
cos(zj+2) (4.52)
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As 1+ T2

τ2 z2
j >0, using equation (4.51) the following expression is developed

(
1+

T2

τ2 z2
j

)
cos(zj)<

(
1+

T2

τ2 z2
j

)
cos(zj+2) (4.53)

Using the expression (4.52) and (4.53), the following expression is obtained

(
1+

T2

τ2 z2
j

)
cos(zj)<

(
1+

T2

τ2 z2
j+2

)
cos(zj+2) (4.54)

Using (4.49), the following expression is developed

⇒ Tkva j −kvkp < Tkva j+2−kvkp

⇒ a j < a j+2
(4.55)

So finally it is concluded that for a fixed value ofkp inside the range−1
kv

< kp<
T

kvτ

√
α2

1 +
τ2

T2 ,

whereα1 is the solution oftan(α) =−T
τ α;αε(π

2 ,π) and the range ofki are computed such

that the closed-loop system is stable. The range ofki is 0< ki < min
x

{a j} and the range

depends on the boundsa j corresponding to odd values ofj. However, ifcos(z1) > 0, then

the bounda1 is the minimum of all the odd bounds, and the range of stabilizing ki is given

by 0< ki < a1. If this does not occur, then the condition ofcos(z1) > 0 is checked and the

value ofa3 is less than all the other boundsa j for j = 5,7,9, ... . The range of stabilizing

ki is defined by 0< ki < min{a1,a3}. Since for odd values ofj, lim j→ 8 cos(zj) = 1, it

is obvious thatcos(zj) > 0, ∀ j (for all) > N, whereN is some finite integer. The above

discussed procedure, for computing stabilizing gains (kp, ki) which makes the closed loop

system stable is highlighted in the following algorithm.

Algorithm for computing stabilizing control parameters ( kp, ki) of a time delay sys-

tem.

1. Initialize kp =
−1
kv

, △kp =
1

N+1

(
T

kvτ

√
α2

1 +
τ2

T2 +
1
kv

)
and j = 1, whereN is the de-

sired number of points.

2. Value ofkp is increased, usingkp = kp+△kp.

3. If value ofkp < kpmax then go to the next step, Otherwise terminate the algorithm,

wherekpmax=

(
T

kvτ

√
α2

1 +
τ2

T2

)
.

4. Roots of the equationkvkp+cos(z)− T
τ zsin(z) = 0 are determined.

5. The parametera(z) is determined usinga(z) = z
kvτ [sin(z)+ T

τ zcos(z)].
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6. If cos(zj)> 0 then go to next step. Otherwise,j = j +2 and go to step 4.

7. If Lower and upper bounds are evaluated using 0< ki <min(al), wherel = 1,3,5.... j.

8. Go to step 2.

To compute the gains (kp,ki) of the voltage controlled GIC based SEIG system, above

algorithm is used so that the closed system becomes stable. To implement the algorithm

for GIC based SEIG system computation ofα is essential andα is computed using the

expression (4.44) and corresponding plots are shown in Fig.4.12. It is observed from this

figure that intersection of the two plotsi.e., (tan(α) vs α and -Tτ α vs α) provides the

value ofα = 1.7008 (in the interval(π
2 ,π)). Step 1 and 2 of the above algorithm is used

to compute initialkp value (-0.00151) and incremental△kp value (0.00062). Then using

step 3 of the above algorithmkpmax is computed. The computedkpmax value for the GIC

based SEIG system is 0.0116. Since the initial value ofkp is less thankpmax, thenz is

computed. Computation ofz is shown in Fig. 4.13. It is observed from Fig. 4.13 that value

of z1 is 0.2909, sincecos(z1) > 0, according to step 6, it is not necessary to increasej.

Finally k1 is computed using step 7 and computed value is 0.1639. The same procedure is

used to compute proportional and integral gains (stabilizing zones) for voltage controlled

GIC based SEIG system using the above algorithm. Computed values of proportional and

integral gains are given in Table 4.1. Plot obtained by taking gainskp andki is shown in the

Fig. 4.14.
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Figure 4.12: Plot for findingα of the voltage controlled GIC based SEIG system

Computation of stable zones of GIC based SEIG system using the above algorithm is not

enough. Next objective is to determine the optimum value of proportional and integral gains

within stable zone. It is decided by the constraints minimumovershoot, rise time, settling

time and steady state error. To resolve this problem Particle Swarm Optimization (PSO)

technique is used. PSO and its implementation on GIC based SEIG system are described in

the next subsection.
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Figure 4.13: Plot for findingzof the voltage controlled GIC based SEIG system

Table 4.1: Computed proportional and integral gains of stable zones of GIC based SEIG
system

α kp z1 ki

1.7008

-0.00088 0.2909 0.1639

-0.00028 0.409 0.3223

0.00032 0.5023 0.4671

0.00092 0.5829 0.6032

0.0015 0.6556 0.7229

0.0021 0.7231 0.8469

0.0027 0.786 0.9531

0.0033 0.8475 1.0478

0.0039 0.9065 1.13

0.0045 0.9638 1.1994

0.0051 1.02 1.253

0.0057 1.076 1.291

0.0063 1.131 1.312

0.0069 1.187 1.3122

0.0075 1.244 1.289

0.0081 1.299 1.242

0.0087 1.357 1.164

0.0093 1.418 1.048

0.0099 1.482 0.8885

0.0105 1.5497 0.6712

4.5.3 Computation of best optimal proportional and integral gains of

voltage controlled GIC based SEIG system

Various techniques such as quadratic programming, and dynamic programming are reported

in the literature to address optimization problem [78]. However, computational intelligence

based techniques [78] such as Genetic Algorithm (GA) and PSOare widely used for opti-

mization problems. GA technique is based on three main operators such as selection, cross

over and mutation. The demerits of GA are: (i) involves with alarge number of parameters

so computation time more to solve optimization problem, (ii) suitable fitness function may

converge optimization problems towards local optima rather than the global optimum of
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Figure 4.14: Stable zone of proportional and integral gainsfor voltage controlled GIC based
SEIG system

the problem. To address these problems PSO is first introduced by Kennedy and Eberhart

[79]. This technique is inspired by the social behavior of organisms in a bird flock or, fish

school [80]. Recently particle swarm optimization has beenapplied to design an optimal

PI controller for various applications [81], [79], [82]. Merits of PSO are: (i) easy to imple-

ment (ii) every particle remember its own previous best value as well as the neighborhood

best, therefore it’s memory is more capable than GA (iii) based on information provide by

most successful particle, all the particles are improving themselves where as in GA, worse

solutions discarded and good are selected. Hence, PSO is selected in this chapter to de-

termine optimal proportional (kp) and integral (ki) gains for voltage controlled GIC based

SEIG system. Here, to determine the optimalkp andki gains following steps of PSO are

used. Maximum and minimum value of eachkp andki gains in PSO are set by maximum

and minimum values, respectively of the stable zone computed in previous subsection.

Algorithm for computing optimal proportional and integral gains to control voltage

of GIC based SEIG using PSO technique

1. Initialization: Initialize number of particles in the populationS, maximum genera-

tion numbergenmax, weighting co-efficientc1 andc2, weightswmax andwmin. After

initialization, randomly generate the initial particlessi (i = 1,2......S) which indicate

the possible solutions ofkp andki value (between minimum and maximum values

obtained from stable zone).
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2. Objective function computation: Objective function is determined by setting ran-

domly generatedkp andki in the GIC based SEIG system. The objective function

considered in this optimization problem is

JISE(kp,ki) =

t∫

0

(△Vm)
2dt (4.56)

3. Searching point evaluation: Compare each particle computation value (si), with its

pbesti. The best value among thepbesti is gbest. Heresi is kp andki .

4. Updating of the searching point: The current position of each particle is updated

using the following expressions.

vm+1
i = wvm

i +c1× rand1× (pbesti −sm
i )+c2× rand2× (gbest−sm

i ) (4.57)

w= wmax−
[

wmax−wmin

genmax
×gen

]
(4.58)

sm+1
i = sm

i +vm+1
i (4.59)

5. Checking of termination condition: When the number of iteration reaches the max-

imum value, or a better optimum solution obtained, the search is terminated. The

controller gains corresponding togbest, i.e.,kp(gbest) andki(gbest) are then determined.

Otherwise, the process continues, and the loop goes back to step 2.

Flow chart of the PSO algorithm is shown in Fig. 4.15. For computing optimal proportional

and integral gains within stable zone, the parameters takenhere to implement PSO are given

in 4.2.

Table 4.2: Parameters taken to implement PSO algorithm

S wmax wmin c1 c2 genmax

8 0.9 0.4 2 2 60

The developed model has run for 20 times. Fig. 4.16 (a) and (b)show the optimal propor-

tional (kp) and integral (ki) gains obtained using PSO technique for run 1 and are 0.0077

and 0.4564, respectively. Similarly Fig. 4.17 (a) and (b) show the optimalkp andki gains

obtained using PSO technique for run 2 and are 0.0083 and 0.757, respectively. Obtained

optimalkp andki gains for run 3 are 0.0078 and 0.973, respectively and shown in Fig. 4.18.
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Figure 4.15: Flow chart to compute the optimum value ofkp andki using particle swarm
optimization technique

To show the effectiveness of the proposed algorithm, transient behaviour of SEIG stator

peak voltage is studied by taking optimal values obtained from first 7 runs (given in Table

4.3) under three perturbations. Perturbations consideredare: increase in wind speed from

9.8 m/s to 10.8 m/s at t=2 s; switching on of resistive load of 100Ω/phase at t=3 s; switching

on of resistive load of 400Ω/phase (total resistive load becomes 80Ω/phase ) at t=4.5

s. Fig. 4.19 (a) shows the peak voltagevm obtained for 7 differentkp andki under wind

speed perturbations at t=2 s. Corresponding peak overshootand undershoot obtained for

7 differentkp andki are 1.94 % and 2.31 %, respectively. Transient part of voltage for

each case disappears within 8 cycles and achieved steady-state rated peak voltage of 586.8
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Figure 4.16: Simulation results of PSO to compute optimal gains for GIC based SEIG
system for run 1 : (a) Searching value ofkp (b) Searching value ofki
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Figure 4.17: Simulation results of PSO to compute optimal gains for GIC based SEIG
system for run 2 : (a) Searching value ofkp (b) Searching value ofki
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Figure 4.18: Simulation results of PSO to compute optimal gains for GIC based SEIG
system for run 3 : (a) Searching value ofkp (b) Searching value ofki

V. There is no significant difference appears from each voltage waveform. Fig. 4.19 (b)

shows the peak voltagevm obtained for 7 differentkp andki under load switching of 100

Ω/phase at t=3 s. Corresponding peak overshoot obtained for 7differentkp andki are within

3.13 % as seen in Fig. 4.19 (b). Transient parts of voltage foreach case disappears within 5

71



4.5 Computation of optimal proportional and integral gainswithin stable zone for
controlling SEIG voltage

Table 4.3: Optimalkp andki gains obtained from PSO for 20 runs

Run kp ki

1 0.0077 0.4564

2 0.0083 0.757

3 0.0078 0.973

4 .0082 0.762

5 0.009 0.734

6 0.0065 0.592

7 0.0081 0.795

8 0.0089 0.681

9 0.0075 0.881

10 0.0076 0.915

11 0.008 0.79

12 0.0077 0.902

13 0.0073 0.943

14 0.0069 0.965

15 0.0088 0.691

16 0.0085 0.721

17 0.0064 0.921

18 0.0063 0.891

19 0.0072 0.852

20 0.0082 0.755

cycles and achieved steady-state rated peak voltage of 586.8 V. The results obtained here are

almost similar and no significant difference appears. Fig. 4.19 (c) shows the peak voltage

vm obtained for 7 differentkp andki under load switching of 400Ω/phase at t=4.5 s. It is

observed that steady state achieved for all 7 cases within 4 cycles and achieved steady-state

rated peak voltage of 586.8 V. Best optimal value from 20 run is decided from the minimum

value of objective function. Corresponding to this, the best optimal gains arekp=0.0083 and

ki =0.757. Next section describes simulation results in detailof the voltage controlled GIC

based SEIG system using the best optimal gains so that the closed loop system stable under

varied wind speed and load.
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Figure 4.19: Simulation results of SEIG peak voltage under different perturbations for 7
differentkp andki : (a) wind speed perturbation (b) Resistive load of 100Ω/phase switched
on (c) Resistive load of 400Ω/phase added
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4.6 Results and Discussion

It is already discussed in section 4.5 that how to select the optimal gains ofPI to make

GIC based SEIG system optimized and stable. To study the performance of optimized GIC

based SEIG system under different types of load (resistive and IM load) with varied wind

speed, simulation is carried out in MATLAB/Simulink environment. Simulation results are

described in the subsequent subsections.

4.6.1 Transient performance of optimized GIC based SEIG feeding

resistive load

Initially, at t=0 s, to develop the rated SEIG voltage, a windspeed of 9.8 m/s is selected for

the simulation. To show the effectiveness of the proposed control scheme the perturbations

considered by taking resistive (R) load are as follows.

1. Switching of GIC at t=1 s,

2. Wind speed increased from 9.8 m/s to 10.8 m/s at t=2 s,

3. Switching of balanced three-phase resistive load of 100Ω/phase at t=3 s,

4. Switching of resistive load of 400Ω/phase at t=4.5 s,

5. Wind speed increased from 10.8 m/s to 11.2 m/s at t=5 s,

6. Wind speed decreased from 11.2 m/s to 10.9 m/s at t=6 s,

7. Removal of balanced three-phase resistive load of 100Ω/phase at t= 7 s, and

8. Wind speed decreased from 10.9 m/s to 10.5 m/s at t=8 s.

To maintain rated voltage and frequency of SEIG, GIC is connected across the SEIG ter-

minal in such a manner that GIC and SEIG output voltages have the same fundamental

frequency and voltage. GIC is connected across the SEIG, at t=1 s, to synchronize voltage

and frequency with SEIG. As described in the section 4.3, GICis connected with the SEIG

at the point of common coupling in such a manner that no exchange of active and reactive

power occurs between them at steady-state. To set this condition, the phase angle between

GIC and SEIG fundamental voltages should be zero. Fig. 4.20 shows the steady-state wave-

form of SEIG line voltage and GIC line voltage. It is observed, switching of GIC makes

angleδ = 0◦ between GIC and SEIG stator line voltages due to synchronization at no load.

Fig. 4.21 (a) and (b) are showing variation of SEIG and GIC active power respectively, dur-

ing this GIC switching. It is observed from Fig. 4.21 (a) thatafter GIC is connected at t=1 s,
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active power of SEIG reaches to peak of -1780 W at t=1.03 s and comes to zero W at t=1.17

s. Similarly, Fig. 4.21 (b) shows that active power of GIC reaches to peak of 1780 W at

t=1.03 s and comes to zero W at t=1.17 s. It is observed from both the figures that exchange

of active power between SEIG and GIC becomes zero at the steady-state. Thus frequency

of SEIG matches with GIC frequency which is set at 50 Hz. Fig. 4.22 shows the variation of

frequency due to GIC connection. It is observed that at t=1.21 s SEIG frequency becomes

50 Hz.
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Figure 4.20: Simulation result showing SEIG and GIC voltagewaveforms with steady-state
value ofδ after switching of GIC at no load
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Figure 4.21: Simulation results showing: (a) variation of SEIG active power after GIC
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Figure 4.22: Simulation result showing variation of SEIG frequency after switching with
GIC

75



4.6 Results and Discussion

Similarly, reactive power exchange between GIC and SEIG is also zero at the critical

value of modulation index,m. Fig. 4.23 shows the variation of modulation index versus

time, where it is observed that the critical value of modulation index,m0.73. Corresponding

to GIC switching, reactive power variation across SEIG, GICand excitation capacitor are

shown in Fig. 4.24 (a), (b) and (c). Reactive power drawn by SEIG before connection of

GIC is 3490 VAR as seen in Fig. 4.24 (a). Due to GIC connection SEIG reactive power

changes to -2200 VAR at t=1.03 s and comes again to -3490 VAR att=1.15 s. As observed

from Fig. 4.24 (b), reactive power of GIC changes from zero to906 VAR at t=1.03 s and

comes to zero at t=1.15 s. Fig. 4.24 (c) shows reactive power provided by capacitor before

GIC connection is 3490 VAR. Due to GIC connection at t=1.03 s reactive power of capacitor

changes from 3490 VAR to 3100 VAR and comes to 3490 var at t=1.15 s. Steady-state

achieved at t=1.15 s, no exchange of reactive power between SEIG and GIC occurs at this

instant, implying that fundamental component of SEIG voltage and GIC output voltage are

equal in magnitude and phase. Fig. 4.25 shows variation of SEIG stator peak voltage due

to GIC connection and it is observed that SEIG maintains stator peak voltage rated value of

586.8 V at steady-state.
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Figure 4.23: Simulation result showing modulation index variation of GIC (no-load) with
time
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Figure 4.25: Simulation result showing variation of SEIG peak voltage after connection
with GIC

Simulation results for variation of the wind speed and load mentioned in the beginning

of this subsection are shown in Fig. 4.26. Fig. 4.26 (a) showsthe wind speed variation con-

sidered as input for simulation, and Fig. 4.26 (b) shows the SEIG rotor speed corresponding

to this variation. Fig. 4.26 (c) shows frequency of SEIG controlled in open loop manner by

GIC, corresponding to this wind speed and load perturbations. Fig. 4.26 (d) shows SEIG

stator peak voltage when controlled in closed loop manner byGIC, corresponding to this

wind speed and load perturbations. Detail of Fig. 4.26 are described in subsequent para-

graphs.
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Figure 4.26: Closed loop simulation results of proposed GICbased SEIG system with
loading and wind speed variations: (a) Wind speed variations (input for simulation)(b)
Rotor speed of SEIG (c) Stator frequency of SEIG (d) Stator peak voltage of SEIG.

At t=0 s, wind speed is 9.8 m/s. Corresponding to 9.8 m/s wind speed, rotor speed of

SEIG is 157 rad/s. At t= 1 s GIC is connected and that does not cause any change in SEIG

rotor speed. When the wind speed changes to 10.8 m/s, 11.2 m/s, 10.9 m/s and 10.5 m/s

at t=2 s, t=5 s, t=6 s and t=8 s, in that order, as shown in Fig. 4.26 (a), corresponding to

these variations, rotor speed changes to 171.1 rad/s, 176.7rad/s, 172. 5 rad/s and 167 rad/s,

respectively. Due to switching of loads at t=3 s, t=4.5 s and t=7 s, negligible notches occur

in the rotor speed as shown in Fig. 4.26 (b). This proves healthy functioning of GIC. This

SEIG system does not use closed loop frequency control. However, frequency is controlled
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by GIC in open loop manner. Due to wind speed variations and load variations, frequency

has notches and spikes on the set value of 50 Hz, as evident from Fig. 4.26 (c).

At t=2 s, wind speed changes to 10.8 m/s, and corresponding tothis variation, rotor

speed changes to 171.7 rad/s. It is observed from Fig. 4.27 that SEIG terminal frequency

decreases due to availability of excess active power. Fig. 4.28 shows active power of SEIG

changes from zero to -2375 W. Fig. 4.29 shows the new steady-state value of angleδ be-

comes -14.4◦, from the previous value of zero. Increase wind speed leads to increase ofδ
in negative direction. Hence, GIC absorbs active power of 2375 W from SEIG. Fig. 4.30

shows the active power of GIC changes from zero to 2375 W. Following the above fre-

quency transient, the angleδ and active power flow in GIC reach the steady-state and finally

SEIG frequency becomes equal to the GIC frequency. SEIG frequency is maintained at its

rated value without any frequency feedback. This occurs dueto excess power absorbed by

the GIC during the transient period. As observed in Fig. 4.29, the GIC line voltage lags

SEIG stator line voltage byδ =−14.4◦. Since,δ < 0◦ the GIC acts as an equivalent resis-

tance and this power is stored in DC link battery. Due to active power drawn by GIC, SEIG

terminal voltage deviates from the rated value of 586.8 V as shown in Fig. 4.31.
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Figure 4.27: Simulation result showing variation of SEIG frequency corresponding to wind
speed change from 9.8 m/s to 10.8 m/s

Figure 4.28: Simulation result showing variation of SEIG active power corresponds to wind
speed change from 9.8 m/s to 10.8 m/s

But SEIG-GIC operate in closed loop with voltage as feedback, and thePI updates its

output,i.e., modulation index,mvalue from 0.73 to 0.83 as presented in Fig. 4.32. The wind

speed perturbation taken at t=2 s, makes the fundamental component of GIC output voltage
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Figure 4.29: Simulation result showing SEIG and GIC voltagewaveforms with steady-state
value ofδ in wind speed change from 9.8 m/s to 10.8 m/s.

Figure 4.30: Simulation result showing variation of GIC active power corresponding to
wind speed change from 9.8 m/s to 10.8 m/s
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Figure 4.31: Simulation result showing SEIG peak voltage waveform corresponding to
wind speed change from 9.8 m/s to 10.8 m/s

more than the fundamental component of SEIG stator line voltage (sincem is more than

critical value). Hence, GIC acts as an equivalent capacitorand supplies additional leading

reactive power of the order of 705 VAR as shown in Fig. 4.33 (a). Fig. 4.33 (b) shows that

steady-state reactive power of SEIG corresponding to this wind perturbation is - 4195 VAR.

However, as shown in Fig. 4.33 (c), excitation capacitor provides 3490 VAR in steady-state.

Under steady-state,δ remains at the same value to maintain the power balance across PCC.

The GIC acts as an equivalent parallel combination of resistance and capacitance from time

t=2 s to next transient period t=3 s.
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Figure 4.32: Simulation result showing variation of modulation index of GIC with time
corresponding to wind speed change from 9.8 m/s to 10m/s.

Time (s)  
  (b)     

1.98 2.2 2.5 2.8 3R
ea

ct
iv

e 
po

w
er

 (
V

A
R

)
-4195
-3490

-2200

0

Time (s)
(a)     

1.98 2.2 2.5 2.8 3R
ea

ct
iv

e 
po

w
er

 (
V

A
R

)

-906

-500

0

480
705

Time (s)
(c)     

1.98 2.2 2.5 2.8 3R
ea

ct
iv

e 
po

w
er

 (
V

A
R

)

0

1000

2000

3100
3490

Figure 4.33: Simulation results showing reactive power variation corresponding to wind
speed change from 9.8 m/s to 10.8 m/s (a) GIC (b) SEIG (c) Excitation capacitor

At time t=3 s, resistive load of 100Ω/phase is switched on across the SEIG termi-

nals, corresponding to this, SEIG terminal frequency decreases for a moment as shown in

Fig. 4.34 due to active power absorbed by the load. Fig. 4.35 (a), (b) and (c) are showing ac-

tive power variation of load, SEIG and GIC. Fig. 4.35 (a) shows that active power absorbed

by this load is 1746 W. As a result angleδ between SEIG and GIC voltages increases in

positive direction. Fig. 4.36 shows the new steady-state value of angleδ becomes -7.2◦

from the previous value of -14.4◦. Moreover active power provided by SEIG as shown in

Fig. 4.35 (b) is -2375 W and absorbed by load is 1746 W and rest active power of order

of 629 W absorbed by GIC (previous value 2375 W at no load) as shown in Fig. 4.35 (c).

To maintain power balance due to adding resistive load, the GIC absorbs only 629 W from

SEIG (So now equivalent resistance has increased) for matching SEIG frequency with GIC

frequency. The GIC based SEIG system is operated in closed loop to make SEIG voltage

constant,PI updates its outputi.e. modulation index,m= 0.81 as shown in Fig. 4.37. Since

modulation index, m is more than that of critical modulationindex, m value so here GIC

output voltage is more than SEIG voltage (as described in section 4.3 value ofr1 > 0).

Fig. 4.38 shows the SEIG peak voltage variation due to switching of 100Ω/phase load. It

is observed that SEIG peak reaches to 602 V and comes back to rated value of 586.8 V.

Reactive power variation of GIC, SEIG and excitation capacitor, due to the switching of

100Ω/phase load are presented in Fig. 4.39 (a), (b) and (c). Hence, the GIC still acts as an
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equivalent capacitor and it supplies additional reactive power of the order of 705 VAR. Dur-

ing this period VAR drawn from the excitation capacitor remains unchanged (3490 VAR).

So from the above discussion it is observed that GIC still operates as an equivalent parallel

combination of resistance and capacitance.
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Figure 4.34: Simulation result showing variation of SEIG frequency due to switching of
100Ω/phase load
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Figure 4.35: Simulation results showing active power variation due to switching of 100
Ω/phase load: (a) load (b) SEIG (c) GIC
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Figure 4.36: Simulation result showing SEIG and GIC voltagewaveforms with steady-state
value ofδ due to switching of 100Ω/phase load
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Figure 4.37: Simulation result showing variation of modulation index due to switching of
100Ω/phase load
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Figure 4.38: Simulation result showing SEIG peak voltage waveform due to switching of
100Ω/phase load
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Figure 4.39: Simulation results showing reactive power variation due to switching of 100
Ω/phase load: (a) GIC (b) SEIG (c) Excitation capacitor

At time t=4.5 s,R load of 400Ω/phase is added so net load across SEIG becomes

80 Ω/phase. This load perturbation leads to momentary fall in SEIG terminal frequency

due to active power drawn by load from the SEIG. Fig. 4.40 (a),(b) and (c) are showing

the active power variation of netR load, SEIG and GIC. It is observed that active power

drawn by load is 2182 W and active power provided by SEIG is -2375 W. To meet the load

requirementδ rises in the positive direction. Fig. 4.41 shows the new steady-state value of

angleδ becomes -4.5◦ from the previous value of -7.2◦. Hence GIC further rejects active

power and settles at 192.7 W till SEIG frequency matches withGIC frequency. Hence, the

resistance offered by GIC increases further. As the SEIG-GIC system operated in a closed
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loop voltage as feedback, the output ofPI controller updated its modulation index,mvalue

like the previous case and settles at 0.83 as presented in Fig. 4.42. In this case also GIC

fundamental component of output voltage is more than that ofSEIG voltage but the volt-

age ratio is approximately same with the previous case. Fig.4.43 shows the SEIG peak

voltage variation, it is observed that corresponds to this load switching, SEIG reaches to

570 V and comes back to the rated value of 586.8 V at 4.58 s. Fig.4.44 (a), (b) and (c)

are showing variation of reactive power corresponding to this load switching. Fig. 4.44 (a)

shows that steady-state reactive power supplied by GIC is 705 VAR. Fig. 4.44 (b) shows that

steady-state reactive power VAR provided by SEIG is -4195 VAR same with previous case.

Fig. 4.44 (c) shows that steady-state reactive power VAR provided by excitation capacitor

is 3490 VAR same with previous case. During this transient period GIC still operated as an

equivalent parallel combination of resistance and capacitance.
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Figure 4.40: Simulation results showing active power variation due to load switching of
400Ω/phase: (a) load (b) SEIG (c) GIC
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Figure 4.41: Simulation result showing SEIG and GIC voltagewaveforms with steady-state
value ofδ due to load switching of 400Ω/phase
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Figure 4.42: Simulation result showing variation of modulation index of GIC with time
corresponding to load switching of 400Ω/phase
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Figure 4.43: Simulation result showing SEIG peak voltage variation due to load switching
of 400Ω/phase
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Figure 4.44: Simulation results showing reactive power variation due to load switching of
400Ω/phase: (a) GIC (b) SEIG (c) Excitation capacitor

At t=5 s, wind speed changes from 10.8 m/s to 11.2 m/s, and corresponding to this

variation, rotor speed changes to 176.7 rad/s. Hence, momentary rise of SEIG frequency

appears at t=5 s due to availability of excess active power and after that SEIG frequency

follows GIC frequency and comes back to 50 Hz as seen in Fig. 4.45. Due to this perturba-

tion δ increases in negative direction. Fig. 4.46 shows the new steady-state value of angle

δ becomes -7.2◦ from the previous value of -4.5◦. Fig. 4.47 (a), (b) and (c) are showing

active power variation of load, SEIG and GIC respectively. Corresponding to increase in

wind speed from 10.8 m/s to 11.2 m/s, active power supplied bySEIG changes from -2375

to -3405 W. Out of this load absorbs 2182 W and GIC absorbs 1223W to maintain active

power balance.

During this perturbation,PI updated its output ,i.e., modulation index,m value

from 0.83 to 0.86 as presented in Fig. 4.48. In this case also GIC fundamental component

of output voltage is more than that of SEIG voltage. Fig. 4.49shows the SEIG peak volt-
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Figure 4.45: Simulation result showing variation of SEIG frequency corresponding to in-
crease in wind speed from 10.8 m/s to 11.2 m/s
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Figure 4.46: Simulation result showing SEIG and GIC voltagewaveforms with steady-state
value ofδ corresponding to increase in wind speed from 10.8 m/s to 11.2m/s

age variation, it is observed that corresponding to this wind perturbation, SEIG reaches to

591.2 V and comes back to the rated value of 586.8 V at 5.16 s. Fig. 4.50 (a), (b) and

(c) are showing variation of reactive power of GIC, SEIG and excitation capacitor corre-

sponding to increase in wind speed from 10.8 m/s to 11.2 m/s. During this perturbation, at

steady-state GIC supplies 1034 VAR, SEIG demands -4524 VAR and excitation capacitor

provides 3490 VAR (same with previous case). During this transient period GIC operates

as an equivalent parallel combination of resistance and capacitance.

At t=6 s, wind speed changes from 11.2 m/s to 10.9 m/s, and corresponding to this vari-

ation, rotor speed changes from 176.7 rad/s to 172.5 rad/s. Hence, momentary decrease of

SEIG frequency appears at t=6 s, with decreased wind speed and after that SEIG frequency

follows GIC frequency and comes back to 50 Hz as presented in Fig. 4.51. Corresponding

to this wind speed change, Fig. 4.52 shows the new steady-state value of angleδ becomes

-6.21◦ from the previous value of -7.2◦. Fig. 4.53 (a), (b) and (c) are showing active power

variation of load, SEIG and GIC respectively. Corresponding to decrease in wind speed

from 11.2 m/s to 10.9 m/s, active power supplied by SEIG changes from -3405 W to -2633

W. Load absorbs 2182 W and GIC absorbs 452 W to maintain activepower balance.
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Figure 4.47: Simulation results showing variation of active power corresponding to increase
in wind speed from 10.8 m/s to 11.2 m/s: (a) load (b) SEIG (c) GIC
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Figure 4.48: Simulation result showing variation of modulation index of GIC with time
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Figure 4.49: Simulation result showing SEIG peak voltage variation corresponding to in-
crease in wind speed from 10.8 m/s to 11.2 m/s
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Figure 4.50: Simulation results showing reactive power variation corresponding to increase
in wind speed from 10.8 m/s to 11.2 m/s: (a) GIC (b) SEIG (c) excitation capacitor

During this perturbation,PI updated its output ,i.e., modulation index,m value

from 0.86 to 0.83 as presented in Fig. 4.54. In this case also GIC fundamental component
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Figure 4.51: Simulation result showing variation of SEIG frequency corresponding to in-
crease in wind speed from 11.2 m/s to 10.9 m/s
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Figure 4.52: Simulation result showing SEIG and GIC voltagewaveforms with steady-state
value ofδ corresponding to decrease wind speed from 11.2 m/s to 10.9 m/s

of output voltage is more than that of SEIG voltage. Fig. 4.55shows the SEIG peak voltage

variation corresponding to this wind speed perturbation. It is observed that SEIG peak

voltage comes to rated voltage at t=6.12 s. Fig. 4.56 (a), (b)and (c) are showing variation

of reactive power of GIC, SEIG and excitation capacitor corresponds to increase in wind

speed from 11.2 m/s to 10.9 m/s. During this perturbation GICsupplies 778 VAR, SEIG

demands -4268 VAR and excitation capacitor provides 3490 VAR (same with previous

case). During this transient period GIC operates as an equivalent parallel combination of

resistance and capacitance.
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Figure 4.53: Simulation results showing variation of active power corresponding to de-
crease in wind speed from 11.2 m/s to 10.9 m/s: (a) load (b) SEIG (c) GIC
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Figure 4.54: Simulation result showing variation of modulation index of GIC with time
corresponding to decrease in wind speed from 11.2 m/s to 10.9m/s
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Figure 4.55: Simulation result showing variation of SEIG peak voltage corresponding to
decrease in wind speed from 11.2 m/s to 10.9 m/s
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Figure 4.56: Simulation results showing reactive power variation corresponding to increase
in wind speed from 11.2 m/s to 10.9 m/s: (a) GIC (b) SEIG (c) excitation capacitor
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At t=7 s, resistive load 100Ω/phase is removed from the SEIG terminals which

leads to momentary rise in SEIG terminal frequency and afterthat SEIG frequency follows

GIC frequency and comes back to 50 Hz as shown in Fig. 4.57. Corresponds to this load

change, Fig. 4.58 shows the new steady-state value of angleδ becomes -14.76◦ from the

previous value of -6.21◦. Fig. 4.59 (a), (b) and (c) are showing active power variation of

load, SEIG and GIC corresponds to removal of load at wind speed of 10.9 m/s. During this

perturbation active power supplied by SEIG is -2633 W (same with previous case due to

same wind speed). Active power drawn by load is decreased from 2182 W to 436.4 W (due

to removal of load). Active power absorbed by GIC increases from 452 W to 2197 W (which

is more than the previous case) to maintain active power balance. Corresponding to this load

perturbation, the output ofPI controller updated its modulation index,m from 0.83 to 0.84

as presented in Fig. 4.60. In this case also GIC fundamental component of output voltage

is more than that of SEIG voltage. Fig. 4.61 shows SEIG peak voltage changes from rated

value of 586.8 V to 613 V and comes back to rated value at 7.13 s.Fig. 4.62 (a), (b) and (c)

are showing variation of reactive power of GIC, SEIG and excitation capacitor corresponds

to removal of load at wind speed 10.9 m/s. During this perturbation GIC supplies 778 VAR.

SEIG requires about 4270 VAR during this transient period. Excitation capacitor supplies

3490 VAR (there is no change in the VAR provided by excitationcapacitor). During this

transient period GIC still operated as an equivalent parallel combination of resistance and

capacitance.
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Figure 4.57: Simulation result showing variation of SEIG frequency corresponding to re-
moval of load at wind speed 10.9 m/s
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Figure 4.58: Simulation result showing SEIG and GIC voltagewaveforms with steady-state
value ofδ corresponding to removal of load at wind speed 10.9 m/s
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Figure 4.59: Simulation results showing variation of active power corresponding to removal
of load at wind speed 10.9 m/s: (a) load (b) SEIG (c) GIC
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Figure 4.60: Simulation result showing variation of modulation index of GIC with time
corresponding to removal of load at wind speed 10.9 m/s

At t=8 s, wind speed changes from 10.9 m/s to 10.5 m/s and corresponding to

this variation, SEIG rotor speed decreases to 167 rad/s. Hence, momentary decrease of

SEIG frequency appears at t=8 s, with decreased wind speed and after that SEIG frequency

follows GIC frequency and comes back to 50 Hz as presented in Fig. 4.63. Corresponding

to this wind speed change, Fig. 4.64 shows the new steady state value of angleδ becomes

-8.1◦ from the previous value of -14.76◦. Fig. 4.65 (a), (b) and (c) are showing active power

variation of load, SEIG and GIC respectively. Corresponds to decrease in wind speed from
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Figure 4.61: Simulation result showing variation of SEIG peak voltage corresponding to
removal of load at wind speed 10.9 m/s m/s
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Figure 4.62: Simulation results showing variation of reactive power corresponding to re-
moval of load at wind speed 10.9 m/s: (a) GIC (b) SEIG (c) excitation capacitor

10.9 m/s to 10.5 m/s, active power supplied by SEIG changes from -2633 W to -1612 W.

Active power drawn by load is 436.4 W. Active power absorbed by GIC changes from 2197

W to 1165 W to maintain active power balance. During this perturbationPI updated its

output i.e., modulation index, m value from 0.84 to 0.77 as shown in Fig. 4.66. In this

case also GIC fundamental component of output voltage is more than that of SEIG voltage.

Fig. 4.67 shows variation of SEIG peak voltage. It is observed that SEIG peak reaches

to 594.6 V and comes to rated value of 586.8 V at 8.15 s. Fig. 4.68 (a), (b) and (c) are

showing variation of reactive power of GIC, SEIG and excitation capacitor corresponding

to decrease of wind speed from 10.9 m/s to 10.5 m/s. During this perturbation period SEIG

requires 3976 VAR. GIC supplies of the order of 480 VAR. Excitation capacitor supplies

3490 VAR (there is no change in the VAR provided by excitationcapacitor). During this

transient period GIC still operates as an equivalent parallel combination of resistance and

capacitance.
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Figure 4.63: Simulation result showing variation of SEIG frequency corresponding to de-
crease in wind speed from 10.9 m/s to 10.5 m/s
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Figure 4.64: Simulation result showing SEIG and GIC voltagewaveforms with steady-state
value ofδ corresponding to decrease in wind speed from 10.9 m/s to 10.5m/s
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Figure 4.65: Simulation results showing variation of active power corresponding to de-
crease in wind speed from 10.9 m/s to 10.5 m/s: (a) load (b) SEIG (c) GIC

Fig. 4.69 (a) shows the stator line current waveform. At windspeed of 9.8 m/s and

corresponding stator peak voltage of 586.8 V, stator peak current is 6.8 A. At t=1s, due to

switching of GIC, stator peak current remains same. At t=2 s,wind speed increased to 10.8

m/s thus increasing the mechanical power input and active power output of the generator.

As the stator voltage of SEIG remains constant due to closed loop voltage control by GIC,

the stator current increased to 9.45 A. At t= 3 s and 4.5 s, switching of loads of 100Ω/phase

and 400Ω/phase, respectively do not have any effect on stator line current except spike due
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Figure 4.66: Simulation result showing variation of modulation index of GIC corresponding
to decrease in wind speed from 10.9 m/s to 10.5 m/s

Time (s)
        

8 8.15 8.5 9

v m
 (

V
)

586.8

613

Figure 4.67: Simulation result showing variation of SEIG peak voltage corresponding to
decrease in wind speed from 10.9 m/s to 10.5 m/s m/s
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Figure 4.68: Simulation results showing variation of reactive power corresponding to de-
crease in wind speed from 10.9 m/s to 10.5 m/s: (a) GIC (b) SEIG(c) Excitation capacitor

to healthy functioning of GIC. At t=5 s, wind speed increasedto 11.2 m/s thus increasing

the mechanical power input and active power output of the generator. As the stator voltage

of SEIG remains constant due to closed loop voltage control by GIC, the stator current

increased to 11.07 A. The stator peak current decreases from11.07 A to 9.81 A, due to

decrease of wind speed to 10.9 ma
"
t t=6 s. At t=7 s, load is removed so only a spike occurs

and stator current maintains its previous value. At t=8 s, wind speed reduces to 10.5 m/s so

mechanical power input and active power output of SEIG decreases. As the stator voltage

of SEIG remains constant due to closed loop voltage control by GIC, the stator current

decreased from to 9.81 A to 8.35 A.

Fig. 4.69 (b) shows the load current waveform. First load is switched on at t=3 s. Till

then load current was zero. At t=3 s due to switching of load of100 Ω/phase, load peak
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current increase from zero to 3.38 A. At t=4.5 s, due to switching of load of 400Ω/phase,

net load decreases to 80Ω/phase. Corresponding to this, load peak current increasesfrom

3.38 A to 4.23 A. At t=7 s, 100Ω/phase load is removed from SEIG so load current reduced

from 4.23 A to 0.85 A. After that there is no load change. So load peak current remains

constant at 0.85 A. The variation in SEIG stator current withwind speed variation is taken

care by GIC and load current not affected by stator current changes.

Figure 4.69: Closed loop simulation results of stator current and load current waveforms
of optimized GIC based SEIG system during different perturbations: (a) Stator line current
waveform of of SEIG (b) Load current waveform

4.6.2 Transient performance of optimized GIC based SEIG system

feeding IM load

As the results presented and discussed in the chapter 3, SEIGis not able to operate IM load

successfully. So, a closed loop control is essential. Initially at t=0 s, a wind speed of 9.8 m/s

is selected in the simulation to develop the rated SEIG voltage. To show the effectiveness

of the proposed closed loop control technique and to run smoothly IM load with SEIG, the

perturbations considered are as follows.

1. Switching of GIC at t=1 s,

2. Wind speed increased from 9.8 m/s to 10.8 m/s at t=2 s,
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3. Switching of IM load at t=3 s with zero mechanical load,

4. Mechanical load of 4 Nm is applied to IM at t=5 s,

5. Wind speed increased from 10.8 m/s to 11.2 m/s at t=6 s,

6. Mechanical load is removed from IM at t=7 s and

7. Wind speed decreased from 11.2 m/s to 10.9 m/s at t=8 s.

Simulation results for variation of wind speed and IM load mentioned in the beginning of

this subsection are shown in Fig. 4.70. Fig. 4.70 (a) shows wind speed variation consid-

ered as input for simulation, Fig. 4.70 (b) shows the SEIG rotor speed corresponding to this

variation. Fig. 4.70 (c) shows frequency of SEIG controlledin open loop manner by GIC,

corresponding to this wind speed and load perturbations. Fig. 4.70 (d) shows SEIG stator

peak voltage when controlled in closed loop manner by GIC, corresponding to this wind

speed and load perturbations. Detail of Fig. 4.70 are described in subsequent paragraphs.

As discussed in the previous subsection 4.6.1, GIC is connected with SEIG at t=1 s. GIC

is connected with the SEIG at the point of common coupling in such a manner that no ex-

change of active power and reactive power occurs between them at steady state.
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Figure 4.70: Closed loop simulation results of proposed GICbased SEIG with IM loading
and wind speed perturbations: (a) Wind speed (b) Rotor speedof SEIG (c) Stator frequency
of SEIG (d) Stator peak voltage of SEIG
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At t=2 s, wind speed changes to 10.8 m/s, and corresponding tothis variation, rotor

speed changes to 171.7 rad/s. It is observed from Fig. 4.71 that SEIG terminal frequency

increases due to availability of excess active power. Fig. 4.72 shows active power of SEIG

changes from zero to -2375 W. Fig. 4.73 shows the new steady-state value of angleδ be-

comes -14.4◦, from the previous value of zero. Wind speed increase leads to increase ofδ
in negative direction. Hence, GIC absorbs active power of 2375 W from SEIG. Fig. 4.74

shows the active power of GIC changes from zero to 2375 W. Following the above fre-

quency transient, the angleδ and active power flow in GIC reach the steady-state and finally

SEIG frequency becomes equal to the GIC frequency. SEIG frequency is maintained at its

rated value without any frequency feedback. This occurs dueto excess power absorbed by

the GIC during the transient period. As observed in Fig. 4.73, the GIC line voltage lags

SEIG stator line voltage byδ = −14.4◦. Since,δ < 0◦ the GIC acts as an equivalent re-

sistance and this power is stored in DC link battery. Due to active power drawn by GIC,

SEIG terminal voltage deviates from the rated value of 586.8V as shown in Fig. 4.75. But

SEIG-GIC operate in closed loop with voltage as feedback, and thePI updates its output,

i.e., modulation index,m value from 0.73 to 0.83 as presented in Fig. 4.76. The wind

speed perturbation taken at t=2 s, makes the fundamental component of GIC output voltage

more than the fundamental component of SEIG stator line voltage (since m is more than

critical value). Hence, GIC acts as an equivalent capacitorand supplies additional leading

reactive power of the order of 705 VAR as shown in Fig. 4.77 (a). Fig. 4.77 (b) shows that

steady-state reactive power of SEIG corresponding to this wind perturbation is - 4195 VAR.

However, as shown in Fig. 4.77 (c), excitation capacitor provides 3490 VAR in steady state.

Under steady-state,δ remains at the same value to maintain the power balance across PCC.

The GIC acts as an equivalent parallel combination of resistance and capacitance from time

t= 2 s to next transient period t=3 s.
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Figure 4.71: Simulation result (GIC based SEIG system to feed IM load) showing SEIG
frequency variation corresponding to wind speed change from 9.8 m/s to 10.8 m/s
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Figure 4.72: Simulation result (GIC based SEIG system to feed IM load) showing variation
of SEIG active power corresponds to wind speed change from 9.8 m/s to 10.8 m/s
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Figure 4.73: Simulation result (GIC based SEIG system to feed IM load) showing SEIG
and GIC voltage waveforms with steady state-value ofδ in wind speed change from 9.8
m/s to 10.8 m/s

Figure 4.74: Simulation result (GIC based SEIG system to feed IM load) showing variation
of GIC active power corresponding to wind speed change from 9.8 m/s to 10.8 m/s (GIC
based SEIG system to feed IM load)

At t=3 s, IM is connected to SEIG with no mechanical load, IM attained the rated

speed of 157 rad/s at t=3.36 s after the successful starting as seen from Fig. 4.78 (a). The

electromagnetic torque of IM The electromagnetic torque ofIM is also showing appreciable

starting transients that are settled at t=3.36 s as observedfrom Fig. 4.78 (b). Fig. 4.79 shows

SEIG frequency variation with IM load (mechanical load is zero) at 10.8 m/s wind speed.

As seen from this figure SEIG frequency reaches to 50 Hz at t=3.36 s. Fig. 4.80 (a), (b)

and (c) are showing active power variation of SEIG, IM load and GIC corresponding to

this IM load switching. As seen from Fig. 4.80 (a) that steady-state active power provided
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Figure 4.75: Simulation result (GIC based SEIG system to feed IM load) showing SEIG
peak voltage waveform corresponding to wind speed change from 9.8 m/s to 10.8 m/s (GIC
based SEIG system to feed IM load)
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Figure 4.76: Simulation result (GIC based SEIG system to feed IM load) showing variation
of modulation index of GIC with time corresponding to wind speed change from 9.8 m/s to
10.8 m/s

Time (s)  
  (b)     

1.98 2.2 2.5 2.8 3R
ea

ct
iv

e 
po

w
er

 (
V

A
R

)

-4195
-3490

-2200

0

Time (s)
(a)     

1.98 2.2 2.5 2.8 3R
ea

ct
iv

e 
po

w
er

 (
V

A
R

)

-906

-500

0

480
705

Time (s)
(c)     

1.98 2.2 2.5 2.8 3R
ea

ct
iv

e 
po

w
er

 (
V

A
R

)

0

1000

2000

3100
3490

Figure 4.77: Simulation results (GIC based SEIG system to feed IM load) showing reactive
power variation corresponding to wind speed change from 9.8m/s to 10.8 m/s (GIC based
SEIG system to feed IM load): (a) GIC (b) SEIG (c) Excitation capacitor

by SEIG is of the order of -2375 W. Fig. 4.80 (b) shows that since IM load is operated

with no mechanical load so, active power absorbed by it zero at steady-state. Hence, to

maintain active power balance GIC absorbed 2375 W (for maintaining SEIG frequency) as

observed in Fig. 4.80 (c). During this transient period GIC offers same resistance to the

SEIG system like the previous period. The PI controller updates its outputi.e., modulation

index,m to 0.89. SEIG peak voltage comes to rated voltage of 586.8 at 3.29 s, as seen in

Fig. 4.81. During this period as discussed in the previous section modulation index is more

than critical modulation index value so line voltage of output of GIC is more than stator line

voltage of SEIG. Fig. 4.82 (a) shows that during this perturbation VAR demanded by SEIG
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is of the order -4194. Fig. 4.82 (b) shows that the VAR demanded by IM load is -753.3

VAR. Total VAR required by SEIG and IM load is provided by capacitor and GIC. It is

observed from Fig. 4.82 (c) that capacitor supplies 3490 VARduring this period. Fig. 4.82

(d) shows that the VAR supplied by GIC is 1457.3 VAR.
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Figure 4.78: Simulation results of speed and torque variation of IM load (mechanical load
is zero) connected with GIC based SEIG at 10.8 m/s wind speed:(a) Rotor Speed of IM (b)
Electromagnetic torque of IM
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Figure 4.79: Simulation result showing SEIG frequency variation with IM load (mechanical
load is zero) at 10.8 m/s wind speed
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Figure 4.80: Simulation results showing active power variation with IM load (mechanical
load is zero) at 10.8 m/s wind speed: (a) SEIG (b) GIC (c) IM load
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Figure 4.81: Simulation result showing variation of SEIG peak voltage with IM load (me-
chanical load is zero) at 10.8 m/s wind speed speed
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Figure 4.82: Simulation results showing reactive power variation with IM load (mechanical
load is zero) at 10.8 m/s wind speed speed: (a) SEIG (b) IM load(c) Excitation capacitor
(d) GIC

At t=5 s, mechanical load of 4 Nm is applied to the IM load. Corresponding to

this, the speed of IM decreased to 149.2 rad/s as seen from Fig. 4.83 (a) and electromagnetic

torque increased to 4 Nm as observed from Fig. 4.83 (b). SEIG terminal frequency falls for

a moment and comes back to 50 Hz at t=5.16 s as observed in Fig. 4.84, till active power

provided by SEIG matches with active power absorbed by GIC and IM load. Fig. 4.85

(a) shows that active power provided by SEIG is -2375 W. Fig. 4.85 (b) shows that active

power absorbed by IM load is of the order of 681.6. Fig. 4.85 (c) shows that active power

absorbed by GIC is 1697.4 W to maintain power balance for maintaining SEIG frequency

at 50 Hz. During this perturbation GIC operates as a resistance. Since the SEIG-GIC sys-

tem operates in closed loop by updating output ofPI, SEIG peak voltage comes to rated

voltage of 586.8. Fig. 4.86 (a) and (b) show that reactive power required by SEIG and IM

load are -4194 VAR and -753.3 VAR, respectively. It is observed from Fig. 4.86 (c) and (d)

that excitation capacitor and GIC supply approximately same amount of VAR as provided

in the previous case. The GIC acts as an equivalent parallel combination of resistance and

capacitance from time t=5 s to next transient period t=6 s.
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Figure 4.83: Simulation results showing speed and torque variation of IM load correspond-
ing to insertion of mechanical load of 4 Nm with 10.8 m/s wind speed: (a) IM speed (b) IM
torque
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Figure 4.84: Simulation result showing SEIG frequency variation corresponding to IM load
(insertion of 4 Nm mechanical load ) with 10.8 m/s wind speed
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Figure 4.85: Simulation results showing active power variation corresponding to IM load
(insertion of 4 Nm mechanical load ) with 10.8 m/s wind speed
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Figure 4.86: Simulation results showing reactive power variation corresponding to IM load
(insertion of 4 Nm mechanical load ) with 10.8 m/s wind speed:(a) SEIG (b) IM load (c)
excitation capacitor (d) GIC

At t=6 s, due to increase in wind speed from 10.8 m/s to 11.2 m/s, SEIG rotor

speed increased from 171.2 rad/s to 176.6 rad/s. As a result SEIG terminal frequency rises

for a moment and comes back to 50 Hz at t=6.12 s. IM load rotor speed and torque are

same with previous case as there is no change in mechanical load occurs. Fig. 4.88 (a)

shows that active power provided by SEIG changes from -2375 Wto -3407 W. Fig. 4.88

(b) shows that active power absorbed by IM load is 681.6 W. Fig. 4.88 (c) shows that active

power absorbed by GIC changes from 1693.4 W to 2725.4 W. When balance of active

power occurs SEIG frequency comes to 50 Hz. During this perturbation GIC operates as

a resistance. As voltage is used as a feed back,PI updates its output and peak of SEIG

comes to rated voltage of 586.8 V. Fig. 4.88 (a) shows that reactive power required by SEIG

changes from -4194 VAR to -4524 VAR. Fig. 4.88 (b) shows that reactive power required

by IM load is -753.3 VAR. Fig. 4.88 (c) shows that VAR suppliedby excitation capacitor is

3490 VAR. Fig. 4.88 (d) shows that VAR supplied by GIC changesfrom 1453 VAR to 1800

VAR. The GIC acts as an equivalent parallel combination of resistance and capacitance

from time t=6 s to next transient period t=7 s.
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Figure 4.87: Simulation result showing SEIG frequency variation corresponding to IM load
(4 Nm mechanical load ) with 11.2 m/s wind speed
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Figure 4.88: Simulation results showing active power variation corresponding to IM load
(4 Nm mechanical load) with 11.2 m/s wind speed: (a) SEIG (b) IM load (c) GIC
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Figure 4.89: Simulation results showing reactive power variation corresponding to IM load
(4 Nm mechanical load ) with 11.2 m/s wind speed: (a) SEIG (b) IM load (c) Excitation
capacitor (d) GIC

At t=7 s, mechanical load of IM load is removed. It is observedfrom Fig. 4.90

(a) that, corresponding to this IM speed increases from 149.2 rad/s to 157 rad/s. Fig. 4.90

(b) shows electromagnetic torque decreased from 4 Nm to zeroat t=7.12 s. Removal of

mechanical load results momentary rises in SEIG frequency and brings the frequency to

50 Hz at t=7.13 s as seen in Fig. 4.91. Fig. 4.92 (a) shows that active power provided by

SEIG is -3407 W. Fig. 4.92 (b) shows that active power absorbed by IM load decreases from

681.6 W to zero W due to removal of mechanical load across IM. Fig. 4.92 (c) shows that

active power absorbed by GIC changes from 2725.4 W to 3407 W. When balance of active

power occurs SEIG frequency comes to 50 Hz. During this perturbation GIC operates as

a resistance. As voltage is used as a feed back,PI updates its output and peak of SEIG

comes to rated voltage of 586.8 V. Fig. 4.93 (a) shows that reactive power required by SEIG

changes from -4194 VAR to -4524 VAR. Fig. 4.93 (b) shows that reactive power required

by IM load is -753.3 VAR. Fig. 4.93 (c) shows that VAR suppliedby excitation capacitor is

3490 VAR. Fig. 4.93 (d) shows that VAR supplied by GIC changesfrom 1453 VAR to 1800

VAR. The GIC acts as an equivalent parallel combination of resistance and capacitance

from time t=7 s to next transient period t=8 s.
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At t=8 s, wind speed decreased from 11.2 m/s to 10.9 m/s, corresponding to that SEIG

rotor speed decreased from 176.7 rad/s to 172.5 rad/s. As a result momentary falls in SEIG

terminal frequency occurred and comes to 50 Hz at t=8.12 s as seen in Fig. 4.91. Fig. 4.92

(a) shows that active power provided by SEIG changes from -3407 W to -2634 W. Fig. 4.92

(b) shows that active power absorbed by IM load is zero W due tono mechanical load

across IM. Fig. 4.92 (c) shows that active power absorbed by GIC changes from 3407 W

to 2634 W. When balance of active power occurs SEIG frequencycomes to 50 Hz. During

this perturbation GIC operates as a resistance. As voltage is used as a feed back,PI updates

its output and peak of SEIG comes to rated voltage of 586.8 V. Fig. 4.93 (a) shows that

reactive power required by SEIG changes from -4524 VAR to -4276 VAR. Fig. 4.93 (b)

shows that reactive power required by IM load is -753.3 VAR. Fig. 4.93 (c) shows that

VAR supplied by excitation capacitor is 3490 VAR. Fig. 4.93 (d) shows that VAR supplied

by GIC changes from 1800 VAR to 1539 VAR. The GIC acts as an equivalent parallel

combination of resistance and capacitance from time t=8 s tot=9 s.
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Figure 4.90: Simulation results showing speed and torque variation of IM load correspond-
ing to wind speed 11.2 m/s (at t=7 s) and 10.9 m/s (at t=8 s): (a)IM speed (b) IM torque
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Figure 4.91: Simulation result showing SEIG frequency variation corresponding to wind
speed 11.2 m/s (at t=7 s) and 10.9 m/s (at t=8 s) with IM load
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Figure 4.92: Simulation results showing active power variation corresponding to wind
speed 11.2 m/s (at t=7 s) and 10.9 m/s (at t=8 s) with IM load: (a) SEIG (b) IM load
(c) GIC
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Figure 4.93: Simulation results showing reactive power variation corresponding to wind
speed 11.2 m/s (at t=7 s) and 10.9 m/s (at t=8 s) with IM load: (a) SEIG (b) IM load (c)
excitation capacitor (d) GIC

Stator current waveform of SEIG for the above simulation study is shown in

Fig. 4.94 (a). At wind speed of 9.8 m/s and corresponding stator peak voltage of 586.8 V,

stator peak current is 6.8 A. At t=1 s, due to switching of the GIC, stator peak current is 6.8

A. At t=2 s, wind speed increased from 9.8 m/s to 10.8 m/s thus increasing the mechanical

power input and active power output of the generator. As the stator voltage of SEIG remains

constant due to closed loop voltage control by GIC, the stator peak current increases from

6.8 A to 9.3 A. At t=3 s and 4.5 s, switching of IM load with zero mechanical load and 4

Nm, respectively do not have any effect on stator line current due to healthy functioning

of GIC. At t=6 s, wind speed increased from 10.8 m/s to 11.2 m/sthus increasing the me-

chanical power input and active power output of SEIG. Corresponding to this, stator peak

current increases from 9.3 A to 11 A. At t=7 s, mechanical loadof IM load is removed, do

not have any effect on stator line current due to healthy functioning of GIC. At t=8 s, wind

speed decreased from 11.2 m/s to 10.9 m/s so stator current should also decrease from 11

A to 9.8 A.

Fig. 4.94 (b) shows the stator current of IM load. IM load is switched on at t=3 s. Till
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then stator current of IM was zero. At t=3 s, due to switching of IM load peak of stator

line current of IM increased from zero to 1.45 A. At t= 5 s, mechanical load of 4 Nm is

applied across IM load due to this peak of stator line currentof IM load increased from

1.45 A to 1.98 A. At t=7 s, mechanical load is removed from IM load so stator current of

IM load decreased to 1.45 A. After that there is no mechanicalload change across IM load.

So stator peak current of IM load remains constant at 1.48 A. The variation in SEIG stator

current with wind speed variations is taken care by GIC and stator current of IM load is not

affected by SEIG stator current changes.
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Figure 4.94: Simulation results of SEIG stator current and IM stator current waveforms of
GIC based SEIG with IM loading and wind speed perturbations:(a) SEIG stator current (b)
stator current of IM load

It is observed from the above simulation results that peak voltage amplitude and termi-

nal frequency of SEIG maintains its rated value (using the computed optimal gains). It is

possible due to integration of GIC with SEIG by maintaining active power balance without

frequency feedback and by maintaining reactive power usingvoltage as feedback.

4.6.3 Harmonic analysis of optimized GIC based SEIG system

The performance of the optimized GIC based SEIG system is assessed through harmonic

analysis. Total harmonic distortion (THD) of voltages and currents at both generator and

load side are computed. Harmonic spectrum of SEIG stator voltage, stator current and load

current of 2 kW are shown in Fig. 4.95 (a), (b), (c) and (d), respectively. Fig. 4.95 (a) and

(b) show that THD of SEIG stator voltage and currents are 0.12% and 0.23%, respectively.

Fig. 4.95 (c) and (d) show that THD of the resistive load voltage and current are 0.12%

and 0.12%, respectively. Harmonic spectrum of SEIG stator voltage, stator current and IM

stator voltage and IM stator current are shown in Fig. 4.96 (a), (b), (c) and (d), respectively.
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Fig. 4.96 (a) and (b) show that THD of SEIG stator voltage and currents are 0.17% and

0.14%, respectively. Fig. 4.96 (c) and (d) show that THD of the IM stator voltage and

stator current at no load condition are 0.2% and 0.15%, respectively. The THD value of

these range are well below the limit of 5%, provided in the standard IEEE519. To show

the effectiveness of the optimized GIC based SEIG system feeding R load and IM load,

obtained THD values are compared with [1] and presented in Table 4.4 and Table 4.5,

respectively .

Figure 4.95: FFT analysis of optimized GIC based SEIG systemfeeding resistive load: (a)
SEIG stator voltage (b) SEIG stator current (c) load voltage(d) load current
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Figure 4.96: FFT analysis of optimized GIC based SEIG systemfeeding IM load: (a) SEIG
stator voltage (b) SEIG stator current (c) IM stator voltage(d) IM stator current

Table 4.4: Total harmonic distortions comparison optimized GIC based SEIG system feed-
ing resistive load with [1]

SEIG R load

voltage (%) current (%) voltage (%) current (%)

optimized GIC based SEIG0.12 0.23 0.12 0.12

Chauhanet al 0.79 1.61 2.17 2.17

Table 4.5: Total harmonic distortions comparison optimized GIC based SEIG system feed-
ing IM load with [1]

SEIG IM load

voltage (%) current (%) voltage (%) current (%)

optimized GIC based SEIG0.17 0.14 0.2 0.15

Chauhanet al 0.10 0.63 0.82 0.68
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4.7 Summary of the chapter

In this chapter parameters of the Generalized Impedance Controller (GIC) based SEIG

system are evaluated. SEIG system with GIC is developed by computing optimal values of

proportional and integral gains within stable zone using PSO technique. Further, simulation

is carried out to study its performance with wind speed variation, resistive and IM load.

Performance of optimized GIC based SEIG system is assessed through harmonic analysis.

Total Harmonic Distortion (THD) of voltages and currents atgenerator and load side are

achieved within 0.23 %. It is observed that the proposed optimized GIC based SEIG system

is able to maintain SEIG voltage and frequency during variedwind speed with resistive and

IM load in isolated and remote areas.
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Chapter 5

GIC based SEIG system using HT and

CORDIC

5.1 Introduction

Intention of this chapter in the thesis is to develop simple and cost effective voltage con-

troller for SEIG systems to be used in isolated and remote areas. In remote regions, micro-

or mini-hydro and wind turbine based SEIG systems are being frequently used in off-grid

mode. As described in the previous chapter, a simple voltagecontrol scheme is being used

for SEIG using generalized impedance controller (GIC) [35], [16] and [83]. In GIC based

SEIG system, a single loop is used to control the voltage. In this scheme, SEIG frequency

is controlled in open loop manner and follows GIC frequency which is set at the rated fre-

quency of SEIG. The computation of instantaneous peak voltage plays a significant role in

the voltage control scheme of GIC based SEIG system. In the aforesaid voltage controlled

GIC based SEIG system conventional technique is used to compute peak where all the three

terminal voltages of SEIG are required to be sensed. This conventional approach demands

three sensors along with arithmetic functions such as square, sum, and square root. To

make controller simple and cost effective a new technique isproposed in this chapter to

compute peak voltage using only one sensor along with Hilbert Transform (HT) and CO-

ordinate Rotation DIgital Computer (CORDIC). The computedvoltage is then processed

and employed by the GIC based SEIG system for controlling theSEIG voltage. To study

the performance of proposed technique simulation is carried out in MATLAB/Simulink

environment. Further, the proposed technique is implemented on commercially available

TMS320F2812 Digital Signal Processor to carry out experiment for GIC based SEIG sys-

tem.
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computation technique

In this chapter voltage control scheme of GIC based SEIG system using the proposed

voltage computation technique is described in section 5.2.Section 5.3 describes results and

discussion of this chapter followed by chapter summary.

5.2 Voltage control scheme of GIC based SEIG system us-

ing the proposed voltage computation technique

As described in previous chapter that the peak voltage of SEIG is one feedback variable to

the voltage controller. The computation of instantaneous peak voltage plays an important

role in this control scheme which demands three sensors along with arithmetic functions

such as square, sum, and square root. To make controller simple and cost effective a new

technique is proposed to compute peak voltage using only onesensor along with Hilbert

Transform (HT) and COordinate Rotation DIgital Computer (CORDIC) and described in

the following subsection.

5.2.1 Computation of voltage and frequency of SEIG using HT and

CORDIC

The conventional approach to compute the peak voltage of SEIG [16] using the instanta-

neous three phase voltages is given as

vm =

√
2
3
(v2

a+v2
b+v2

c) (5.1)

With reference to Fig. 4.1 of previous chapter and the expression (5.1), the conventional

approach demands three voltage sensors to measure three phase voltages and the arithmetic

blocks to perform square, addition and square root to compute the peak voltage. A conven-

tional technique given in [84] and shown in Fig. 5.1 is used tocompute the peak voltage

(vm) using only one voltage sensor by measuring phase voltagevmsin(wt) as follows,

vm =
√

(vmsin(wt))2+(vmsin(wt+90◦))2 (5.2)

However, this technique requires the 90◦ phase shifter along with arithmetic operators for

performing square, addition and square root as well. Hence,as an alternative to the con-

ventional approach the technique proposed here and shown inFig. 5.2 employs Hilbert

transform for shifting phase by 90◦ along with a single CORDIC to perform the quadratic

arithmetic operations mentioned above. Hilbert transformand CORDIC algorithm along
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with their use for the computation of peak voltage as given in(5.2) are highlighted in sub-

sequent subsections.

°

´

+
vm sin ωt

vm cos ωt

(vm sin ωt)2

vm

(vm cos ωt)2

90 shifter ´

Figure 5.1: Block diagram of the conventional peak voltage computation technique

vm sin ωt

vm cos ωt

vm

Hilbert

Transform

Vectoring mode
Circular 

CORDIC

Figure 5.2: Block diagram of the proposed peak voltage computation technique using HT
and CORDIC

(a) Hilbert Transform (HT): Performing Hilbert transform (HT) [85] is equivalent to pass-

ing the signalx(t) through an all pass filter,i.e. the magnitude of the spectral components

remains unchanged but their phases are shifted by 90◦. This property of HT is used here to

shift the phase of the signal by 90◦.

For a sinusoidal voltage signalx(t)= vm sinωt, corresponding HT ofx(t) is y(t)= vm

cosωt as presented in the proposed technique shown in Fig. 5.2. Thus, the peak voltage,

(vm) can be computed using the input signalx(t) and its HT,i.e., y(t) as follows.

vm =

√
[x(t)]2+[y(t)]2 (5.3)

For the digital implementation of (5.3), the generalized discrete Hilbert-transform

(DHT) [86] is briefly highlighted here for the signalx(hT), whereh=(−q, ...,−1,0,1.....,q),

whereq→ 1024. The discrete Hilbert transform,y(kT) of the signalx(hT) is computed as

follows [86].

DHT[x(hT)] = y(kT) =





2
π

q
∑

h=odd

x(hT)
k−h ;k even

2
π

q
∑

h=even

x(hT)
k−h ;k odd

(5.4)

Thus,x(hT) andy(kT) are used to compute the peak voltage,vm using a hardware efficient

arithmetic unit,i.e., CORDIC described in the following subsection.
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(b) COordinate Rotation DIgital Computer (CORDIC) algorit hm: Real time digital

signal processing applications demand the efficient computation of coordinate transforma-

tions or vector rotations which are naturally involved withDSP algorithms. Many DSP

algorithms require the evaluation of trigonometric functions and multiplications that can

not be evaluated efficiently with multiply-accumulate (MAC)-based units. As an alterna-

tive, COordinate Rotation DIgital Computer (CORDIC) has received renewed attention,

as it offers an iterative formulation to evaluate each of these trigonometric functions effi-

ciently. In this chapter CORDIC algorithm is presented starting from the basic philosophy

to different modes of operations to compute various trigonometric functions.

The CORDIC algorithm was introduced by Volder [87] for computation of trigono-

metric functions in navigation problems. Walther [88] realized an unified CORDIC algo-

rithm for computation of various trigonometric functions (such as sine, cosine, tangent and

their inverses). CORDIC algorithm is essentially an iterative method to compute rotation

of two dimensional vectors. The generalized rotational expression for vectorsi.e., initial

vector (x,y) and final rotated vector (x′,y′) can be derived for the arbitrary rotation angle of

φ from the Fig. 5.3 and expressed as follows.

x′ =Vcos(φ +φ1)

y′ =Vsin(φ +φ1)
(5.5)

x′ =Vcosφcosφ1−Vsinφsinφ1

y′ =Vsinφcosφ1+Vcosφsinφ1
(5.6)

The above expression is further simplified by substituting (Vcosφ1 = x) and (Vsinφ1 = y)

and given in (5.7).
x′ = xcosφ −ysinφ

y′ = xsinφ +ycosφ
(5.7)

In matrix form, the vector rotation can now be expressed by (5.8).


x′

y′


=


cosφ −sinφ

sinφ cosφ




x

y


 (5.8)

Instead of performing the rotation of the vector for arbitrary target angleφ (where−π
2 ≤

φ ≤ π
2 ) in one step, the desired angle of rotation can be obtained byperforming a series of

successiven−rotations [89] by micro-angles as expressed in (5.9).

φ =±α0±α1± ......±αi....±αn−1 (5.9)
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Figure 5.3: Rotation of vector on a two dimensional plane

Expression (5.9) can also be written as

φ =
n−1

∑
i=0

σiαi (5.10)

where

αi = tan−1(2−i) (5.11)

and

σi ∈ {1,−1} (5.12)

i varies from 0 ton−1 and the number of rotations (n) depends on the word length of the

processor. The signsσi of the elementary angles are chosen such that the total anglewill be

equal toφ . For convenience, values of the elementary anglesαi for i = 0 to 15 are provided

in the Table.5.1.

For better understanding, rotation of vector is presented in Fig. 5.4 and illustrated briefly

here.φ taken in this figure is 0< φ < 45◦. At i = 0, αi = 45◦ so, in the first step vector is

rotated anti clock-wise by 45◦ to achieve the target angle. Then the residue angle (φ −45◦)

is computed which is negative. This makesσi =−1. In the second rotationi = 1, σi =−1,

αi = 26.56◦. So the vector is rotated clock-wise by 26.56◦ and residue angle (φ −45◦+

26.56) is computed. This process continues till target angleφ is achieved or residue angle

is equal or closely equal to zero.
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Table 5.1: Values of the elementary anglesαi for i = 0 to 15

i tan−1(2−i) αi

0 tan−1(1) 45◦

1 tan−1(1/2) 26.56◦

2 tan−1(1/4) 14.036◦

3 tan−1(1/8) 7.125◦

4 tan−1(1/16) 3.576◦

5 tan−1(1/32) 1.79◦

6 tan−1(1/64) 0.895◦

7 tan−1(1/128) 0.448◦

8 tan−1(1/256) 0.224◦

9 tan−1(1/512) 0.112◦

10 tan−1(1/1024) 0.0559◦

11 tan−1(1/2048) 0.0279◦

12 tan−1(1/4096) .01398◦

13 tan−1(1/8192) 0.0069◦

14 tan−1(1/16384) 0.0034◦

15 tan−1(1/32768) 0.0017◦

x
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X

V

i=0
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i=2

i=3

i=n-1

Figure 5.4: Rotation of vector on a two dimensional plane performing a series of successive
n−rotations

Using additive property of rotating matrix presented in Appendix B and equation (5.9),

the rotation equation matrix (5.8) is expressed as follows.
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


x
′

y
′


=




cosα0 ∓sinα0

±sinα0 cosα0







cosα1 ∓sinα1

±sinα1 cosα1




. . .




cosαi ∓sinαi

±sinαi cosαi


 . . .




cosαn−1 ∓sinαn−1

±sinαn−1 cosαn−1







x

y




(5.13)

Factorizing equation(5.13) leads to the following equation:




x
′

y
′


= cosα0cosα1 . . .cosαn−1




1 ∓tanα0

±tanα0 1







1 ∓tanα1

±tanα1 1




. . .




1 ∓tanαi

±tanαi 1


 . . .




1 ∓tanαn−1

±tanαn−1 1







x

y




(5.14)

Using equation (5.11), equation (5.14) can be rewritten as




x
′

y
′


=

n−1

∏
i=0

cosαi




1 ∓20

±20 1







1 ∓2−1

±2−1 1




. . .




1 ∓2−i

±2−i 1


 . . .




1 ∓2−(n−1)

±2−(n−1) 1







x

y




(5.15)

In ,
n−1

∏
i=0

cosαi) is known as scale factor (Kn) and its reciprocal is known as amplification

factor (An). In practice, the matrix operations as depicted in equation (5.2.1) are carried out

from left to right (i.e., from i = 0 throughn−1). In each step, the sign of the corresponding

elementary angle is determined by the sign of the instantaneous error,i.e., residue angle

defined as the difference between the desired (target) angleand the already achieved angle

given as follows.

sign(αi) = sign

[
φ −

i−1

∑
rot=0

αrot

]
(5.16)

The target angle is reached through the forward and backwardmotion of the vector. The

vector is rotated either clockwise or counterclockwise depending upon the sign of instan-

taneous error as given by the right-hand side of equation (5.16). From equation (5.16), an

equation can be introduced for the residue angle given as follows.

zi+1 = zi ∓αi (5.17)
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Ignoring the scale factor (Kn) from equation (5.2.1) a set of iterative equations using (5.2.1)

and (5.17) can be written as follows.

xi+1 = xi −σiyi2
−i

yi+1 = yi +σixi2
−i (5.18)

zi+1 = zi −σiαi

Thus, the iterative equation (5.18) can be used to compute trigonometric and elementary

functions in few iterative steps (equal to word size) using different modes such as rotating

and vectoring modes which are described as follows.

(i) Rotating mode: In this mode, the desired rotation angle (φ ) is given for an input vector

(x,y), and by settingx0 = x, y0 = y, z0 = φ . After n iterations, rotating angle variablezn

becomes

zn = φ −
n−1

∑
i=0

σiαi (5.19)

whenφ =
n−1

∑
i=0

σi .αi , i.e., the total accumulated rotation angle is equal toφ , thenzn becomes

or tends to zero (zn → 0). In order to drivezn to zero,σi = sign(zi) is used leading to the

following set of equations:

xi+1 = xi −sign(zi)yi2
−i

yi+1 = yi +sign(zi)xi2
−i (5.20)

zi+1 = zi −sign(zi)αi

Herei = 0 to n−1 and the finally rotated vector is given by(xn,yn).

To elaborate this rotating mode of CORDIC iterative equation, consider the following ex-

ample. The initial vector (x0, y0)=(x,0) rotates to achieve the target anglez0 = φ . The final

values aftern iterations becomes as follows.

xn = Knxcosφ

yn = Knxsinφ (5.21)

zn = 0

If (x0, y0)=(1,0), thenxn = Kncosφ andyn = Knsinφ andzn = 0. Kn =
m−1

∏
i=0

1√
1+2−2i

≈

0.6073 (forn= 16 iterations) which is constant and can be used as scale factor. The final
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vector can be achieved by pre- or post- multiplication of this constant factor.

(ii) Vectoring mode: In this mode, the objective is to rotate the given input vector (x,y)

with magnitude
√

x2+y2 and angleφ = tan−1
(y

x

)
towards thex-axis. Vectoring mode is

performed by settingx0 = x, andy0 = y andz0 = 0. Here the rotating scheme is such that,

duringn- rotationsyn is driven to zero withσi =−sign(yi). Whenyn results zero,zn equal

to total accumulated rotation angle aftern- iterations, which is given by the equation (5.22).

zn =
n−1

∑
i=0

σiαi (5.22)

The final value (xn) is the scaled magnitude of the input vector (x,y), i.e., xn = Kn

√
x2+y2.

Now the CORDIC iteration driving theyi variable to zero is given by the equation (5.23).

xi+1 = xi −sign(yi)yi2
−i

yi+1 = yi +sign(yi)xi2
−i (5.23)

zi+1 = zi −sign(yi)αi

Trigonometric and elementary factors computed using two modes (rotating and vectoring)

of CORDIC are summarized in the Table .5.2.

Table 5.2: Elementary functions using CORDIC algorithm

mode Initialization final output

rotation x0 = x xn = Kn.(xcosφ −ysinφ)
y0 = y yn = Kn.(ycosφ +xsinφ)
z0 = φ zn = 0

vectoring x0 = x xn = Kn

√
x2+y2

y0 = y yn = 0

z0 = 0 zn = φ

Using obtainedθ instantaneous frequency( fp) at pth instant of time is computed as follows.

fp =
∆φp−∆φp−1

∆t
(5.24)

where∆t being the time difference between two consecutive phases (samples) is the sam-
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5.2 Voltage control scheme of GIC based SEIG system using theproposed voltage
computation technique

pling time. By putting∆t = 1, fp = ∆φp−∆φp−1. Next subsection describes the implemen-

tation of proposed computation scheme.

5.2.2 Implementation of voltage controller of GIC based SEIG system

using proposed voltage computation technique

Fig. 5.5 shows the schematic diagram of proposed GIC based voltage controlled SEIG

system using HT and CORDIC algorithm. SEIG voltage is sensedusing one sensor as

shown in Fig. 5.5. Then, peak voltage of SEIG is computed using the proposed technique

employing HT and CORDIC algorithm. Computed peak voltage iscompared with the

reference peak voltage and the error passed to thePI controller. The output of thePI is

the modulation index (m). PI is considered for maintaining terminal voltage, because ofits

simplicity, good performance, fast response and zero steady-state error. ThePI is described

as follows.

y(t) = kpε(t)+ki

t∫

0

ε(t)dt (5.25)

wherey(t) = m. ε(t) is the voltage error (ε(t) = vmre f(t)− vm(t)). vmre f(t) is the SEIG

rated peak voltage.vm(t) is the computed peak voltage of SEIG.kp andki are the optimized

proportional gain and integral gain, respectively of thePI. Computation of these gains is

already described in the previous chapter. ThePI maintains the terminal voltage of SEIG at

the rated value using the proposed computed peak voltage. The output ofPI is multiplied

with sine wave of unit amplitude and reference frequency, and then compared with carrier

wave to obtain switching signalsSa, Sb, Sc, Sa, Sb, Sc of VSI for providing gate drives to

IGBTs. Next section describes the simulation and experimental results and discussion of

voltage regulated GIC based SEIG system using the proposed peak computation technique.
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Figure 5.5: Schematic diagram of the proposed GIC based voltage controlled SEIG system
using HT and CORDIC algorithm

5.3 Results and Discussion

Simulation is carried out in MATLAB/Simulink environment to implement the proposed

peak voltage and frequency computation technique using Hilbert transform along with vec-

toring mode CORDIC algorithm. For this purpose, a time-varying sinusoidal voltage signal

is considered as follows.

v(t) = vm sin wt (5.26)

wherevm=peak of the voltage signal,ω = 2∗ pi∗ f . Fig. 5.6 (a) shows a voltage signal with

varying amplitude and frequency. The voltage signal consists: (i) peak amplitude of 1 V

with frequency 50 Hz from t=0 s to t=0.8 s, (ii) peak amplitudeof 0.8 V with 40 Hz from

t=0.8 s to t=1.6 s (iii) peak amplitude of 1.5 V with 30 Hz from t=1.6 s to t=2.2 (iv) peak

amplitude of 0.8 V with 30 Hz from t=2.2 s to t=3.5 s (v) peak amplitude of 1.2 V with

60 Hz from t=3.5 s to t=3.8 s as seen in Fig. 5.6 (a). HT and CORDIC is applied on the

varying voltage signal to compute peak voltage and frequency. Fig. 5.6 (b) and Fig. 5.6 (c)

show the computed peak voltage and instantaneous frequencyusing the proposed technique.

Computed peak voltage of the varying voltage as seen in Fig. 5.6 (b) are: 1 V from t=0 s

to t=0.8s, 0.8 V from t=0.8 s to t=1.6 s, 1.5 V from t=1.6 s to t=2.2, 0.8 V from t=2.2 s to

t=3.5 s and 1.2 V from t=3.5 s to t=3.8 s. Similarly, computed instantaneous frequency of

varying voltage as seen in Fig. 5.6 (c) are: 50 Hz from t=0 s to t= 0.8 s, 40 Hz from t=0.8 s

to t=1.6 s, 30 Hz from t=1.6 s to t=3.5, and 60 Hz from t=3.5 s to t=3.8 s.
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Figure 5.6: Simulation results to test the proposed amplitude and frequency estimation
technique: (a) Voltage signal with varying amplitude and frequency (b) Computed voltage
amplitude using proposed technique (c) Computed frequencyusing proposed technique.

The proposed peak voltage computation technique techniqueis implemented on SEIG

with varied prime mover speed and load. As described in previous chapter GIC is integrated

with SEIG to control voltage with varied prime mover speed and load. To maintain rated

voltage and frequency of SEIG, GIC is connected at t=0.6 s across the SEIG terminals in

such a manner that GIC and SEIG output voltages have the same fundamental frequency

and voltage. This condition is set by keeping angleδ between both the voltages is 0.0◦

and by output variable (critical modulation index,m) of PI controller. Corresponding to

this condition simulation result of the proposed peak voltage computation technique with

one voltage sensor and conventional technique with multi sensors is presented in Fig. 5.7.

At t=0.85 s prime mover speed is increased from 1500 r.p.m to 1580 r.p.m. For this rea-

son, SEIG terminal frequency is suddenly increased for a moment due to the increase of

shaft power. Corresponding to this, the phase angleδ is increased in a negative direction

as described in previous chapter. Due to this active power isabsorbed by GIC from SEIG

for matching SEIG frequency with GIC frequency. Due to active power absorbed by the

GIC, the SEIG stator voltage is deviated from the rated valueof 586.8 V for a moment as

seen in Fig. 5.7. But due to voltage feedback in the closed loop, the PI controller changed

modulation index,m and maintained SEIG voltage as presented in Fig. 5.7. At t=1.1 s a

balanced resistive load of 100Ω/phase is switched on across the SEIG terminals. SEIG

terminal frequency is decreased for a moment due to active power absorbed by the load. As

a result, active power is provided by GIC. Finally, active power provided by SEIG is the
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5.3 Results and Discussion

sum of active power absorbed by load and GIC. As a result, SEIGfrequency matches with

GIC frequency. Corresponding to this load switching, the SEIG stator voltage is deviated

from the rated value of 586.8 V for a moment as seen in Fig. 5.7 and comes back to rated

voltage of 586.8 V as seen in Fig. 5.7. Hence, proposed peak voltage computation is able

to maintain SEIG voltage with varied prime mover speed and load switching.

Time (s)
0 0.2 0.4 0.6 0.8 1 1.2

v m
 (

V
)
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200
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586.8

Peak computation using  HT and CORDIC (with one sensor) 
Peak computation using conventional sensing (with multi sensor)

Switching of load
to SEIG terminals

Switching of GIC
to SEIG terminals

Prime mover
speed increases

Figure 5.7: Simulation result of peak voltage computation of SEIG during speed and load
perturbations in closed loop using two different peak computation techniques.

The proposed technique is implemented on commercially available TMS320F2812

Digital Signal Processor to carry out experiment for GIC based SEIG system. Schematic

diagram for the control circuit to implement the proposed control scheme of SEIG system

is shown in Fig. 5.8. The clock frequency of the processor is 150 MHz. This processor

contains useful peripherals such as ADC, DAC, Timer and PWM generation block. The

resolution of sixteen channel on chip ADC is 12-bit. The input voltage range of this ADC

is 0 to 3V with the sampling rate of 0.0001.

Hall effect voltage sensor is used to sense the SEIG terminalvoltage and scale it down

to the range of 0 to 3 V (i.e. the range of ADC input voltage). Voltage sensor output is first

processed by ADC interfacing card and further fed as an inputto the on-chip ADC of DSP

processor as shown in Fig. 5.8. Hardware set up to implement the proposed technique using

TMS320F2812 DSP processor is shown in Fig. 5.9.

The peak voltage of SEIG is computed in the processor. The computed peak is com-

pared with reference voltage and error sent to the the PI controller. kp andki values obtained

from PSO are set in the PI controller using 2812 DSP processor. The output of the PI con-

troller is the modulation index(m). The m is multiplied with the unit sin wave whose

frequency is set at 50 Hz. Then the modulating signals are sent to PWM block of the pro-

cessor. The PWM block contains a self-symmetric carrier triangular wave whose frequency

is set at 10 kHz. Modulating signals are compared with carrier wave and pulses are gener-

ated.
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Figure 5.8: Schematic diagram of the control circuit to implement the proposed control
scheme.

Figure 5.9: Experimental set up to implement the proposed technique using TMS320F2812
DSP processor

Fig. 5.10 (a) shows four gate pulses of PWM block using TMS320F2812 DSP pro-

cessor with a dead time of 6µs. Scale taken for this figure to represent x-axis and y-axis

are 20µs/div and 2 v/div, respectively. Six pulses generated from the PWM block using

processor are given to the six IGBT switches of the intelligent power module PEC16DSM01

through the connector provided on the front panel. Fig. 5.10(b) shows the waveform of the

line voltage of GIC and SEIG during synchronization of GIC with SEIG. Scale taken for for

this figure to represent x-axis is 10 ms/div. Scale taken to represent y-axis are 600 V/div for

GIC and 5 V/div for SEIG, respectively. It is observed from Fig. 5.10 (b) that angle between

SEIG and GICi.e. δ = 0◦ to make the exchange of active power flow zero between them.
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5.3 Results and Discussion

For matching the SEIG output voltage with GIC at no load,m= is set at 0.73 to make the

exchange of reactive power zero. Fig. 5.10 (c) shows the waveform of the line voltage of

GIC (filtered) and SEIG after synchronization of GIC with SEIG.

Figure 5.10: Experimental results (a) Generation of pulses(b) Wave form of line voltage of
GIC and SEIG during synchronization of GIC with SEIG (c) Waveform of line voltage of
GIC (filtered) and SEIG after synchronization of GIC with SEIG
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5.3 Results and Discussion

Fig. 5.11 shows the captured experimental photograph of GICintegration with SEIG us-

ing DSP processor. After successful integration of GIC withSEIG, a load of 100Ω/phase

is connected across it. Fig. 5.12 shows the experimental waveforms of SEIG line voltage,

line current and load line current during GIC and load switching in the closed loop using

the proposed technique. Fig. 5.12 has two windowsi.e., bottom and top where bottom win-

dow is the zoomed version of top window. Each window has threewaveforms (SEIG line

voltage, stator line current and load current). It is observed that when the load connected

with GIC based SEIG system SEIG voltage changed for a fraction of a period during the

load switching only and comes to the rated voltage in steady state. Load peak line current

obtained at steady-state is 3.9 A. It is observed from the open loop experimental results of

chapter 3 that SEIG voltage decreases with the load. But it isobserved from the closed loop

experimental results of Fig. 5.12 that the proposed controltechnique has the capability to

maintain SEIG voltage and frequency during load switching.

Figure 5.11: Captured experimental photograph of GIC integration with SEIG using
TMS320F2812 DSP processor
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Figure 5.12: Experimental waveforms of SEIG line voltage, line current and load line cur-
rent during GIC and load switching in closed loop using proposed technique.

5.4 Summary of the chapter

A cost effective peak voltage computation technique for SEIG using Hilbert transform

and COordinate Rotation DIgital Computer using one voltagesensor is proposed. Sim-

ulation is carried out to implement the proposed voltage computation technique in MAT-

LAB/Simulink environment. Closed loop simulation resultsof SEIG peak voltage of GIC

based SEIG system using proposed technique is presented during prime mover speed vari-

ations and load switching. Experiment is also carried out for SEIG using the proposed

computation technique to control voltage during load switching.
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Chapter 6

Fault analysis of SEIG system

6.1 Introduction

Similar to voltage and frequency control issues fault analysis and detection of SEIG sys-

tem are also very challenging issues in remote and isolated areas. Voltage collapse and

de-excitation occurs in SEIG during three phase short circuit, line-to-line fault, and sin-

gle phase capacitor opening and these faults develop excessive high torque [12]. Torque

pulsation also occurs due to single line opening at SEIG load. Excessive high torque and

sustained vibration torque are extremely dangerous for SEIG leading to increased mainte-

nance cost and risk of shaft failure [12]. Time taken to re-excite the SEIG depends upon

saturation level, excitation capacitance, discharge time, type of fault and duration of fault

[13]. If the fault is detected and cleared before the excitation decays to zero, time takes

to re-excite the SEIG reduces. So it is realized that transient analysis of SEIG is essen-

tial to know the transient magnitude and duration of voltage, current and torque of SEIG

during these fault cases. Fault detection and classification are important to reduce main-

tenance cost and risk of shaft failure. This chapter first presents the transient performance

analysis of SEIG during both balanced and unbalanced faultsusing stationary frame. Then

significance of fault detection and fault classification arealso investigated in this chapter.

Due to the importance of SEIG fault analysis, to classify them, features of SEIG voltage

signals are extracted with the help of Empirical Mode Decomposition (EMD) and Hilbert

Transform (HT). The combination of EMD and HT is defined as Hilbert Huang transform

(HHT). Extracted features obtained from HHT are then fed to the different classifiers to

classify different types of SEIG faults. Different classification techniques such as Mul-

tiLayer Perceptron (MLP) neural network, Probabilistic Neural Network (PNN), Support

Vector Machine (SVM), and Least Square Support Vector Machine (LS-SVM) are used in

this chapter.
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6.2 Transient performance analysis of SEIG during balancedand unbalanced faults

Section 6.2 presents transient performance analysis of SEIG during balanced and unbal-

anced faults. Section 6.3 describes Hilbert Huang Transform (HHT). Section 6.4 presents

feature extraction using Hilbert Huang Transform (HHT). Section 6.5 describes fault clas-

sification methods using MLP, PNN, SVM and LS-SVM. Results and discussion are pre-

sented in section 6.6 followed by chapter summary.

6.2 Transient performance analysis of SEIG during bal-

anced and unbalanced faults

In chapter 3 mathematical model of SEIG system is developed and validated through sim-

ulation and experimental results. The developed SEIG modelis used in this chapter to

investigate balanced and unbalanced terminal conditions including different type of faults.

Fig. 6.1 shows the schematic diagram of SEIG system with a load connected across it. Dif-

ferent type of faults (balanced and unbalanced) are considered across SEIG and described

in following subsection.

Load 

Prime -mover
Induction 
machine

Capacitor 
Bank

Figure 6.1: Diagram of SEIG system

6.2.1 Three phase short circuit across SEIG

Fig. 6.2 shows the diagram of SEIG system with a three phase short circuit across it. Ini-

tially, the SEIG is operated with an excitation capacitanceof 21 µ F/phase and 1500 r.p.m

speed at no load condition. After voltage builds up, a star connected resistive load of 100

Ω/phase is connected with SEIG at t=1 s. A three phase short circuit fault is initiated at

t=1.6 s across the stator terminals of SEIG. Simulation results of SEIG performance during

voltage build-up, loading and three phase short circuit areshown in Fig. 6.3. During build-
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6.2 Transient performance analysis of SEIG during balancedand unbalanced faults

up at no load, voltage developed in steady-state is 415 V corresponding to peak voltage of

586.8 V. Corresponding stator peak line current is 6.9 A for no load condition. Fig. 6.3 (a)

shows that time taken to attain the steady state rated voltage is 0.55 s. After loading at t=1

s, the peak SEIG line voltage decreases from rated peak of 586.8 V to 469 V and current

changes from 6.9 A to 5.8 A. The reason behind this is, active power drawn by load causes

increase in impedance drop across stator. This leads to decrease in SEIG stator voltage

which causes reduction of reactive power drawn by capacitor. Hence further reduction of

SEIG voltage occurs. The effect of short circuit across stator is also shown in Fig. 6.3.

Load 

Prime-mover
Induction 
machine

Capacitor 
Bank

a

b

c

Figure 6.2: Diagram of SEIG system with three phase short circuit fault

As observed from Fig. 6.3 (a) that SEIG could not sustain the three phase short cir-

cuit and complete voltage collapse occurred suddenly across the stator terminals. Since the

nature of machine impedance is inductive, the current of themachine is opposed to sudden

voltage change. A current surge of 25.27 A appears during thefirst cycle and the current

takes 130 ms time to decay completely after the fault initiation as shown in Fig. 6.3 (b). If

the fault is not cleared before SEIG loses its residual magnetism, the time taken to re-excite

SEIG increases compared to the time taken by the SEIG to buildup the voltage in pre-fault

condition [12], [13]. The fault is cleared at t=2 s. The load is also subsequently removed.

Fig. 6.4 shows the corresponding SEIG re-excitation voltage and current waveforms. Time

taken to re-achieve the rated SEIG voltage is 1.22 s. This is more (approximately 0.72 s)

than the time taken by SEIG to excite during the pre-fault period. The reason behind this is

the residual magnetism of SEIG becomes weak due to the fault.
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Figure 6.3: Simulation results of SEIG performance for three phase short circuit fault: (a)
SEIG voltage waveform (b) SEIG current waveform

6.2.2 Line-to-line fault across SEIG

Fig. 6.5 shows the diagram of SEIG system with a short circuitfault initiated between line

‘a’ and line ‘b’. Fig. 6.6 (a) and (b) show the corresponding SEIG voltage and current

waveforms before and after the fault. Fig. 6.6 (a) shows the line voltageVab between faulty

phase ‘a’ and line ‘b’.Vab reduces instantaneously to zero at t=1.6 s. However, the healthy

line voltagesVbc andVca reduce to zero at t=1.67 s. Fig. 6.6 (b) shows that current surge

of approximately 32.6 A appeared in line ‘a’ and line ‘b’, during first cycle after the fault

initiation. Currents decay to zero at t=1.7 s. Fault is cleared at t=2 s and subsequently load

gets removed. Fig. 6.7 shows the corresponding SEIG re-excitation voltage and current

waveforms. Fig. 6.7 (a) and Fig. 6.7 (b) show that time taken to re-build the rated SEIG

voltage is 1.9 s. Time taken for building SEIG voltage, afterline-to-line fault clearance is

more compared to pre-fault rated SEIG voltage build-up time.
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Figure 6.4: SEIG re-excitation voltage and current waveforms after three phase short circuit
fault clearing and load removal
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Figure 6.5: Diagram of SEIG system with line-to-line fault

6.2.3 Single capacitor opening in capacitor bank

While, SEIG is connected to a balanced three phase load at t=1s, one capacitor gets opened

at t=1.6 s. Corresponding simulation waveforms are shown inFig. 6.8. It is observed from

Fig. 6.8 (a) that voltage collapse occurred but no current surge appeared during opening of

capacitor as seen in Fig. 6.8 (b).
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Figure 6.6: Simulation results of SEIG performance for line-to-line fault: (a) SEIG voltage
waveform (b) SEIG current waveform
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Figure 6.7: SEIG voltage and current waveforms after clearance of line-to-line fault and
load removal

6.2.4 Single line opening at load

One phase of load connected to SEIG gets opened at t=1.6 s. Corresponding simulation

results are shown in Fig. 6.9. Net load gets reduced and voltage of healthy phases are in-
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6.2 Transient performance analysis of SEIG during balancedand unbalanced faults

creased from 469 V to 540 V as seen from Fig. 6.9 (a). As seen from Fig. 6.9 (b), the peak

load current increases from 5.8 A to 7.5 A.
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Figure 6.8: SEIG voltage and current waveforms for one capacitor opening
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Figure 6.9: SEIG voltage and current waveforms for opening of one phase of load
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6.3 Hilbert-Huang Transform (HHT)

6.2.5 SEIG electromagnetic torque in various faults taken for investi-

gations

Electromagnetic torque (Te) developed by SEIG under different faults considered in thepre-

vious subsections are shown in Fig. 6.10. It is observed fromFig. 6.10 (a) and Fig. 6.10 (b)

thatTe increases suddenly to a high value approximately 44 Nm and 47Nm, respectively

for three phase fault and line-to-line fault and decreases to zero as soon as SEIG current

decrease to zero within 100 ms. For single capacitor opening, torque also reduces to zero

but after 200 ms and corresponding result is shown in Fig. 6.10 (c). The opening of one

phase load connected to SEIG, leads to sustained torque pulsation because of unbalanced

phase voltage and the consequent result is shown in Fig. 6.10(d).
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Figure 6.10: Simulation results of electromagnetic torquedeveloped by SEIG during differ-
ent faults: (a) Three phase short circuit (b) Line-to-line fault (c) Single capacitor opening
(d) Single phase load opening

The excessive high torque and sustained vibration torque are extremely dangerous

for SEIG leading to increased maintenance cost and risk of shaft failure. So, fault detection

and classification in SEIG is very important to mitigate the problems arising due to various

faults. Next section describes the Hilbert-Huang Transform used for fault detection in SEIG

system.

6.3 Hilbert-Huang Transform (HHT)

In 1998, Hilbert proposed Hilbert-Huang Transform (HHT), an empirically based data anal-

ysis technique for non-linear and non-stationary processes [90]. HHT consists of two parts:

Empirical Mode Decomposition (EMD) and Hilbert Transform (HT).
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6.3 Hilbert-Huang Transform (HHT)

6.3.1 Empirical Mode Decomposition (EMD)

Empirical Mode Decomposition (EMD) decomposes a complex time sequence into many

intrinsic mode functions (IMFs) having higher order to lower order frequency. An IMF is a

mono-component signal and satisfies the following properties.

(i) The difference between the number of extrema and the number of zero-crossings must

be zero or one.

(ii) At any point, the mean value of the envelope defined by local maxima and the enve-

lope defined by local minima is zero (for practical applications mean should be less than a

threshold value).

EMD algorithm adapts the following steps to extract IMFs from an original signal.

1. All the local maxima and local minima of signals(t) denoted byM j , j belonging to

the set of natural numbers (1,2,....) andMk, k belonging to the set of natural numbers

(1,2, ....), respectively are determined.

2. Cubic spline functions are used for connecting, local maxima as the upper envelope

and local minima as lower envelope and denoted asMmax(t) andMmin(t) respectively.

3. Mean of the upper and lower envelopes is calculated and defined asA(t)= (Mmax(t)+

Mmin(t))/2.

4. Difference of original signal and mean of the envelopes isdetermined from (6.1)

h1(t) = s(t)−A(t) (6.1)

If h1(t) follows the properties of an IMF, thenC1(t)= h1(t) is the first IMF; otherwise

h1(t) is not an IMF, and treated as the original signal. Steps from 1to 3 are repeated

to get componenth11(t) as given in (6.2).

h11(t) = h1(t)−A1(t) (6.2)

5. Step 4 is repeatedk times till h1k becomes an IMF and determined as given in (6.3).

h1k(t) = h1(k−1)(t)−A1k(t) (6.3)

6. First IMF component is denoted byC1(t) and subtract it from the original signal as

given in (6.4).

s1(t) = s(t)−C1(t) (6.4)
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6.3 Hilbert-Huang Transform (HHT)

7. Now, s1(t) is considered as original signal. Steps 1 to 6 are repeated toobtain the

second IMF.

8. The decomposition procedure is repeatedp times, to determinep IMFs of signals(t).

9. The iterative process is stopped after obtaining a monotonic IMF pattern from which

no more IMF can be extracted.

Thus, EMD process, yields a series of IMFs and a final residualcomponent,R(t). The re-

sults of signal decomposition using EMD method depends uponthe signal disturbance. If

EMD apply to a pure sinusoidal component, then only one IMF will come, the signal itself.

The obtained IMF satisfies the properties of IMF.

The main focus of this chapter is to identify the fault signal. The first step, towards this iden-

tification process, is sensing of SEIG stator voltage signals and determination of negative

sequence component. Since, the negative sequence component is retained the information

under disturbance condition [91]. The negative sequence component of the SEIG stator

voltage,Vn evaluated using symmetrical component analysis and given by (6.5).

Vn =
1
3

(
Vab+A2Vbc+AVca

)
(6.5)

whereVab,Vbc,Vca are the three SEIG stator line voltages andA = 1∠120◦. Then next

step is the implementation of EMD process as described, on negative sequence voltage

component. Fig. 6.11 (a) and (b) show negative sequence voltage component of SEIG

during three phase short circuit and line-to-line fault, respectively. Fig. 6.12 shows IMFs

obtained for three phase short circuit fault using EMD method. It is observed from the

Fig. 6.12 that most frequency content lies in first four IMF components. It is also observed

that occurrence of transients at t=1.6 s. Fig. 6.13 shows IMFs obtained for line-to-line fault

using EMD method. It is observed from the Fig. 6.13 that most frequency content lies in

first six IMF components and identified that transient occursat t=1.6 s. Next subsection

describes the application of Hilbert Transform on IMF.
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6.3 Hilbert-Huang Transform (HHT)

Figure 6.11: Negative sequence component of SEIG stator voltage (before and after) (a) for
three phase short circuit fault (b) for line-to-line fault
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Figure 6.12: IMF components of SEIG stator negative sequence voltage (before and after)
for three phase short circuit using EMD method

6.3.2 Hilbert Transform (HT)

Basically HT is carried out to determine the instantaneous amplitude, phase and frequency

distribution against time. The HT of a real signals(t) [92] is computed as

ŝ(t) = H[s(t)] =
1
π

p.v.
∫ ∞

−∞

s(τ)
t − τ

dτ (6.6)
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Figure 6.13: IMF components of SEIG stator negative sequence voltage (before and after)
for line-to-line fault using EMD method

wherep.v. indicates the principal value of the singular integral, ˆs(t) is the HT of signals(t),

being the convolution of signals(t) and 1
πt . For a sinusoidal signal, frequency is definite but

it is not well defined for a non-stationary signal. This leadsto the concept of instantaneous

frequency and can be determined using HT. Thus, the analytical signal is now determined

as:

r(t) = s(t)+ j ŝ(t) = a(t)ejθ (t) (6.7)

The instantaneous amplitude, phase and frequency of signals(t) can be determined as

a(t) =
√

s(t)2+ ŝ(t)2 (6.8)

θ(t) = arctan

[
ŝ(t)
s(t)

]
(6.9)

fp =
1

2πt
arctan

[
ŝ(t)
s(t)

]
(6.10)

wherea(t) is the instantaneous amplitude,θ(t) is the instantaneous phase andfp is the

instantaneous frequency.a(t) provides a single value at any time andfp provides a sin-

gle frequency value at any time. In this way, the instantaneous amplitude and frequency
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6.3 Hilbert-Huang Transform (HHT)

of each IMF described in the previous subsection can be determined and further used to

extract some important features. Fig. 6.14 (a) shows the first IMF obtained from negative

sequence component during short circuit across SEIG. Instantaneous amplitude and instan-

taneous frequency of first IMF are shown in Fig. 6.14 (b) and (c) respectively. It is observed

from Fig. 6.14 (b) that from t=0 s to t=1 s amplitude is 586.8 V and from t=1 s to t=1.6 s

amplitude changed from 586.8 V to 469 V due to load. At t=1.6 s amplitude decreases to

zero, identifying that occurrence of some abnormal condition (short circuit). It is observed

that at t=3.22 s SEIG attains its rated value of 586.8 V due to clearance of the fault. Simi-

larly, it is observed from Fig. 6.14 (c) that SEIG frequency is 50 Hz up to t=1 s then changed

to 47.91 Hz due to load connection. SEIG frequency comes to zero at t=1.6 s, indicating

that disturbance occurs. Again SEIG frequency comes from zero to 50 Hz after the clear-

ance of disturbance and SEIG comes to normal condition. Fig.6.15 (a) shows the first IMF

obtained from negative sequence component during line-to-line fault across SEIG. Instan-

taneous amplitude and instantaneous frequency of first IMF are shown in Fig. 6.15 (b) and

(c) respectively. It is observed from Fig. 6.15 (b) that fromt=0 s to t=1 s amplitude is 586.8

V and from t=1 s to t=1.6 s amplitude changed from 586.8 V to 469V due to load . At t=1.6

s, amplitude decreases to zero, identifying that the occurrence of some abnormal condition

(line-to-line fault). It is observed that at t=3.9 s, SEIG attains its rated value of 586.8 V due

to clearance of the fault. Similarly, it is observed from Fig. 6.15 (c) that SEIG frequency

is 50 Hz up to t=1 s, then changed to 47.91 Hz due to load connection. SEIG frequency

comes to zero at t=1.6 s, indicating that disturbance occurs. Again SEIG frequency comes

from zero to 50 Hz after the clearance of disturbance and SEIGcomes to normal condition.

Next section describes feature extraction using HHT.
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Figure 6.14: Simulation results for SEIG three phase short circuit detection using HT: (a)
First IMF obtained from negative sequence voltage during three phase short circuit (b)
instantaneous amplitude response of first IMF (c) instantaneous frequency response of first
IMF
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Figure 6.15: Simulation results for SEIG line-to-line fault detection using HT: (a) First
IMF obtained from negative sequence voltage during line-to-line fault (b) instantaneous
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6.4 Feature Extraction using Hilbert-Huang Transform (HHT )

For classification, if the data fed to classifier directly, classification process becomes com-

plicated and computation time also increases. To avoid these problems, data are processed

in terms of feature vectors. Hence, selection of feature vectors is very vital and crucial to

achieve accurate classification. Selected features vectors are fed to classifier for training and

testing. Since the lower-order IMFs capture fast oscillation modes and higher order IMFs

capture slow oscillation mode, first six IMFs are consideredin this chapter. Hilbert Trans-

form is applied to each of the four IMFs. Following three statistical features are extracted

from each of the Hilbert Transformed array.

1. Energy of the elements corresponding to magnitude of the Hilbert-array at each sam-

ple.

2. Standard deviation of the amplitude.

3. Standard deviation of the phase contour.

Thus, a total of 18 features are extracted for each faulty signal which is used for classifica-

tion. Next section describes the different types of classifier.

6.5 Classification

Classification is the process to determine a fault or condition from a range of data set. A

classifier is a device that takes a number of inputs and based on the pattern of these inputs,

decides the most likely condition associated with that pattern. The input fed to the classifier

can have any value but the output obtained from the classifieris a discrete value that decides

the class. Block diagram of the classification process is shown in Fig. 6.16. The entire

input data sets are divided into training sets and testing sets. The training data set is used

for updating the free parameters that are associated with each classifier often adaptively to

maximize the performance of the classifier. The remaining test data are used for validating

the classifier performance. In this study, Least Square Support Vector Machine (LS-SVM)

classifier is proposed using the extracted features obtained from HHT, described in the

previous subsection. The performance of the proposed LS-SVM classifier is compared with

other standards available classifiers, such as MultiLayer Perceptron (MLP) neural network,

Probabilistic Neural Network (PNN) and Support Vector Machine (SVM). All the above

mentioned classifiers are described in the subsequent subsections.
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Inputs
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Figure 6.16: Block diagram of a classification process

6.5.1 Classification using MultiLayer Perceptron (MLP) neural net-

work

Artificial neural network is made up of a large number of highly interconnected processing

elements defined as neurons, working in unison to solve a specific problem. The neurons

are organized in layers, each layer consisting of a large number of interconnected nodes.

Data from the input layer are processed by one, or more hiddenlayers through a system

of weighted connections. These hidden layers then communicate to an output layer to give

the output. The MLP is a special kind of artificial neural network. MLP is a feed-forward

multi-layered network consisting of an input layer, and oneor more hidden or intermediate

layers and one output layer as presented in the Fig. 6.17. Theoutput from every neuron in a

layer of the MLP is connected to all inputs of each neuron in the next layer. The input layer

processing functions are all linear, but in the hidden layernonlinear sigmoidal functions

such as hyperbolic tangent, logistical function or sigmoidfunctions are usually used [93].

In MLP the number of neurons in the input and output layers areselected based on the

problem to be solved. The net inputs of each neuron of hidden layer and output layer are

given as follows [94].

neth =
NI

∑
i=1

wihoi h= 1,2, ...,NH (6.11)

netj =
NH

∑
j=1

wh jo j j = 1,2, ...,NJ (6.12)

whereNI, NH, NJ represent the number of nodes in the input layer, hidden layer, and output

layer respectively.wih is the connection weight between the input layeri and hidden layerh.

wh j is the connection weight between the hidden layerh and output layerj. oi is the output

vector of the input layer.o j is the output vector of the hidden layer. After defining the

models of the ANNs, training is performed either under the supervision of some teachers

(i.e., known input-output responses) or without supervision [95]. Generally, in most of the
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classification problems supervised learning methods are used. In supervised learning, the

desired output is required in order to learn. In this learning process, a model is created

that maps the input data to output data using historical dataso that the model can then be

used to produce the output when the desired input is unknown.During the training of a

MLP network, weights are updated iteratively, to minimize an error function between the

actual network output and the corresponding target values.One of the commonly used error

functions in MLP is the mean square error (MSE) in MLP. To train MLP back propagation

algorithm is a common method of training [96]. The problems with MLP are selection of

number of hidden layers, number of nodes per hidden layers, slow convergence and lack

of optimality. These problems are solved in some extent using the Probabilistic Neural

Network (PNN), described in next subsection.

X1

iX

Input layer

Hidden layer

Output layer

y
1

yj

H
1

2H

Hh

Input Pattern Output Pattern

Figure 6.17: A multilayer perceptron neural network.

6.5.2 Classification using Probabilistic Neural Network (PNN)

The Probabilistic Neural Network (PNN) is a distinct type ofnetwork and effectively used

in solving classification problems [97], [98]. In early 1990s, PNN was first introduced by

D. F. Specht in [99]. The features of PNN [100] are as follows.

(i) PNN models using Bayesian classifiers.

(ii) Learning processes are not required.

(iii) Initialization of the weights are not required.

(iv) There is no relation between learning processes and recalling processes.

(v) To modify the weights, the difference between inferencevector and target vector are not

used.
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(vi) It has fast training process as it requires only a single-pass network training stage with-

out updating the weights.

In the signal classification application, [101] the training examples are classified based on

their distribution values of probability density function(pdf). This is the basic requirement

of the PNN. A simple pdf is presented by the following expression.

fk(X) =
1
Nk

Nk

∑
j=1

exp

(
−‖X−Xk j‖

2σ2

)
(6.13)

Block diagram of PNN network as shown in Fig. 6.18, is composed of the radial basis layer
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Figure 6.18: A probabilistic neural network.

and competitive layer [102]. Output vectorH of the hidden layer in the PNN is as follows.

Hh = exp

(
−∑i(Xi −Wxh

ih )2

2σ2

)
(6.14)

netj =
1
Nj

∑
h

Why
h j Hh and Nj = ∑

h

Why
h j

netj = max
k

(netk) then y j = 1, else y j = 0
(6.15)

wherei is number of input layers.h is number of hidden layers.j is number of output

layers. k is number of training examples.N is number of classifications.σ is smooth-

ing parameter (standard deviation).X is input vector.‖X −Xj‖ is the Euclidean distance

between vectorsX andXk j, i.e.,‖X −Xj‖ = ∑
i
(X −Xk j)

2. Wxh
ih is the connection weight
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between the input layerX and the hidden layerH. Why
h j is the connection weight between

the hidden layerH and the output layerY. The problem with PNN is, the requirement of an

extensive training and memory [103] (since PNN stores all the training information with its

network). Support vector machine is an alternative classifier widely used to overcome the

disadvantages associated with MLP and PNN [104] described in next subsection.

6.5.3 Classification using Support Vector Machine (SVM)

For classification problems, artificial neural network has been found very effective but it

has many disadvantages. These are as follows. The error function of the neural networks

is multi modal, which includes many local minima and learning process requires a large

number of data for training. SVM has gained importance as a very powerful tool and does

not have the above demerits of artificial neural network. Recently, for solving fault clas-

sification and section identification of an advanced series compensated transmission line,

SVM is employed in [105] and for fault zone detection in a series compensated transmis-

sion line SVM is employed in [106]. SVM was first introduced inthe late 1960s by Vapnik

[107], but in the middle of 1990s, practically used for various applications [96]. SVM is

a binary learning machine. SVM uses two important processes: (i) training of data into a

higher dimensional feature space through a nonlinear feature mapping functionΨ(x) and

(ii) using an optimization method for finding an optimal hyperplane to separate data points

according to their classes and maximize the classification ability. Very large feature spaces

can be handled potentially by SVMs to carry out the training,so that the performance of

SVM does not affect the dimension of classified vector [108],[109]. In the following para-

graphs, detail analysis of different types of SVM is reproduced.

(a) Hard-margin linear SVM

A training data set (x) consisting of two classes with target (y) either the value of+1 or

−1 is considered. The SVM creates a line or hyperplane to separate the training data of

two classes as shown in Fig. 6.19. In the Fig. 6.19 a series of data points for two different

classes are shown by circle (class 1) and square (class 2). The SVM gives the effort to place

a linear boundary (solid line) between the two different classes and orient it in such a way

that the marginD is maximized. The data points which are near to this boundaryline have a

great role to define the margins and are known as support vectors. Support vectors contain

all the essential information for the classifier. In Fig. 6.19 support vectors are shown by red

circle and green square. Once the support vectors are selected, the rest of the data points

have no roles they are simply discarded.
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The hyperplane or decision boundary is represented by [110]

wTxi +b= 0 (6.16)

wherew is the weight vector andb is the offset or bias term, a scalar. In the linesH2 and

H1, where the support vectors are placed, the equations for class 1 and class 2 respectively

corresponding to outputyi =+1 andyi =−1, are given as,

wTxi +b=−1 (6.17)

and

wTxi +b=+1 (6.18)

Margin D is determined from the difference between any two support vectors. In Fig. 6.19
~S1 and~S2 are two support vectors, margin is determined as follows:

D =
(
~S2− ~S1

)
(6.19)

By multiplying unit vector w
‖w‖ (since w is normal to the plane), to the above expression,

D =
w

‖w‖
(
~S2− ~S1

)
(6.20)
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Since~S1 and~S2 are two points of the lines represented by expressions (6.17) and (6.18)

respectively, the expression (6.21) is represented by

D =
1−b+1+b

‖w‖ (6.21)

where,w~S2 = 1−b andw~S1 =−1−b. Finally the margin,D is evaluated by

D =
2

‖w‖

=
2√
w.w

(6.22)

In SVM, training is performed to find a hyperplane that maximizes the margin,D (equiv-

alent to minimizing the Euclidean norm of the weight vectorw). For a training data set

of N points(xi ,yi), wherei = 1,2..N, optimum values of the weight vectorw andb are

determined by minimizing the weight vectorw and formulated using the expression (6.22).

Corresponding cost function [111] is given as follows.,

minimize F(w) =
1
2

wTw

subject to yi(w
Tx+b)≥ 1;

(6.23)

This formulation is called hard-margin SVM. The scaling factor 1
2 is included in the expres-

sion (6.23) for the mathematical convenience. Since SVM looks for a hyperplane which

maximizes the margin,D, or minimizes the Euclidean norm of the weight vectorw, expres-

sion (6.23) is formulated as a constrained optimization problem. Constraints are taken so

that no training data falls in the margin,D. The objective functionF(w) of the optimiza-

tion problem is quadratic and a convex function ofw. The constraints of the optimization

problem are linear inw andb. Solving constrained optimization problem will produce the

solutions for weight vectorsw andb, which further provides the maximal margin hyper-

planewTx+ b = 0 with the margin, D (= 2
‖w‖ ). This constrained optimization problem

is solved using the method of Lagrange multipliers (1995 Bertsekas) [111]. To solve the

optimization problem first, a Lagrangian function is constructed as,

J(w,b,γ) =
1
2

wTw−
N

∑
i=1

γi
[
yi(w

Txi +b)−1
]

(6.24)

where the auxiliary nonnegative variableγi are defined as Lagrange multipliers. The so-

lutions of the constrained-optimization problem (6.24) isdetermined by differentiating
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(Jw,b,γ) with respect tow andb and setting the results equal to zero. Corresponding to

this following two conditions of optimality are obtained.

condition 1: ∂J(w,b,γ)
∂w = 0

condition 2: ∂J(w,b,γ)
∂b = 0

Application of optimality condition 1 to the equation (6.24) provides the following expres-

sion (after rearrangement),

w=
N

∑
i=1

γiyixi (6.25)

Similarly, application of optimality condition 2 to the equation (6.24) provides the following

expression,
N

∑
i=1

γiyi = 0 (6.26)

It is observed from condition that the solution vectorw containsN training examples. Al-

though the solutionw is unique by virtue of the convexity of the Lagrangian function, the

same cannot be said about the Lagrangian multipliersγ. However, Lagrangian multipliers

γi is a dual variable for each training data point. According toKarush-Kuhn-Tucker (KKT)

only those multipliers are assumed nonzero values that exactly satisfy the following condi-

tion

γi
[
yi
(
wTxi +b

)
−1
]
= 0

The primal problem initially started with a convex cost function and linear constraints, but

it is also possible to construct another problem called dualproblem. This second problem

has the same optimal value as the primal problem, but optimalsolutions are provided by La-

grangian multipliers. The corresponding dual problem of the primal optimization problem

is obtained by expanding the expression (6.24).

J(w,b,γ) =
1
2

wTw−
N

∑
i=1

γiyiw
Txi −b

N

∑
i=1

γiyi +
N

∑
i=1

γi (6.27)

Based on the optimality condition of expression (6.26), thethird term in right-hand side

of equation (6.27) is zero. However, from the expression (6.25), following expression is

obtained.

wTw=
N

∑
i=1

γiyiw
Txi =

N

∑
i=1

N

∑
j=1

γiγ jyiy jx
T
i x j (6.28)

By setting objective functionJ(w,b,γ)= Q(γ), equation (6.27) is reformulated by

Q(γ) =
N

∑
i=1

γi −
1
2

N

∑
i=1

N

∑
j=1

γiγ jyiy jx
T
i x j (6.29)
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where theγi are all nonnegative. The notation has changed fromJ(w,b,γ) to Q(γ) to get the

dual form of the primal optimization problem. The dual problem is stated as follows.

For a training data set ofN points(xi ,yi), wherei = 1,2..N, Lagrangian multipliersγi where

i = 1,2..N, are evaluated to maximize the objective function

Q(γ) =
N

∑
i=1

γi −
1
2

N

∑
i=1

N

∑
j=1

γiγ jyiy jx
T
i x j (6.30)

subject to the constraints
N

∑
i=1

γiyi = 0

γi ≥ 0

(6.31)

The above dual problem numerically solved (using MATLAB’s quadprog function) to get

the optimumγi values. Obtained optimumγi are then used to computew by using equation

(6.25) and described as

w=
N

∑
i=1

γiyixi (6.32)

For support vectors{xs,ys} γi > 0 andb is computed given as follows.

ys
(
wTxs+b

)
= 1

b is computed using all support vectors which are available inthe training sets and their

average is taken for the final computation ofb. Because the values ofγi are computed

numerically and have numerical errors. Hence,b is computed as

b=
1

Nsv

Nsv

∑
s=1

[
1
ys

−wTxs

]
; Nsv is the total number of support vectors (6.33)

(b) Soft-margin SVM

The above discussion is not applicable for more difficult case of non-separable patterns.

Fig. 6.20 shows that, a training data due to some reason fallson the wrong side of the

decision surface. So, to consider this type of case the constraints have to be modified to

permit mistakes. To allow errors in training data, slack variables,ξ (≥ 0), is introduced in

constraints and described as follows.

wTxi +b≥ 1−ξ for yi =+1

wTxi +b≤ 1−ξ for yi =−1

New constraints is
yi(w

Txi +b)≥ 1−ξ

ξ ≥ 0
(6.34)
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wherei = 1, ...........N, it is also needed to penalize the errors in the objective function. So,

i

Optimal separting 

Hyperplane

Class 1
T

Class 2

T

i

Margin,D

w x

w

w +x

+

b=1

b=-1

S

H

H

Figure 6.20: SVM classifier (soft-margin)

an extra cost is introduced in the objective functions to represent errors. The new optimiza-

tion problem becomes as follows.

minimize
1
2

wTw+C
N

∑
i=1

ξi

subject toyi(w
Txi +b)≥ 1−ξ

ξi ≥ 0

(6.35)

This formulation is called soft-margin SVM, whereC is a user-specified positive parameter.

The parameterC controls the tradeoff between complexity of the machine andthe number

of non-separable points.C is also referred as the regularization parameter. WhenC is

assigned a large value, it implies that the designer of the support vector machine has faith

in the quality of training sample. But whenC is assigned a small value, the training sample

is considered to be noisy and less emphasis should thereforebe placed on it. As discussed,

minimizing the first term in equation (6.35) is related to theSVM and the second term

∑
i

ξi is an upper bound on the number of test errors. As discussed Lagrangian multipliers

are used and the objective function of the dual problem for a training sample ({xi ,yi})N
i=1

(non-separable patterns) is described as follows.

Q(γ) =
N

∑
i=1

γi −
1
2

N

∑
i=1

N

∑
j=1

γiγ jyiy jx
T
i x j (6.36)
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subject to the constraints
N

∑
i=1

γiyi = 0

0≤ γi ≤C

(6.37)

The slack variablesξi is not appearing in the dual problem. The dual problem for thecase

of non-separable patterns is almost same as the case of linearly separable patterns. The

objective functionQ(γ) to be maximized is the same in both cases. But the constraints are

γi ≥ 0 for separable patterns and 0≤ γi ≤C for non-separable case respectively. The final

decision boundarywTx+b = 0 is computed in the same manner as for Hard-margin case

and described as follows.

[
N

∑
i

γyixi

]T

x+b=
N

∑
i

N

∑
j

γiyix
T
i x j +

1
Nsv

Nsv

∑
s=1

[
1
ys

−wTxs

]
(6.38)

(c) Nonlinear SVM

The SVM formulation discussed till now, require that training examples belong to class 1

and class 2 can be linearly represented i.e. the decision boundary must be a hyperplane.

But for real life data sets, the decision boundaries are nonlinear. This type of data set which

is called input space and solved using nonlinear SVM.

Fig. 6.21 shows that the decision boundary of input space is not linear. Hence to linearly

separate, input data are mapped into a high-dimensional feature-space using non-linear

transformationΨ(x) which is expressed as follows.

Ψ(xi) = {Ψ(x1),Ψ(x2),Ψ(x3), ...........}T , (6.39)

whereΨ(x1), Ψ(x2), .... are nonlinear mapping functions. Fig. 6.22 represents the two

mappings occur in SVM (i) nonlinear mapping of an input vector into a high-dimensional

feature space that is hidden from both the input and output (ii) construction of an optimal

hyperplane for separating the features obtained in step 1. Eachxi is replaced byΨ(xi).

With the nonlinear transformation, the optimization problem in equation (6.35) becomes as

follows.

minimize
1
2

wTw+C
N

∑
i=1

ξi

subject toyi(w
TΨ(xi)+b)≥ 1−ξ

ξi ≥ 0

(6.40)
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Input space
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Figure 6.21: Non-linear separation of input and feature space
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Figure 6.22: Two mappings in a support vector machine (i) nonlinear mapping from the
input space to feature space; (ii) linear mapping from the feature space to output space

The corresponding dual form of equation (6.40) is

Q(γ) =
N

∑
i=1

γi −
1
2

N

∑
i=1

N

∑
j=1

γiγ jyiy j
(
ΨT(xi)Ψ(x j)

)
(6.41)

subject to the constraints
N

∑
i=1

γiyi = 0

0≤ γi ≤C

(6.42)

The problem associated with this approach is, in the featurespace lot of dot products

Ψ(xi).Ψ(x j) have to be calculated. But in general, if the feature space ishigh dimensional,
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Ψ(xi).Ψ(x j) will be expensive to compute. HenceΨ(x) can be expensive to compute. This

type of explicit transformation is avoided, it is observed in equation (6.41) that to construct

the decision boundary the evaluation ofΨT(xi)Ψ(x j) is required in the feature. By referring

(6.38), the decision boundary in feature space (for nonlinear SVM) is described as follows.

N

∑
i=1

N

∑
j=1

γiyiΨT(xi)Ψ(x j)+b= 0 (6.43)

Thus, in feature spaceΨT(xi)Ψ(x j) is computed directly using the input space vectors

xi andx j . It is not required to know the feature vectorΨ(x) or even mappingΨ itself. A

kernel functionK [110] is used to perform this transformation and reduce the computational

burden and expressed as follows.

K(xi,x j) = Ψ(xi)
TΨ(x j) (6.44)

There are different kernel functions like polynomial, sigmoid and RBF used in SVM. RBF

kernel is expressed as follows.

K(xi,x j) =

(
−‖xi −x j‖2

2σ2

)
(6.45)

whereσ is defined as kernel parameter of RBF function. To know whether a kernel is

actually an inner product between two points or not Mercer’stheorem [111] is used which

is described as follows.

Let k(x,x′) be a continuous symmetric kernel that is defined in the closedintervalp1 < x<

p2, and same forx′. The kernelK(x,x′) can be expanded in the series as follows.

K(x,x′) =
∞

∑
i=1

ΛiΨi(x)Ψi(x
′) (6.46)

with positive coefficientsΛi > 0, for all i. Necessary and sufficient requires for this expan-

sion to be valid, converge absolutely and uniformly is givenas follows.

∫ p1

p2

∫ p1

p2

k(x,x′)Γ(x)Γ(x′)dxdx′ ≥ 0 (6.47)

The above expression holds for allΓ(.), for which

∫ p1

p2

Γ2(x)dx < ∞ (6.48)
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wherep1 andp2 are the integration constants. The featuresΨi(x) are called eigen functions

of the expansion.Λi are called eigenvalues. For positive eigenvalues, the kernel K(x,x′)

is positive definite. Mercer’s theorem is important becauseit gives information whether a

kernel is actually an inner-product kernel in some space andhelping to use in SVM. These

kernel functions are used in SVM to replace the termΨT(xi)ΨT (x j ) of equations (6.41) and

(6.43). Computation speed depends on training samples. If the training sample increases in

number, solution of classical SVM through quadratic programming becomes complex and

reduces the computing speed. This problem can be solved using least square support vector

machine (LS-SVM) which provides fast implementations without affecting its merits. LS-

SVM is described in the next subsection.

6.5.4 Classification using Least Square Support Vector Machine (LS-

SVM)

In 1999, Suykens and Vandewalle [112] proposed a least square version of SVM classifier.

Inequality constraints are used in traditional SVM but LS-SVM uses equality optimization

constraints. Hence, to solve a set of linear equations instead of quadratic programming,

one can employ least square easily. LS-SVM has proved that computational cost is low for

various applications [113]. Based on these advantages in this chapter LS-SVM is selected

for SEIG fault classification. First a two class or binary LS-SVM is described, which is

then extend to multiclass LS-SVM, described in following part of this subsection.

(a) Binary LS-SVM

For a training data set ofN points (xi,yi), i = 1,2, ....,N, wherexi ε RN is the ith input

data set andyi ε R is theith output data set. In LS-SVM based classifier, the classification

problem can be formulated as follows.

Minimize : FLS(w,b,e) =
1
2

wTw+ϕ
1
2

N

∑
i=1

e2
i (6.49)

Subject to equality constraint : yi [w
TΨ(xi)+b] = 1−ei , i = 1,2...,N (6.50)

Lagrangian function of expression (6.49) to train LS-SVM classifier [112], is given as:

JLS(γi) =
1
2

wTw+ϕ
1
2

N

∑
i=1

e2
i −

N

∑
i=1

γi
(
yi [w

TΨ(xi)+b]−1+ei
)

(6.51)

whereγi are Lagrange multipliers (which are different from those ofSVM, since equality

constraints are used for LS-SVM). Lagrange multipliers,γi of LS-SVM in are either pos-
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itive or negative. Based on KKT theorem, the optimality condition of equation (6.51) are

expressed as follows.

∂JLS(w,b,e,γ)

∂w
= 0 → w=

N

∑
i=1

γiyiΨ(xi) (6.52a)

∂JLS(w,b,e,γ)

∂b
= 0 →

N

∑
i=1

γiyi (6.52b)

∂JLS(w,b,e,γ)

∂ei
= 0 → γi = ϕei (6.52c)

∂JLS(w,b,e,γ)

∂γi
= 0 → yi

[
wTΨ(xi)+b

]
−1+ei , i = i,2, ....N (6.52d)

By substituting equation (6.52a)-equation (6.52c) into (6.52d), the aforementioned equa-

tions can be equivalently written as follows.


0 YT

Y I
ϕ +ZZT




b

γ


=


0

~1


 (6.53)

whereZ =




y1Ψ(x1)

y2Ψ(x2)

.

.

yNΨ(xN)




The feature mappingΨ(x) is a row vector,Y = [y1,y2, .....,yN]
T , γ = [γ1,γ2, .......,γN]

T and
~1= [1,1, ....1]T. In LS-SVM, asΨ(x) is usually unknown. As discussed in non-linear SVM

Mercer’s condition is applied to get the matrixZZT which is given as follows.

ZZT = yiy jΨ(xi)Ψ(x j) = yiy jK(xi ,x j) (6.54)

The decision function of LS-SVM classifier is expressed using kernel function [113] and

expressed as: [
N

∑
i=1

γiyiK(x,xi)+b

]
(6.55)

The Lagrange multipliersγi ’s are proportional to the training errorsei in LS-SVM, while

in traditional SVM, many Lagrange multipliersγi ’s are typically equal to zero. So sparsity

is lost in LS-SVM [113]. So far binary classification is discussed. But in this chapter four
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different types of faults are considered so how LS-SVM worksfor multiclass problems de-

scribed as follows.

(b) Multiclass LS-SVM

SVM and LS-SVM were originally designed to classify two class problem. To effectively

extend this binary classification machine to multiclass classification machines, many re-

searchers are proposed different approaches such as one-versus-all (short of one class ver-

sus all the rest) [114] and one-versus-one [115].

To solveC class problem using one-versus-all method requiresC SVM models

[116]. The ith LS-SVM is trained with all of the training examples in theith class with

positive labels, and rest of the training examples with negative labels. Hence for a training

data set ofN points(xi ,yi), i = 1,2, ....,N, wherexi ε RN is theith input data set andyi ε
{1, 2... , l} is the class ofxi . Hereith LS-SVM solves the following objective function

Minimize : FLS(w,b,e) =
1
2
(wi)Twi +ϕ

1
2

N

∑
i=1

e2
i (6.56)

[
(wi)TΨ(x j)+bi]≥ 1−ei

j , if y j = i
[
(wi)TΨ(x j)+bi]≥−1+ei

j , if y j 6= i
(6.57)

Equation (6.56) is solved using the procedure discussed in the part (a) of this subsection,

finally for C class problem, there areC decision functions given as follows.

(w1)TΨ(x)+b1

(w2)TΨ(x)+b2

.

.

.

(wC)TΨ(x)+bC

x is assigned to the class which has the largest value of the decision function and expressed

as

class of x ≡ argmaxi=1,2,...C

(
(wi)TΨ(x)+bi) (6.58)

Another alternative to solve multiclass classification problem using SVM and LS-

SVM is one-over-one method. It was introduced by Knerr in 1990 in [117] that by con-

structing all possible two-class classifier from a set ofC classes. In this method total number

of constructed classifiers areC(C−1)
2 where each one is trained on training examples from

two classes. For training data from theith and classjth classes, the following objective
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function is solved.

Minimize : FLS(w,b,e) =
1
2
(wi j )Twi j +ϕ

1
2∑

t

(
ei j

t

)2
(6.59)

[
(wi j )TΨ(xt)+bi j ]≥ 1−ei j

t , if yt = i
[
(wi j )TΨ(xt)+bi j ]≥−1+ei j

t , if yt = j
(6.60)

whereei j
i ≥ 0. After all C(C−1)

2 classifiers are constructed, voting strategy is used to deter-

mine the class ofx [116]. If sign(
[
(wi j )TΨ(xi)+bi j

]
) saysx is in theith class, then the vote

for classi is added by one. Otherwise, the classj is added by one. Based on this voting,

class is assigned tox.

Number of classifiers required for One vs All (OVA) method areC and for One vs One

(OVO) areC(C−1)
2 . In the recent literature it is reported that when the numberof classes in-

creases OVO performs well [115]. So for SEIG fault classification OVO LS-SVM classifier

is selected. Next section presents results and discussion of this chapter.

6.6 Results and Discussion

In this chapter, the main objective is to create different types of faults for SEIG system and

to classify them using the proposed LS-SVM classifier. In chapter 3 mathematical modeling

of SEIG is developed and implemented in MATLAB/Simulink environment. Simulation re-

sults of the developed SEIG system are validated through experimental results as described

in chapter 3. The same developed model is used in this chapterto study balanced and

unbalanced conditions of SEIG. The following four types of faults are considered for the

study.

1. C1-Three phase short circuit fault;

2. C2-Line-line fault;

3. C3-Capacitor opening in one phase of capacitor bank;

4. C4-Single line opening at three phase load.

Using the mathematical model of SEIG and MATLAB/Simulink, different types of faults

are initiated. For each type of fault, SEIG stator voltage signals are sensed and negative se-

quence component computed as it retains the information under disturbance condition. The

Empirical Mode Decomposition (EMD) method is then applied to each negative sequence

component for obtaining the intrinsic mode functions (IMFs). First 6 IMFs are selected

157



6.6 Results and Discussion

and then, Hilbert Transform is applied on these IMFs. Further, the features of each IMF

such as energy, standard deviation of the amplitude and phase contour are obtained. So,

eighteen number of features are selected for each faulty signal. These features are used to

study and classify faults of SEIG system by using various classifier methodologies such as

MultiLayer Perceptron (MLP) neural network, Probabilistic Neural Network (PNN), Sup-

port Vector Machine (SVM), and Least Square Support Vector Machine (LS-SVM). In this

study 140 different cases of each type of fault are taken where 40 and 100 cases selected

randomly for training and testing of these classifiers methods. Final size of the matrix is 560

× 18 which used as input to each classifier. Fig. 6.23 shows a flowchart which describes

the steps required to classify the four different types of SEIG fault.

C1 C2 C3 C4

IMF 4IMF 3IMF 2IMF 1 IMF 5 IMF 4

HT HT HT HT HT HT

Decomposition of signals using EMD

Computation of negative sequence voltage

Sensing of SEIG voltage signals

Calculation of  energy, standard deviation of the 

amplitude and standard deviation of the phase contour

Training and testing of data using different classifier

Figure 6.23: Flowchart of the proposed technique to classify SEIG faults.

The performance of each class is analyzed by computing the classifier accuracy defined

below.

η =
(Total number of cases−Total number of misclassified cases)

Total number of cases
(6.61)

Table 6.1 shows the results obtained using LS-SVM classifierand the average accu-

racy obtained is 99.5 % for one fold. The diagonal elements ofTable 6.1 represent correctly

classified faulty signals and off-diagonal elements represent misclassification cases. As ob-

served from Table 6.1 that out of 400 testing sets only two cases of class C2 are misclassified

and other 398 cases are correctly classified.

To show the effectiveness of the LS-SVM classifier, classification accuracy obtained

by LS-SVM is compared with other three classifiers. For each classifier, features are ex-
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tracted using HHT. The comparison result is presented in Table 6.2. To have a correct

evaluation, the input matrix is reshuffled and given to each classifier and average accu-

racy obtained. Four-fold cross-validation is considered for training/testing data partition-

ing. Average classification performance in terms of accuracy using LS-SVM, SVM and

PNN classifier is presented in the Table 6.3 and the overall average accuracy obtained using

classifiers MLP, PNN, SVM and LS-SVM are 92.75 %, 97 %, 98.25 % and 99.25 %. From

the obtained results it is observed that LS-SVM performs well to classify the faulty signal

into a distinct class. As already described to avoid the de-excitation stage of SEIG and

transient pulsations detection and classification of faults are essential. Hence, HHT with

LS-SVM classifier is suitable to detect and classify different types of SEIG faults.

Table 6.1: SEIG fault classification results obtained usingHHT with LS-SVM for 1st fold.

Cases C1 C2 C3 C4

C1 100 0 0 0

C2 2 98 0 0

C3 0 0 100 0

C4 0 0 0 100

Classification efficiency in % 100 98 100 100

Misclassification efficiency in % 0 2 0 0

Overall efficiency 99.5 %

Table 6.2: Comparison of fault classification results usingdifferent classifiers

Classifier MLP PNN SVM LS-SVM

Cases C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4

C1 92 4 2 2 98 2 0 0 99 1 0 0 100 0 0 0

C2 4 94 1 1 4 96 0 0 3 97 0 0 2 98 0 0

C3 3 2 93 2 1 0 98 1 0 0 100 0 0 0 100 0

C4 3 2 3 92 0 1 1 98 0 0 0 100 0 0 0 100

Classifierη (%) 100 98 100 100 99 97 100 100 98 96 98 98 92 94 93 92

Overallη (%) 92.75 97.5 99 99.5
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Table 6.3: Average classification accuracy obtained over four-fold using four different clas-
sifier

Fold/Classifier MLP PNN SVM LS-SVM

1 92.75 97.5 99 99.5

2 90.75 97 98.5 99

3 90.75 97.5 98.5 99.5

4 88.5 96 97 99

Average accuracy in % 90.6 97 98.25 99.25

6.7 Summary of the chapter

In this chapter, transient analysis for SEIG system is presented taking different types of

faults such as three phase short circuit, line-to-line fault, single line opening at load and

single phase capacitor opening. During three phase short circuit fault and line-to-line fault

SEIG re-excitation time is more compared to the pre-fault excitation time for building rated

voltage. Single line opening at load leads to sustained pulsation torque which may damage

the induction machine if the fault is not cleared quickly. Asconcluded, the fault detec-

tion and classification are mandatory to avoid de-excitation of SEIG and torque pulsations.

Due to non-linear and non-stationary nature of SEIG stator voltage, Hilbert-Huang trans-

form (HHT) is selected for analysis of the fault voltage signal and its statistical features

extraction. Extracted statistical features are processedusing different classifiers such as

MultiLayer Perceptron (MLP) neural network, Probabilistic Neural Network (PNN), Sup-

port Vector Machine (SVM), and Least Square Support Vector Machine (LS-SVM). To have

a correct evaluation, the input size of the matrix is reshuffled and given to each classifier.

The overall average accuracy obtained using classifiers MLP, PNN, SVM and LS-SVM are

92.75 %, 97 %, 98.25 % and 99.25 %. In this study, it is observedthat LS-SVM among

above classifiers provides higher classification accuracy.
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Chapter 7

Conclusions and future scope

In this thesis, various aspects such as voltage control and fault detection schemes of SEIG

stand-alone system along with proposed new schemes are studied using simulation and

laboratory experiment. Finally, This chapter presents following concluding points along

with the future scope of this research work presented in thisthesis.

7.1 Conclusions of the thesis

� An analytical expression for the minimum value of capacitance required to develop SEIG

rated voltage and frequency is derived.

� Mathematical model of wind turbine driven SEIG system is reviewed.

� Simulation of the wind turbine driven SEIG system is carriedout in MATLAB/Simulink

environment. The performances of wind turbine driven SEIG system taking different types

of load such as resistive load,R−L load, induction motor (IM) load are discussed.

� Laboratory experiments are carried on SEIG system with resistive and IM load to verify

its performance without using any controller. It is observed that SEIG excitation fails with

overload and IM load.

� Simulation results of SEIG system with wind variations are also discussed and presented.

� Voltage can be compensated to some extent by increasing the excitation capacitance

value.

� Simulation and experimental results of SEIG system with capacitance variation are pre-

sented, discussed and compared.

� SEIG system with Generalized Impedance Controller (GIC) isdeveloped to control volt-

age and frequency during wind speed variations and load switching by computing optimal

values of proportional and integral gains within stable zone using PSO technique. Further,

simulation is carried out to study its performance with windspeed variations, resistive and
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IM load.

� Performance of GIC based SEIG system (with computed optimalproportional and in-

tegral gains) is assessed through harmonic analysis. TotalHarmonic Distortion (THD) of

voltages and currents at generator and load side are within 0.23 %.

� A new technique is proposed to compute SEIG peak voltage using Hilbert transform and

COordinate Rotation DIgital Computer. Simulation is carried out by taking a varying si-

nusoidal voltage signal to implement the proposed peak voltage computation technique in

MATLAB/Simulink environment.

� Further, simulation is carried out to study the performanceof GIC based SEIG system

using the proposed peak voltage computation technique during prime mover speed varia-

tions and load switching.

� To implement the proposed control technique experimental setup is developed using a

commercially available TMS320F2812 DSP processor. Further, laboratory experiments are

carried for GIC based SEIG system to maintain rated voltage during load switching.

� Transient analysis for SEIG system is presented taking different types of faults such as

three phase short circuit, line-to-line fault, single lineopening at load and single phase ca-

pacitor opening.

� As observed from transient analysis of SEIG system, during three phase short circuit fault

and line-to-line fault SEIG re-excitation time is more compared to the pre-fault excitation

time for building rated voltage. It is also observed that single line opening at load leads

to sustained pulsation torque which may damage the induction machine if the fault is not

cleared quickly.

� Hence, fault detection and classification are mandatory to avoid de-excitation of SEIG

and torque pulsations.

� Hilbert-Huang transform (HHT) is selected for analysis of the fault voltage signal and

its statistical features extraction. Extracted statistical features are processed using different

classifiers such as Multi-Layer Perceptron (MLP) neural network, Probabilistic Neural Net-

work (PNN), Support Vector Machine (SVM), and Least Square Support Vector Machine

(LS-SVM).

� To have a correct evaluation, the input size of the matrix is reshuffled and given to each

classifier. The overall average classification accuracies are computed for all these four clas-

sifiers to study their performance. The overall average accuracy obtained using MLP, PNN,

SVM and LS-SVM classifiers are 92.75 %, 97 %, 98.25 % and 99.25 %, in that order.

� In this study, the accuracy obtained by using LS-SVM (99.25 %) is higher compared to

the other three classifiers.
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7.2 Scope for future work

As discussed the limitations of this research work, the scope of the thesis can be extended

as follows.

� The proposed technique for peak voltage computation is studied for balanced resistive,

R−L and IM load. However, suitable technique for peak voltage computation in case of

unbalanced load can be exploited.

� Fault analysis is done here using Hilbert-Huang transform (HHT) in simulation level,

however real time implementation of HHT for SEIG fault signals on hardware can be con-

sidered as the future scope of this work.

� Integration of fault detection unit with GIC based SEIG system is also an attractive future

research scope.
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Appendix A

In subsection 4.5.2 Theorem 5.5 and Theorem 5.6 (Chapter 5 [18]) are used and presented in this Appendix.

Characteristic equation of time-delay system is known as quasi-polynomials. Pontryagin first studied these

quasi-polynomials and derived necessary and sufficient conditions for the roots of these polynomials to have

negative real parts.

Theorem 5.5

LetC∗(s) a quasi-polynomial, and by substitutings= jω rewrite as

C∗( jω) = Cr(ω) + jCi(ω) whereCr(ω) andCi(ω) represent, respectively, the real and imaginary parts of

C∗( jω). C∗(s) is stable if and only if

(i) Cr(ω) andCi(ω) have only simple, real roots and these interlace.

(ii) C′
i (ωo)Cr(ωo)−Ci(ωo)C′

r(ωo)> 0, for someωo in the range(− 8, 8).

whereC′
r(ωo) andC′

i (ωo) represent the first derivative with respect toω of Cr(ωo) andCi(ωo), respectively.

Time-delay system is stable for only the real roots ofCr(ω) andCi(ω). In this context, Theorem 5.6 (Chapter

5 [18]) is presented here to know the nature of roots ofCr(ω) andCi(ω)

Theorem 5.6

Let M1 andN1 represent the highest powers ofs andes, respectively, inC∗(s). Let η1 be an appropriate

constant such that the coefficients of terms of highest degree inCr(ωo) andCi(ωo) do not vanish atω = η1.

Then for the equationsCr(ω) = 0 orCi(ω) = 0 to have only real roots, it is necessary and sufficient that in

each of the intervals

−2l1π +η1 ≤ ω ≤ 2l1π +η1, l1 = lo, lo+1, lo+2,...

Cr(ωo) or Ci(ωo) have exactly 4l1N1+M1 real roots for a sufficiently largelo. Description of how this theo-

rem is used to know the nature of the roots ofCr(ω) or Ci(ω) presented here taking a first order time-delay

system.

Let a first-order time delay system with delay time of 10 s is represented by,

G(s) = 1
2s+1e−10s

Let value ofkp=1.8 andki=0.2. Now the characteristic equation of the closed-loop becomes

C(s) = 2s2+ s+(1.8s+0.2)e−10s

Quasi-polynomial of the above characteristic equation becomes

C∗(s) = e10sC(s) = 0.2+1.8s+(2s2+ s)eτs
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ExpressionC∗(s) is rewritten by changing variabless= ŝ
10. Then the expression forC∗(s) is rewritten as

Ĉ∗(ŝ) = (0.02̂s2+0.1ŝ)ês+0.18̂s+0.2

For this new quasi-polynomial,M1 = 2 andN1 = 1. The real and imaginary parts ofĈ∗(ŝ) after substituting

ŝ= jω̂ are presented as follows.

Ĉr(ω̂) = 0.2−0.1ω̂sinω̂ −0.02ω̂2cos(ω̂)

Ĉi(ω̂) = ω̂ [0.18+0.1cos(ω̂)−0.02ω̂sin(ω̂)]

From the right hand side of imaginary part following two expressions are obtained

ω̂ = 0, or

0.18+0.1cos(ω̂)−0.02ω̂sin(ω̂) = 0

It is observed from the first expression that one root of the imaginary part iŝωo = 0. The positive real roots ob-

tained from second expressions areω̂1 = 8.0812,ω̂2 = 8.8519,ω̂3 = 13.5896,ω̂4 = 15.4332,ω̂5 = 19.5618,

ω̂3 = 21.8025 ......

Nextη = π
4 is selected so thatsin(η) 6= 0 to check the conditions mentioned by Theorem 5.6. Root distribu-

tions ofĈi(ω̂) is presented in Fig. 7.1 which will help to apply the Theorem.

Frequency (rad/s)

0 5.49 7.06 11.78 13.35 18.06 19.63 25
-1

-0.5

0

0.5

1

4π+π/4
2π+π/42π-π/4

4π-π/4
6π-π/4 6π+π/4

Figure 7.1: Root distribution of̂Ci(ω̂)

From the figure it is observed thatĈi(ω̂) has only one root in the interval[0,2π − π
4 ] = [0, 7π

4 ] i.e., root at

the origin. SincêCi(ω̂) is an odd function of̂ω , it follows that in the interval[−7π
4 , 7π

4 ], Ĉi(ω̂) will have only

one real root. As seen in the same figure thatĈi(ω̂) has no real roots in the interval[7π
4 , 9π

4 ]. Hence,Ĉi(ω̂)

has only one real root in the interval

[−2π + π
4 ,2π + π

4 ] ,

which not satisfy the condition 4N1+M1 = 6 for lo = 1.

Further, takelo = 2, so now the number of real roots must be 8N1+M1 = 10. As seen in the figure in the

interval,

[−4π + π
4 ,4π + π

4 ] ,

the functionĈi(ω̂) has only five real roots. With the same procedure forl1 = 3,4, ... it is concluded that the

number of real roots of̂Ci(ω̂) in the interval

[−2l1π + π
4 ,2l1π + π

4 ],

is always less than 4l1N1+M1 = 4l1+2. So based on the Theorem 5.6 it is concluded that the roots ofĈi(ω̂)

are not all real, hence the gains are considered are not within the stable zone.



Appendix B

The generalized rotational expression for vectors is givenas follows:




x
′

y
′


= Rot(θ )




x

y


 (7.1)

where(x,y) and(x
′
,y

′
) are input and output vectors respectively for rotation. where

Rot(φ) =




cosφ −sinφ

sinφ cosφ


 (7.2)

Applying two successiveRotson a vector, that is rotating a vector through two different anglesφ1 andφ2 in

succession is equivalent to rotating the vector once, i.e applying Rot once, through an angle equal to the sum

of the two anglesφ1+φ2. We can write the trigonometric equation as follows:




cos(φ1+φ2) −sin(φ1+φ2)

sin(φ1+φ2) cos(φ1+φ2)


=




cosφ2 −sinφ2

sinφ2 cosφ2







cosφ1 −sinφ1

sinφ1 cosφ1


 (7.3)

This equation may be written as in the following expression

Rot(φ1+φ2) = Rot(φ2)Rot(φ1) (7.4)

176




