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Abstract

Increasing fuel cost and attempt to get pollution free emnnent, renewable sources
of energy such as the wind, solar, micro-hydro, tidal wawel, lliomass, etc. have grabbed
recently the attention of researchers. Among these avaitkergy resources, the use of
wind energy is growing rapidly to generate and supply el@tgras grid connected or stand-
alone mode. To generate electric power from such non-caiovexh sources, self-excited
induction generator (SEIG) is found to be a suitable optmneither using in grid con-
nected mode or isolated mode. Selection of SEIG in thesas @egzends on its advantages
such as low cost, less maintenance, and absence of DC axcitetigh maintenance and
installation costs including transmission losses of catie@al power supply to remote or
isolated place by means of power grid can be reduced by lingtatand-alone wind driven
SEIG system at those places. In the year of 1935, self-gixugitaoncept in squirrel cage
induction machine with capacitors at their stator termgnaés introduced by Basset and
Potter. But the problems associated with SEIG are its polbage and frequency regula-
tion under load and prime mover speed perturbations whitla fimit on the use of SEIG
for a long time. By controlling active and reactive power@aetely, it is possible to regu-
late frequency and voltage of SEIG terminal during load grekd perturbations. Various
efforts have been put by researchers in developing SElGgeland frequency controller
but these control schemes demand multiple sensors alohgamtplex electronic circuits.
This dissertation presents some studies and developmermwofoltage controller of the
SEIG system for balanced resistiie— L and induction motor (IM) load that is used in
isolated or remote areas. So in this context, an attempkentto develop an optimized
voltage controller for SEIG using Generalized Impedancat@iler (GIC) with a single
closed loop. Stable zones of proportional and integralg@nGIC based SEIG system are
computed along with parameter evaluation of the GIC basé@ Sistem. Further, Particle
Swarm Optimization(PSO) technique is used to compute thimapvalues of proportional
and integral gains within the stable zone. The research wor&EIG system is extended
to develop a voltage controller for SEIG with minimum numloérsensors to make the
system less complex and cost effective. Here, a voltage pealputation technique is
developed using Hilbert Transform and computational effitiCOordinate Rotation DIgi-
tal Computer (CORDIC) which requires only one voltage seasal processed to control
SEIG voltage for GIC based SEIG system. This voltage cositheme is implemented
on commercially available TMS320F2812 DSP processor arfdipeed laboratory exper-
iment to study the performance of GIC based SEIG system gldoad switching. The
work of this thesis is not confined only to study an optimal aimdple voltage controller
for SEIG system but also extended to investigate the faghtification methodologies of



SEIG system. Here, the features of non-stationary SEIGasigith faults are extracted
using Hilbert-Huang Transform (HHT). Further, differenassifiers such as MultiLayer
Perceptron (MLP) neural network, Probabilistic Neural Wk (PNN), Support Vector
Machine (SVM), and Least Square Support Vector Machine9\$4) are used to identify
faults of SEIG system. In this study, it is observed that MviSamong above classifiers
provides higher classification accuracy of 28%.

Keywords: Renewable energy; Self-excited induction generator; &dized impedance
controller; Particle swarm optimization technique; Vgktgpeak computation; Fault detec-
tion; Feature extraction and classification methods.
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Chapter 1

Introduction

1.1 Background

In many countries, a significant proportion of the populatio the rural and remote area
lives without power. Due to remote/isolated location and [mopulation densities, sup-
plying power to these areas by conventional means or by dixtgrgrid is too expensive
and somewhere difficult. Oil crisis in the year 1970 and hapetie pollution-free envi-
ronment have taken attraction of the energy researchersetwaemewable energy sources
such as solar, biomass, wind and micro-hydro for providinggr to isolated/remote areas.
Among aforesaid available renewable energy sources, widdvacro-hydro are found to
be suitable in these areas [1], [2], [3], [4], [5]. Accordittgindian Wind Energy Associa-
tion (INWEA), installed capacity of India from wind is 24 35IW (as on November 2015)
and ranked 4th in the world [6]. To generate electric powemfrsuch non-conventional
sources, self-excited induction generator (SEIG) is folnde a suitable option for either
using in grid connected mode or isolated mode [7], [8], [HIG is selected to be used in
isolated or remote areas where accessible of grid supplgtipassible by making small-
scale power generating system in the range of 0.5 kW to 10010) [Selection of SEIG
in these areas depends on its advantages such as low cestdagenance, and absence
of DC excitation. High maintenance and installation costduding transmission losses
of conventional power supply to remote or isolated place leams of power grid can be
reduced by installing stand-alone wind driven SEIG systémimase places. In the year
of 1935, self-excitation concept in squirrel cage induttisachine with capacitors at their
stator terminals was introduced by Basset and Potter [I]aRufficient rotor speed of an
externally driven induction machine, the residual magnitix enables to build up a low
Electro Motive Force (EMF) across stator of the inductiorchmae. By connecting the ap-
propriate value of capacitor across stator terminals, tbhegss of induced EMF and current
in the stator continues to grow. The process of buildingag#tand current continues until
a steady-state condition achieved [11]. But the problern@ated with SEIG are its poor
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voltage and frequency regulation under load and prime mgpeed perturbations which
put a limit on the use of SEIG for a long time. By controllingige and reactive power
accurately, it is possible to regulate frequency and velsigSEIG terminal during varied
load and prime mover speed. Various efforts have been putdsarchers in developing
SEIG voltage and frequency controller. Existing contraht@ques use multiple sensors
along with complex electronic circuits that makes SEIG eystomplex and expensive.
Hence, SEIG system demands simple and efficient controhigels with minimum num-
ber of sensors to reduce the complexity of the system foratigg voltage and frequency.

Similar to voltage and frequency control issues fault asialand detection of SEIG
system are also very challenging issues in remote and ésbéatas. Voltage collapse and
de-excitation occurs in SEIG during short circuit faulhdito-line fault and single phase
capacitor opening and these faults develop excessive biglue¢. Torque pulsation also
occurs due to single line opening at SEIG load [12]. Voltagkapse occurs during these
cases within 5to 6 cycles. So conventional protection sesaamre not able to identify these
faults [13]. In addition to this, it is essential to investig fault identification methodologies
of SEIG system to avoid interruption of power supply and ttuee the risk of shaft failure
of SEIG.

1.2 Motivation of the present work

As discussed in the previous section, SEIG system used latéstiremote areas has sig-
nificant importance which attracted many researchers ttysts voltage control and fault
detection scheme. Recently different types of voltage aaduency controller are ad-
dressed for SEIG system such as on STatic Synchronous Cseatpe(STATCOM) [14],
Electronic Load Controller (ELC) [15], Generalized Impada Controller (GIC) [16] and
Static Synchronous Series Compensator (SSSC) [1]. Alketkkestrol schemes are based
on sensing either voltage or current which require multggliesors and complex electronic
circuits which make SEIG system complex and expensive. elemmake voltage control
scheme of SEIG system simple, minimum number of sensorgnatdf/ a single sensor
should be used along with simple electronic system.

Understanding the importance of SEIG, the performanceyaisadf SEIG during bal-
anced and unbalanced faults should be investigated. Fenatlires have reported transient
performance analysis during balanced and unbalanced BUBEIG systems and recently
(year 2013) [13], DWT has been used to identify the three @lsasrt circuit fault. How-
ever, the faults of SEIG system are non-stationary in nathres the selection of mother
wavelet in case DWT technique is also a major challenge. é&l@mcalternative signal
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processing technique should be investigated to analyes BIUSEIG system.

1.3 Obijective of the present work

The specific objectives of the thesis are presented as fellow

B To simulate wind turbine driven SEIG system by taking défertypes of loads such as
resistive loadR— L load, induction motor (IM) load.

B To conduct laboratory experiments on SEIG system to vetsfpérformance under dif-
ferent conditions without using any controller and to vatelthe simulation results.

Bl To propose a new technique to compute SEIG peak voltage tibert transform and
COordinate Rotation Dlgital Computer (CORDIC).

Bl To develop voltage controller for SEIG system used in isalair remote areas.

B To compute optimal values of proportional and integral gaihthe voltage controller,
using Particle Swarm Optimization (PSO) technique.

H To simulate and to analyze SEIG system performance with¢kreldped controller for
wind speed variations, resistive and IM load.

Hl To implement the proposed control technique using a comaiiravailable TMS320F2812
DSP processor and to conduct experiments on SEIG systemimbainaated voltage dur-
ing load switching and to validate the simulation results.

B To perform transient analysis for SEIG system by takingedéht types of faults such
as three phase short circuit, line-to-line fault, singhelopening at load and single phase
capacitor opening.

B To develop efficient signal processing technique for fanitlgsis of SEIG system.

1.4 Overview of the work done and methods

To study control and fault detection scheme for SEIG systeis éssential to develop
mathematical model of SEIG system. Thus, in the beginnintisfthesis, mathematical
model of SEIG system is developed. To develop the wind terlinven SEIG system,
a 4.2 kW wind turbine and a 3.7 kW induction machine are takéarameters of the in-
duction machine used as SEIG are determined by conducftiiegedit tests (d.c resistance
test, blocked rotor test and synchronous speed test) imtigdtory. The magnetization
characteristic of the SEIG is nonlinear. From synchronqesed test, relation between
magnetizing inductanda, and magnetizing curreint, is obtained. There after steady-state
and transient analysis of wind driven SEIG system are pexorin MATLAB/Simulink
environment for performance prediction. Experiments of(SEystem by taking resistive
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load, induction motor load and heavy resistive load are edsned out. Experiment is also
conducted by increasing capacitance excitation durindifmacondition to analyze SEIG
performance.

As voltage and frequency controller are essential for SBISGesn under load and
prime mover speed variations, recently different typesalfage and frequency controller
addressed for SEIG system such as STATCOM, ELC, GIC and SB&Se control schemes
are based on sensing either voltage or current which requitgple sensors and complex
electronic circuits which make SEIG system complex and egpe. Among these control
schemes, SEIG system integrated with GIC [16] maintain SEl&age and frequency ef-
ficiently with three sensors and one single loop using velagfeedback. But, this voltage
control scheme is not addressed the design of optimal ptiopat and integral gains which
make GIC based SEIG system stable. However, determinatigptional proportional and
integral gains which also makes the closed loop systemestalal tedious task. Many re-
searchers have reported tuning methods in the ideal caseafulizingPID, but they have
not considered delay/dead times of the system. In 2002 8ileh [17] provided mathe-
matical derivations to characterize the set of proportiantegral and derivative gains that
stabilize the first-order plant with time delay. Furtheggh authors in 2005 [18] extended
their work to provide mathematical derivations to charaeeethe set of proportional and
integral gains that stabilize a first-order plant with tineday and in this thesis these math-
ematical derivations are used to compute stable zone of @&€EMSEIG system. The plant
(GIC integrated with SEIG) is considered here as a first odderto its step response. Pa-
rameters of this plant are also evaluated. Mathematicavatems provided by Silvaet
al. [18] are used to compute stable zones of proportional aregjiat gains for control
voltage of SEIG integrated with GIC. Further optimal valeégproportional and integral
gains within stable zone are computed using PSO techniqueul&ion is carried out to
study the performance of an optimized GIC based SEIG systiémmnd speed variation,
resistive and IM load. To show the effectiveness of the psedaechnique for a 3.7 kW
SEIG system, the computation of total harmonic distortiprtdD) is assessed and com-
pared with existing technique.

Generalized impedance controller is being used as voltaddraquency controller
for SEIG systems. In this control scheme, the computatiomstiintaneous peak volt-
age plays a significant role. In the conventional technigli¢he three terminal voltages of
SEIG are required to be sensed for peak computation. Thigotional approach demands
three sensors along with arithmetic functions such as sgaam, and square root. Further,
this work has been extended to make voltage controller graptl cost effective. In this
context, a new technique is proposed to compute voltage wsity one sensor along with
Hilbert Transform (HT) and COordinate Rotation Digital Coater (CORDIC). The pro-

4
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posed technique is implemented on commercially availaM&320F2812 Digital Signal
Processor to carry out experiment for GIC based SEIG system.

The work in this thesis is not confined only to study voltagatoa of SEIG sys-
tem but also extended to identify SEIG faults. In this copteinulation is performed by
taking different types of faults such as three phase shotitj line-to-line fault, single
line opening at load and single phase capacitor openingrforpethe transient analysis of
SEIG system. Using the mathematical model of SEIG and MATL3iBulink, different
types of faults are initiated. For each type of fault, SEI&at voltage signals are sensed
and negative sequence component computed as it retaimgonmation under disturbance
condition. The Empirical Mode Decomposition (EMD) methadtlen applied to each
negative sequence component for obtaining the intrinsiderfanctions (IMFs). First 6
IMFs are selected and then, Hilbert Transform is appliedhesé¢ IMFs. Further, the fea-
tures of each IMF such as energy, standard deviation of th@itaice and phase contour
are obtained. So, eighteen number of features are selemtedc¢h faulty signal. These
features are used to study and classify faults of SEIG systennsing various classifier
methodologies such as MultiLayer Perceptron (MLP) neueavork, Probabilistic Neural
Network (PNN), Support Vector Machine (SVM), and Least Sgquaupport Vector Ma-
chine (LS-SVM). In this study 140 different cases of eacletgpfault are taken where 40
and 100 cases selected randomly for training and testingeskt classifiers methods. To
evaluate these methods, the input size of the matrix is filsti@and given to each classifier.
The overall average accuracy obtained using classifiers INR, SVM and LS-SVM are
92.75 %, 97 %, 98.25 % and 99.25 %, respectively. This is afoobuo select LS-SVM
classifier along with proposed feature extraction methaglpivhich provide the accuracy
of 99.25 %.

1.5 Contribution of the thesis

With reference to brief work done and methods presentedeiptévious section, the main
contributions of this thesis are highlighted here.

B Review of mathematical model of SEIG and its validation tlgio MATLAB/Simulink
simulations and experiments.

W Development of an optimized generalized impedance cdetr(@IC) for voltage control
of SEIG system using particle swarm optimization (PSO).

B Development of simple GIC for voltage control of SEIG systesing Hilbert transform
(HT) and COordinate Rotation Dlgital Computer (CORDIC)itne voltage sensor. This
controller is implemented on commercially available DSBcgssor TMS320F2812 and
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laboratory experiment is carried out for SEIG system.

B A new fault detection and classification scheme for the SBISesn is proposed by
exploiting Hilbert-Huang Transform (HHT) and Least Squéugport Vector Machine (LS-
SVM).

1.6 Organization of the thesis

The rest of the thesis is organized as following chapters.

Chapter 2: This chapter highlights critical reviews on modeling of S&b evaluate dy-
namic performance, different types of voltage and frequarontroller of SEIG, different
types of signal processing techniques to process SEIGSmulals.

Chapter 3: Dynamic modeling and performance analysis of wind driveiG5&y/stem are
the subject matters of this chapter.

Chapter 4: This chapter presents the development of an optimized gkres impedance
controller (GIC) based SEIG system.

Chapter 5: A cost effective controller for GIC based SEIG system usitlgéit Transform
and COordinate Rotation Dlgital Computer (CORDIC) is préed in this chapter.
Chapter 6: The subject matters of this chapter is to propose an efficrezthodology to
detect the faults of SEIG system.

Chapter 7: This chapter concludes the work presented in the thesis diylighting the
limitation and future scope of the work presented in theithes



Chapter 2

Literature survey

2.1 Introduction

In this chapter, the literature survey is covered based dousissues associated with Self
Excited Induction Generator (SEIG) and presented hereffierdnt subsections. Compari-
son of various works on SEIG is also presented to highlightriiportance of the proposed
work in subsequent chapters. Section 2.2 presents thew@figvork done by different
researchers on modeling of SEIG to evaluate its dynamiopednce. The major bottle-
necks of SEIG are poor voltage and frequency regulation vatied prime mover speed
and load. Section 2.3 covers various attempts put by rdsearto develop voltage and fre-
guency controller of SEIG. Understanding the importancBEIG, it is realized that fault
signals of SEIG should be analyzed to identify differentetypf SEIG faults. As the SEIG
fault signals are non-stationary in nature, in this consextion 2.4 describes the review of
different types of signal processing techniques to anahgrestationary signals.

2.2 Modeling of SEIG to evaluate dynamic performance

In this section, literature survey is carried out to disawgtable existing techniques to ana-
lyze the performance of SEIG. Two approaches are availabiterature to analyze SEIG;
one approach uses per-phase equivalent circuit that iesllmbp-impedance method and
node-admittance method, and another approachdisapaxis model.

In literature numerous attempts have been explained tyza&EIG using the per-
phase equivalent circuit. The per-phase equivalent ¢irswobtained from a steady-state
condition. Literatures [19], [20], [21], [22], [23] have @hoyed loop impedance method
to analyse steady state performance of SEIG using per-psealent circuit. In the
loop impedance method, the equivalent impedance of th@lpese equivalent circuit is
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separated into real and imaginary parts. Then, two simedtas nonlinear equations are
obtained to express frequency and magnetizing reactan8EI®&. The equations are then
solved to get values of frequency and magnetizing reactbgogsing Newton-Raphson
technique [22]. Nodal admittance method applied in [243] (& analyze steady-state per-
formance of SEIG to the per-phase equivalent circuit. Innb@al admittance method, the
equivalent admittance of the per-phase equivalent ciisigeparated into real and imag-
inary parts. The real part of the admittance is expressedtigleer order polynomial of
frequency and independent of magnetizing reactance [24.iMmaginary part of the admit-
tance is a nonlinear equation and expressed regardinggineg@nd magnetizing reactance
of SEIG. First frequency is determined from the real parthef ¢quation and then substi-
tuted in the imaginary part of the equation to get magnegizeactance. Obtained values
of frequency and magnetizing reactance using either apprai@ then used to evaluate the
steady-state performance of the SEIG with the help of mazatain curve. By using loop
impedance and nodal admittance methods, it is possiblealo@e the steady-state perfor-
mance of SEIG but the common problem with both approachgsjreedetailed algebraic
derivations for the coefficients of the equations. So, bpiir@eaches can have chances of
human errors and also are time-taking processes. Thusreti®ps methods are not suit-
able, flexible and can applicable only to specific circuit msd

Recently, routines of MATLAB are available to obtain sodutiof a set of nonlinear
equations (for evaluating steady-state performance) baea used by many researchers
[26], [27], [28]. Obtaining solutions of these nonlineauatjons with available MATLAB
routines do not require detailed/explicit algebraic egpren does not necessitate to use
Newton-Raphson method where the partial derivative of thuagons are required. Alolah
and Alkanhal [26] solved the nonlinear equations by usiagsc global optimizers such
as fmin andconstrwhich are numerically based routines available in MATLARddie [27]
usedfsqeroutines available in Optimization Toolbox of MATLAB to s@ nonlinear equa-
tions. But in both approaches, initial guess of unknownalads are required. Kheldoun
usedDIRECTalgorithm [28] to evaluate steady-state performance ofs5Hiis algorithm
requires only the upper and lower values of unknown vargahbikich are easy to calcu-
late [28]. Genetic algorithm based technique is used byi Jisdd. in [29] to evaluate the
steady-state performance of SEIG using the per-phaseagniwircuit. Since per-phase
equivalent circuit approach is obtained from a steadyestandition, hence not helpful to
analyze transient performance of SEIG.

Moreover, to evaluate both steady-state and transiertipeaince of SEIGJ — q axis
model approach which is based on the generalized machiog/thave been used by many
researchers Eldeat al. [30], Granthamet al,, [31], Natarajaret al. [32] Shridharet al.
[33], Wanget al. [34], Seyoumet al. [11], Chatterjeeet al. [35] and Idjdarenest al[36].

8



2.3 Voltage and frequency controller of SEIG

It is reported in these literaturels— q axis model in stationary frame is suitable to evaluate
SEIG performance during speed and load perturbationsalssreported that SEIG volt-
age and frequency vary with speed and load perturbatioris [fiXhis context stationary
frame model will be beneficial as itis easily interfaced watwer electronic controller [32]
which required to develop voltage and frequency contraltet its capability for hardware
implementation in real time described in next subsection.

2.3 \oltage and frequency controller of SEIG

In this section, reviews of work related to voltage and fiesagy regulation of SEIG de-
veloped by many researchers are described and highlighethge is regulated through
reactive power control using shunt and series compensatiba overall classification of
voltage regulating scheme of SEIG is presented in Fig. 4.4rj8 described as follows.

Voltage regulating scheme

|

Shunt compensation Series compensation

l ! ! !

Classical Switching Converter based Classical S‘c’i";‘]:ih;:g Converter based

device
based J based

* Synchronous condenser ||+ Controlled inductor * Voltage source STATCOM « Constant voltage * Variable Reactance
« Switching shunt capacitor | ¢ Current source STATCOM transformer compensator

« Saturable core reactor « Compensated SEIG

* Static VAR compensator| | « Lead lag VAR compensator

Figure 2.1: Different types of voltage regulating schem8BfG

In 1979 Ooi and David [37] suggested use of synchronous cwsa¢o control excita-
tion of SEIG. However, this scheme is very expensive if upagal time and also required
maintenance for synchronous condenser and hence neveiou Sl G.

Development of solid-state switches is attractive to masgarchers. In the recent past
numerous attempts have been done to develop low-cost ealéggilating scheme of SEIG
by controlling VAR [30]. These studies helped to develop rteahnique for voltage and
frequency controller of SEIG. Conventionally, fixed or, aapor/inductor bank have been
used for VAR compensator, power factor correction and geltaegulation.

Brennen and Abbondanti [38] and Malik and Haque [39] usedishyr controlled re-
actor (TCR) to develop voltage controller of SEIG. CommonigR consists of a fixed
capacitor connected in parallel with a thyristor contrllaductor as shown in Fig. 2.2.
Here, zero VAR demand makes zero excitation across SEIGthiistor switch is closed
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so that the inductor cancels the influence of capacitor olGsSEl case of non zero lead-
ing VAR demand, the closing of the switch is delayed by a \dei@ngle (firing angley
with respect to peak of the SEIG so that the current acrosgtodcan be decreased. With
increasing value ofr (0° < a < 90°), the current across inductor further reduces, which
results in increase of VAR for SEIG. For maximum VAR demarwidy fixed capacitors
are selected. This is possible by keeping firing angle ofistyrrat 90 resulting the switch

to open and zero current flows across inductor and maximued Gapacitive current flows
for excitation. However, the problems associated with slcsiseme result losses in the in-
ductor along with discontinuous nature of current drawnhgyihductor. This injects large
amount of harmonic current5 7) into SEIG.

N Load
/

Induction

machine 5 \/

M

Prime mover

|
|
Figure 2.2: Thyristor switched capacitor scheme of VAR cengator

Elder [30] in 1984, attracted by the development of low-&iatic VAR compensator,
developed voltage control scheme of SEIG using TCR and $toyriSwitched Capacitor
(TSC). In TSC scheme, a fixed capacitor bank is sufficient titexhe induction machine
and run as SEIG at no load. However, loading and speed patitointrequires variable lag-
ging VAR that generated by switching in additional stepsagacitance. The capacitance
used for voltage control purpose are binary weighted to mize the number of switches
required to produce a given range of capacitance. In thismseha thyristor is placed in
anti-parallel with a diode that results in maximum turn-amd durn-off times in one cy-
cle. To avoid large inrush currents, the thyristor must tumrwhen the voltage across it is
zero. This scheme is simple and cost effective. The presefiftiekers on output voltage
during load perturbation and the requirement of a large rarmabelectronic switches and
capacitors make these methods less attractive for gerppbtations [40].

In 1987 Maliket al. [41] suggested terminal voltage of SEIG to be regulated lrygus
excitation capacitor. It has been found that capacitankevaquired for a loaded machine

10



2.3 Voltage and frequency controller of SEIG

is significantly more than the no-load value and also it is@#d by load impedance, power
factor and machine speed. The maximum output power of SEf@raés on the terminal
capacitance and the machine speed. Hence, practicallyat sfeasible solution to control
voltage. In 1992 Mishrat al. [42] developed a voltage regulator for SEIG to maintain
voltage irrespective of the nature and amount of load. Thitage regulator contained a
fixed value of capacitor bank and a saturable core reactorappropriate feedback. This
scheme regulates voltage by controlling current in therahta core reactor. The demerits
of this voltage scheme are involvement of large size andieeaeight of inductor.

In 2003, Tarek Ahmeet al. [43] proposed a new algorithm for evaluating the steady
performance analysis of the three phases SEIG driven byiablarspeed prime mover
for stand-alone independent power supply. This schemeimna closed loop (witlPl
controller) static VAR compensator composed of TCR in paralith TSC to regulate ter-
minal voltage as depicted in Fig. 2.3. In this techniquegtiga power control possible but
active power control is not possible. The problems with fitiseme are sluggish response,
high switching transients and injecting current harmombs the bus.

TSC TCR

%&@\ Load
Prime mover J
Induction
machine
Capacitor %
Bank
SEIG
>
| oo l
Gating signals Gating signals
for TSC ? 6 6 for TCR
Control ON/OFF |0t | TCR phase angle
circuit T control circuit
Bridge rectifier Low pass | PI
circuit — filter controller

Vref

Figure 2.3: Voltage control of SEIG based on Static VAR Congagor (SVC)

SEIG voltage control is possible [30] by using naturally coutated converters,.
This scheme uses AC/DC full wave 6-pulse bridge convertén single dc reactor. Nat-
urally commutated converters can provide leading VAR (@wdng lagging VAR) which
is required by SEIG. The VAR demanded by SEIG can be met byiraamisly adjusting

11
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the trigger angle. The only disadvantage of this techniguleat trigger angle lies between
87°-90* and for angles less than 8large DC flows in the converter. This scheme also in-
jects harmonics to SEIG terminals. Though a portion of tmeant is filtered by excitation
capacitor, still distortion occurs in SEIG voltage espigiaith light load [44]. Hence, this
technique is not preferred to control SEIG voltage.

Lead-lag VAR compensators have been proposed by numersearobers to obtain
better VAR controlling capability in both lead and lag reggo Two common types of lead-
lag VAR controllers are available; (i) Current source typad-lag VAR compensator (ii)
\oltage source type lead-lag VAR compensator.

Muljadi and Lipo [45] used a series connected pulse width utetdd voltage source
inverter with battery bank to control SEIG voltage and fregey. Disadvantage of this
scheme is at lower SEIG speed, low-frequency harmonicrtiists appear.

Khan [46] suggested a scheme using inductively loaded mua@ntrolled solid-state
lead-lag VAR compensator in parallel with excitation cafmac For triggered angle be-
tween 90-270°, the compensator produce an equivalent capacitive effEKS. Hence,
self-excitation occurs and improves voltage regulatiodeurwide input and load power
variations. This compensator acts as a lag VAR source dimingSEIG rotor speed and
over load case. It acts as a lag VAR sink during high SEIG repaed and light load case.
Though this scheme reported that could use for both micdréngind wind driven SEIG.
But, there is chances of failure of this scheme for a heawy &idnigh SEIG rotor speed.

Hamid et al. [47] suggested a voltage regulating scheme using curreet¢gnverter
based STATCOM (CTC-STATCOM). In this scheme the conved@ninnected across the
excitation capacitor of SEIG, which provides leading omliag current depending on the
load. Poor current sensitivity is a limitation of this scheem

B Singhet al. [48] suggested a voltage regulating scheme using STATichepmous
CONdenser (STATCON). In this schenmte;- g axes stationary frame is used. This scheme
consists fast power devices IGBTs. STATCON is nothing buirad-phase IGBT based
current controlled voltage source inverter (CC-VSI) anatbattrolytic capacitor at its DC
side. STATCON is connected across the excitation capaaidrprovides leading or lag-
ging current, as SEIG required to maintain voltage withat#oh to load.

Marra and Pomilio, [49] in 1999 suggested a regulated veltagnstant frequency
scheme for SEIG using voltage source pulse width moduldtiatirectional inverter and
chopper. The PWM converter operates in this scheme as a VAReosator with constant
fundamental frequency and regulated voltage. In this sehéwo types of configuration
are described one for DC load control and other for AC loadrobnFig. 2.4 shows the
schematic diagram of the regulated voltage of SEIG using 4@l Icontrol. Here, the
DC controllable load consists a resistam&g and switchS. Hysteresis control is used to

12



2.3 Voltage and frequency controller of SEIG

generate the pulse of swit@ Similarly for AC load voltage control AC load controller
comprises of a three-phase delta connected resistive lbadeveach branch is SCR con-
trolled. In this configurationypc is taken as one input d?l controller to produce SCR

drive reference. In this scheme, SEIG voltage is regulatekeeping modulation index

constant. This technique is simple but uses an extra swhi@hicreases the cost of the
system and also appears harmonic current in the DC capacitor

Hysteresis
Current
Controller deref

4
M@ J@ g} =

Figure 2.4: Schematic diagram of regulated voltage of SEHIGgDC load control

Shridharet al. [33] proposed a voltage regulating scheme of SEIG usingt sthomt.
Fig. 2.5 shows voltage regulating scheme of SEIG using s$tarht. Series capacitors
have zero contribution during no-load condition. As thedlcannects with SEIG system,
the extra reactive power is injected into SEIG by insertiages capacitors. Selection of
suitable value of series capacitance is essential.

a Series capacitors

il
\ b [} Load
!
{

/c

Prime mover
Induction \(>/
machine Z{

Capacitor
Bank

Figure 2.5: Voltage regulation of SEIG using short shunt

Wang and Lee [50] proposed a voltage regulating scheme o6 SiIng both long
shunt and short shunt to feed an induction motor (IM) loade $hort-shunt configuration
of SEIG system is already presented in Fig. 2.5. Series dtapaare connected between
SEIG and IM load in this configuration. Series capacitanakiarpedance of IM load pro-
duce low-frequency oscillation of higher magnitude in IMrants, speed, torque. Low

13



2.3 Voltage and frequency controller of SEIG

frequency oscillation limit the IM speed to around half & ilated and sometimes will re-
sponsible for subsynchronous resonance (SSR). Fig. 2¥@ssimitage regulating scheme
of SEIG using long-shunt. For long shunt configuration, atoswl both shunt and series
capacitor contribute. However, higher values of shunt artes capacitance are needed
for this configuration. Though, these schemes are simplecaatieffective but result in
unstable behavior while feeding IM load. S Singjtal. [51] suggested that using damping
resistors across series capacitors low-frequency oseilleemove from the SEIG-IM sys-
tem. Due to this chances of SSR occurrence also avoided amdriduccessfully. But if
the damping resistor is not selected properly, it result@ltage collapse for over damping
and oscillations does not die out. B Singhal. [52] suggested that by selecting a suitable
value of the series capacitor in the short shunt configuradfdlSEIG system, IM operates
safely. But if the selection is not correct SSR appears irfGS system.

Series capacitors
|
\ b } } Load
fe ||
Prime mover
Induction \(>
machine L

Capacitor
Bank

Figure 2.6: Voltage regulation of SEIG using long-shunt

Wekhandeet al. [53] presented an experimental studies of STATCON based SEI
which is suitable for variable speed, constant voltageatpmr. The transient and steady-
state response of the system are good for only first two oettyeles. Active power control
limited to furnishing only the losses in the generator sysiea limitation of this scheme.

Kuo et al. [54] proposed a voltage regulating scheme of SEIG using 8¢Alyn-
chronous COMpensator (STATCOM). To develop SEIG in thiesed, synchronous rotat-
ing reference frame based dn- g axis model is used. STATCOM is nothing but a three-
phase IGBT based current-controlled voltage source iex¢@C-VSI). CC-VSI consists
six IGBT switches with anti-parallel diodes as shown in FAgl. The controlled lagging
or leading currents injected by CC-VSI. The control stragtefjthis scheme is shown in
Fig. 2.8, same with control strategy presented in [48]. Tustrol scheme is based on
source current control, employs tWl controller to generate reference source currents.
Sensed DC voltag¥;. and reference DC voltag&ces are compared and error passed to
onePI controller. The output of thi®I controller isiZ, 4 iz, Maintains DC link voltage
by charging or discharging of DC link capacitor,. SEIG peakagevy, and corresponding
reference voltagenf are compared and error passed to the se€mmntroller. The out-
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2.3 Voltage and frequency controller of SEIG

put of thisPI controller isigy,, responsible for maintaining SEIG peak voltage. In-phase
reference source current§ (, i, 4 is.q) @re computed by multiplying unit templatesg,(

Up, Uc) With i¥ 4 Unit amplitude templatesi, u,, uc) are computed by dividing instanta-
neous voltages with peak voltage. Quadrature referengesaourrentsif,g igyq iscq) are
computed by multiplying quadrature current templates Wy, We) With igy,q Finally, the
reference source currenig iz, andi$) are computed by adding in-phase reference source
currents and quadrature reference source currents. Térenee source currents are com-
pared with the sensed source curremdg i, andisg). Obtained error current signals are
amplified and compared with the triangular carrier wave tosg@étching functionss,, S,
and&; of VSI for providing gate signals to IGBT. This voltage caritscheme deals with
both linear and non-linear load. This scheme provides &sianse and able to operate at
a high switching frequency. But this scheme involves hugepatation along with two Pl
controller and this scheme is silent about SEIG frequency.

e
%
I A0 A4 WY a b C Vie

SEIG terminals } s K’} se @ s | @ —‘7

STATCOM

Figure 2.7: Representation of STATCOM

Lopeset al. in 2006, [55] proposed a voltage and frequency regulator edaced
rating voltage source inverter (VSI). In this scheme, byrmating a shunt connected VSI
and a controllable dump load across excitation capacitdé&S& able to regulate voltage
and frequency. The VSI provides active power to the load wherpower generated by
SEIG is insufficient. Control strategy developed in thisesolk not only takes care of the
charge/discharge of the battery but also maintains SEk# nadltage. When prime mover
speed increases, imbalance of active power occurs, and B&dGency rises above the
rated value. To Maintain SEIG frequency, available exceBgeapower stored in the battery
bank and VSI absorbs that active power. But when the battenig Is fully charged or when
the power through the VSI exceeds its rated value, dump leaddavailable excess active
power. Similarly, VSI injects active power when the SEIGqgiuency decreases due to
increase of load or reduction of wind speed. Limitation a$ ttheme is the involvement
of dump load.

B Singhet al. [56] proposed an electronic load controller (ELC) for SEte¢gulate
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Figure 2.8: Control strategy of current controlled base&T$JOM to regulate SEIG volt-
age

voltage and frequency as presented in Fig. 2.9. This typegiflator is suitable for low-
power rating (less than 50 kW), uncontrolled hydro powett.uiiere, for maintaining
constant output power of SEIG with variation to consumed)@antrollable dump loads are
connected as described in [49]. Three-phase ELC comprisethoee-phase uncontrolled
rectifier, filtering capacitor, chopper, and dump load. feev power applications, a single
phase ELC is used where a three-phase rectifier replacedple-gphase rectifier. Other
components are same but with different ratings and an IGBUIsed for chopper. The
efficiency of the system is low because of dump load so urditiea

Perumakt al. [16] proposed voltage and frequency regulator of SEIG ugeneralized
impedance controller (GIC) suitable for wind turbine dnv&EIG. Control scheme of GIC
based SEIG system is presented in Fig. 2.10. GIC is nothihg pulse-width modulated
(PWM) bidirectional voltage source inverter (VSI) with anteof battery connected at its
DC bus and reactoX; connected across AC bus. GIC operates as a variable impedanc
across SEIG. In this scheme, SEIG peak voltage and ratedgreatompared, and error
passed to th@I controller. The output oPI controller (modulation index) is multiplied
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Figure 2.9: Schematic diagram of voltage and frequencylatguof SEIG using ELC

with sine wave of unit amplitude and reference frequencg,taen compared with carrier
wave to obtain switching signa, S, &, S, S, & of VSI for providing gate drives to
IGBTs. SEIG voltage is regulated by updating modulatioreindf VSI and phase angle
0 between fundamental component of inverter output voltageSEIG terminal voltage.
Here, SEIG terminal frequency follows GIC frequency thagasat 50 Hz.Correction: The
advantages of this control scheme are simplicity and requent of three voltage sensors
along with one PI controller.
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Figure 2.10: Schematic diagram of voltage and frequenaylaégr of SEIG using general-
ized impedance controller

B Singh and Kasal [57] proposed solid state voltage and &eqy regulator which is
suitable for wind turbine driven SEIG. The schematic diagia the controller is shown
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2.3 Voltage and frequency controller of SEIG

in Fig. 2.11. The controller comprises three-phase IGBTealtage source converter
along with a battery at its DC link. Unit amplitude templafag, up, Uc) are computed by
dividing instantaneous voltages with peak voltage. Quadeacomponentsiwg, Wy, We)
are 90 leading to correspondingi4, Uy, Uc). Two PI controllers are used in this voltage
and frequency control scheme. Peak voltage of the SEIG daed &EIG peak voltage are
compared and error passedRob voltage controller. Output of thiBl controller isigmg
Similarly, SEIG terminal frequency and rated frequency@mpared and error passed to
P1 frequency controller. Output of thRI controller isP.. By dividing difference of filtered
load power and. with SEIG peak amplitude,, ,is computed. Active or, in-phase ref-
erence source currents (,, i3, iscq) @re computed by multiplyingug, Uy, Uc) with i% ¢
Reactive or, quadrature reference source currefifs (;bq, iscq) are computed by multi-
plying quadrature current templatesa( Wy, Wc) with i, Reference source currents are
generated from reactive reference source currents (regperio control voltage) and ac-
tive reference source currents (responsible to contrquigacy). Reference source currents
and sensed source currents are responsible to generatautgss. This control scheme is
disadvantageous owing to its huge computational burdegdaerating reference source
current and use of twB| controllers.
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Figure 2.11: Schematic diagram of voltage and frequencylaggr of SEIG using solid
state regulator

Kasalet al. [58] developed STATCOM based voltage regulator to contilGGpeak
voltage. Here, a dynamic load is connected across SEIG antbtecheme verified exper-
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imentally by using DSP processor.

Palwalia and Singh [59] proposed DSP based fuzzy voltagéragdency regulator for
self-excited induction generator. This scheme used anl ¢éiquaratio control AC chopper
controllable load. The consumer load and SEIG controllercannected in parallel across
SEIG. The SEIG total power is the sum of consumer load powdrdamp load power.
Dump power of this scheme controlled through IGBTs. WRdbad connected to SEIG,
transfers of power from dump load to consumer load occur @ad $een by SEIG behaves
as constant. The limitation of this scheme is the propemtesi dump load and wasted of
power in dump load makes the voltage regulating schemerantte.

Youssef [9] proposed voltage and frequency regulator ofcS&3 shown in Fig. 2.12
using pulse width modulation converter with variable D@klvoltage. In this scheme extra
switch is absent, and SEIG voltage maintains with variaitdoad and speed perturbations
by updating modulation index. In this way, this is differdram [49]. Proper selection
of Ryc is essential, this is one limitation of this scheme. The gmes ofRy¢ is another
disadvantage of this scheme as power wasted unnecessarily.

e ],
R ]
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Hysteresis
Current
Controller
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Figure 2.12: Schematic diagram of voltage controller of&GEsing DC load controller

Genget al. suggested [60] a direct voltage control (DVC) scheme torobnbltage
and frequency of SEIG. This scheme consig®d aontroller, lead-lag corrector and a feed-
forward compensator. To validate this DVC scheme resistidective and non-linear load
used. Lead-lag corrector is used to extend the stabilitygmar\Voltage harmonics are
obtained in this scheme due to the cross-coupling matrixlléwiate these harmonics feed-
forward compensator is used.

Lu et al. [61] proposed a voltage regulating scheme of STATCOM ba&d@ By com-
bining Discrete Wavelet Transform (DWT) and particle swarptimization (PSO) tech-
nique as presented in Fig. 2.13. Here, two different typesdiiction machines (i) copper
rotor induction motor (CRIM) (ii) conventional aluminumtos induction motor (ARIM)
are used as SEIG. Transient appears in SEIG system due tadoaéction, which is de-
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2.3 Voltage and frequency controller of SEIG

tected by using DWT. Load connection across SEIG demandstaaggnt of reactive power
to maintain SEIG voltage that is computed by using PSO. Contyrin STATCOM based
SEIG, reference source currents are generated ffpgandig,, In this schemeigy,qis
computed by dividing SEIG terminal voltage with net reac®total — Xc). PSO VAR
estimator unit provides estimated reactance capacitiggg after load connection and
X is the reactance of excitation capacitance required toloevated SEIG voltage. Au-
thors have presented experimental results employing tididital signal controllers using
dsPIC33F family. The demerits of this control strategy aguirement of six number of
sensors, three for sensing currents to detect load traresierthree to compute SEIG peak
voltage for computing VAR estimation using PSO.

O;\\:@\?
/e | .

Prime-mover . i
Induction machine ‘ Current sensor ‘ ? ?
2 : !

A s Voltage Transient detection unit STATCOM
SEIG Capacitor | sensor
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Figure 2.13: Schematic diagram of voltage controller of GlEking wavelet/PSO based
embedded system integrated with SEIG and STATCOM

Chauharet al. [1] developed a voltage scheme of SEIG using Static Syncusise-
ries Compensator (SSSC) for different types of load suctesistive-inductive R — L),
resistive-capacitiveR — C) and dynamic motor loads. Schematic diagram of SSSC based
SEIG is shown in Fig. 2.14, where SSSC consists CC-VSI, DKChattery and ripple LC
filter. This scheme has only ol controller that is responsible for generating reference
supply current. Peak of the load voltaggis calculated to inject compensating voltage that
is required to maintain voltage. S& andvmes are compared and error sends as input to
PI1 controller. The output of th@l controller is peak of the reference curréqies, which
is responsible for maintaining the load voltage by conimglreactive power. The in-phase
current templatesug, Uy, Uc) are computed from line currentisy igp, isc) and quadrature
current templatesaz, Wy, W) are computed from in-phase current templates. Reference
supply currentsi§,, i3, andig.) are generated by multiplyirige  With (Wa, Wo, We). Finally,
reference supply currents and SEIG currents are two inputggteresis current controller
for generating gate signals. SSSC behaves as an inductor thvbenjected voltage is in
guadrature leads to the line current. SSSC behaves as atoapdten the injected voltage
is in quadrature lags to the line current. This scheme isltalregulate SEIG voltage only
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2.4 Fault analysis of SEIG

and not applicable to regulate SEIG frequency.
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Figure 2.14: Schematic diagram of SSSC based SEIG voltageotier

Deraz and Kader [62] presented a control strategy by comgecturrent controlled
voltage source inverter (CC-VSI) with electronic load cohier across consumer load to
regulate the voltage of SEIG. To generate reference sowncerts, two fuzzy logic Pl
controllers are used.

Hence, from the above review, it is observed that Perwghal. [16] present a simple
control scheme for SEIG. To control voltage SEIG is integgatvith GIC where three
voltage sensors used to control SEIG voltage. Hence, seléttthis thesis and extended
the work further to develop a voltage control scheme usirigrag proportional and integral
gains within stable zones along with one voltage sensor.

2.4 Fault analysis of SEIG

Due to the importance of SEIG, it is felt that performancelysia of SEIG during bal-
anced and unbalanced faults should be studied. Furtherfiaoitedetection in SEIG and
classification of those faults of SEIG are also challengssyés. Very few literatures are
available related to transient performance analysis of>Sitlring faults. Jairet al. [12]
presented transient performance analysis of SEIG durifanbed and unbalanced faults
usingd — g axis in stationary reference frame. Authors reported [ba} toltage collapse
and de-excitation occurs in SEIG, during three phase shm@it; line-to-line fault, sin-
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2.4 Fault analysis of SEIG

gle line opening and single phase capacitor opening. Exeekigh torque and sustained
vibration torque occurs during these cases. Excessivetbrglie and sustained vibration
torque are extremely dangerous for SEIG leading to incteas&ntenance cost and risk
of shatft failure. lyeret al. [13], presented time taken to re-excite the SEIG depends upo
saturation level, excitation capacitance, discharge,ttype of fault and duration of fault.

In [13], authors also reported that the re-excitation tisienbre compared to pre-fault ex-
citation time. If the fault is detected and cleared beforedkcitation decays to zero, time
takes to re-excite the SEIG reduces.

So, itis a challenging issue to select an effective signat@ssing technique that can
provide information from these nonlinear and non-statigrsggnals. In literature number
of signal processing techniques are suggested. DiscretgeFtransform (DFT) is one of
the fast technique to provide frequency information onlydnes not provide any informa-
tion regarding the time occurrence of frequency compong@3ks Hence, this technique
is restricted to as an alternative to stationary signalg.ohhe use of Short-Time Fourier
Transform (STFT) with a constant window for all frequengiessent in the signal (espe-
cially for non-stationary signals) [64] is used as an akléixe to Discrete Fourier Transform
(DFT). It provides constant resolution for all frequendesthe whole signal. By using a
wide window, it is possible to analyze low-frequency comgais (good frequency resolu-
tion) but not able to get good time resolution. To get goocktmesolution, narrow window
is essential. So STFT provides good resolution either ire timfrequency domain depend-
ing on the size of window. The wavelet transform is addressdierature after that to
avoid the constant window problem of STFT. The WT uses sheviedows at high fre-
guency and wider windows for low frequency. Hence, WT is tdgaf monitoring closely
the features of non-stationary signals. Iytral. [13] used Discrete Wavelet Transform
(DWT) for fault detection of SEIG system. However, wavelginsform analysis results
depend on selection of the mother wavelet [65].

Recently Hilbert-Huang Transform (HHT) has grabbed therdibn of researchers
to analyze non-stationary signals [66] using empirical endécomposition (EMD) and
Hilbert transform (HT) [67]. EMD is a self-adaptive signabpessing technique. The ba-
sis of this technique is on the local characteristics tima signal. EMD decomposes the
signal into a collection of oscillating components knowtrimsic mode functions (IMFs)
using a shifting procedure. IMFs work as the basis functiat &re computed by the signal
itself [68]. Hence, HHT is used in this thesis for fault arsdyof SEIG system.

The following chapters present the details of work done amdributions of the the-
sis.

22



Chapter 3

Dynamic modeling and performance
analysis of wind driven SEIG system

3.1 Introduction

Currently to meet the never-ending electrical energy demessearchers are giving more
emphasize on renewable energy sources such as the wing,sso&l hydro and biogas.
Out of the available renewable energy sources, wind poweaean and abundantly avail-
able in vast areas like mountain, on the shore, offshorepteind isolated areas. Due to
lower cost, rugged construction and maintenance-freeatiparinduction generators are
found to be an excellent option for wind power plants [69Hdantion generator requires an
adequate amount of reactive power which must be providestreadly to set up the mag-
netic field needed to convert the available mechanical pawits shaft into electrical power
[70]. Reactive power can be supplied to the induction genetay connecting it to with
grid, and this mode is called a grid-tied mode. Alternatiyély connecting appropriate
value of capacitor bank, reactive power can be supplieddartiuction generator. Such
mode is called an isolated or stand-alone mode, and the ajenés called Self-Excited
Induction Generator (SEIG). Prime mover for the SEIG may beral turbine or, micro-
hydro turbine. In this chapter the prime mover considereslwsnd turbine. Steady state
and transient analysis of such wind turbine driven SEIGesysare beneficial for design
and performance prediction of the SEIG system.

This chapter presents the step-by-step development of Imtmtedifferent units of
the SEIG with the steady-state and transient analysis fdopeance prediction and design
of excitation capacitor. Various types of load can be cotewewith SEIG. In this chapter
resistive R— L and induction motor (IM) load are connected to SEIG.

Section 3.2 describes modeling of the wind turbine. SecBi@presents the ana-
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3.2 Modeling of wind turbine

lytical determination of minimum excitation capacitanegjuired for SEIG followed by
dynamic modeling of SEIG in section 3.4. Excitation modglis given in section 3.5 fol-
lowed by modeling of different types of load in section 3.6duiction motor as a dynamic
load on SEIG is also modeled in the section 3.6.3. Sectiopi&3ents the simulation and
experimental results of the SEIG system. Summary of thetehappresented in section
3.8.

3.2 Modeling of wind turbine

Fig. 3.1 shows schematic diagram of a SEIG system, whererthree pnover is a wind
turbine. Wind turbine driven SEIG system is used in isolaeshs where an extension of
the grid is not feasible.The wind turbine employed in thesasis up to 100 kW rating and
called a small wind turbine. The wind turbine converts theekic energy available in the
wind into mechanical energy. The power available in the wingiven by the time-rate of
kinetic energy of the flowing air mass and expressed as fellow

Pw = 0.50AV, (3.1)

) Load
/

Induction

machine Z{ }ﬁ

Capacitor
Bank

Prime-mover

Figure 3.1: Schematic diagram of a SEIG system

The wind turbine does not capture the total power availabliné wind. The amount of
power captured by the wind turbine is given as follows.

R = 0.5C,pAV;, (3.2)

wherep, is the density of air (generally 1.21 kgfin A is the exposed area by the wind
turbine in nf. v, is the wind speed in m/s(Cp = P%) is the power coefficient of the
wind turbine. Theoretical maximum value Gf is (0.59) [71] given by Betz limit but in

commercial turbines (maximum value approximately 0.48).is expressed as a function
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3.2 Modeling of wind turbine

of the tip speed ratioX) and blade pitch anglg3(, given by equation (3.3) [72].

116 —21
Cp(A,B) = 0.5176(—_ —04pB - 5) e’ +0.0006& (3.3)
|
where 1 1 0.035
—= - A4
Ai A+0083 B3+1 (3.4)
Tip speed ratio is expressed as
P (3.5)
Vo

where,r is the radius of the swept area of the wind turbine inwq.is the turbine angular
speed in rad/s. For the wind turbine of 4.2 kW with pitch angle- 0° theCp, versusA has
the shape shown in Fig. 3.2. For a fixed pitch wind turbine Gp&ersusA curve is same
for different wind speed and has same maximum véligax for the optimum value\g
for each wind speed as depicted in the Fig. 3.2.

0.5
0.4rf
0.3r
IS9
0.2r

©

0.1f

O 1 1 1 1 1 1
0 2 4 6 8 10 12 14

Figure 3.2: Power coefficieriCp) vs tip speed rati¢A )

Mechanical power versus turbine speed plot for this typexafdfiturbine is shown in
Fig. 3.3. The maximum power extracted by the turbine anduh#ne speed at which the
maximum power occurs increase with the increase in the woedd. To generate electrical
power from wind, wind turbine is connected to a generatomm&sationed, for isolated areas
SEIG is the suitable option for generating electrical poft@m wind. But SEIG needs an
appropriate value of capacitance for excitation. Minimuapacitance value required for
SEIG at no load is derived in the next section.
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3.3 Determination of minimum excitation capacitance vdargahe SEIG
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Figure 3.3: Mechanical power vs turbine speed at differenthspeeds

3.3 Determination of minimum excitation capacitance value
for the SEIG

For determining minimum capacitance value, the per-phasieaent circuit of three-phase
SEIG withR— L load and an excitation capacitor is shown in Fig. 3.4. Al\tegables and
parameter values of Fig. 3.4, are expressed in per unit {prujonvenience of analysis.
Fig. 3.5 is the simplified representation of the circuit aj 3.4 and the total impedance of
the circuit is represented (%.

where,

2y =Zs+ (Z[|Ze) + (Zml|Z2).

Zo="2+ Xis, ZL = B + XL Ze = 5°, Zn = XmandZy = B + X

\é is the ratio of air gap voltage to frequency, which dependfiemagnetic flux and hence
magnetizing reactance.

Y is the ratio of terminal voltage to frequency.

F,v are p.u frequency and p.u speed of SEIG, respectively.

C, Xc are per phase value of excitation capacitance and its pctareze ( at base frequency).
Rs, Ry, R_ are p.u stator resistance, rotor resistance and loadaesestrespectively.

Xis, Xir, X_ are p.u stator leakage reactance, rotor leakage reactadcead reactance,
respectively.

Xm IS p.u saturated magnetizing reactance.

By applying loop analysis to the circuit in Fig. 3.5 at steadiyte, the expression
obtained is

1sZ; =0 (3.6)
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3.3 Determination of minimum excitation capacitance vdargahe SEIG

Figure 3.4: Per phase equivalent circuit of the self-exidibeluction generator

Zy

[T

1,

47,
412,

3 Z.7,
F

l Z+7

Figure 3.5: Simplified representation of the circuit of Fig3.4

+— T —>

wherels is the steady state stator current. The self-excitationgs® of SEIG requires that
the current in the loofdg in equation (3.6) is not zero. So at, steady state

Z=0 (3.7)
ZL Zc Z Zr Zm

=0 3.8
Z+2 2 Z + Zn (38)
VAWA LiZm
=—(Z 3.9
21z Stz iz (3.9)
Zc ZiZm
= —(Zs+ 3.10
1+ (%) R (810
At no loadZ, = . Hence,
Zo = —(zo+ 220 (3.11)
T Z+ 2y '
Zc(Zr +Zm) +Zs(Zr +Zm) +ZrZm =0 (3.12)

Substituting the impedances by circuit parameters in égu#8.12) and rearranging the
terms, provides following expression.
—JXe
E2

R . . R . Ry .
(ﬁ + (X +Xm)) + ] Xm (ﬁ + Xy + =3 + JX|S>

. Ry .
+ <FF\EV +Jxlr> (ES‘FJXIs) =0
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3.3 Determination of minimum excitation capacitance vdargahe SEIG

—iX . R
%+§(>ﬁr+m+%m(%+g) XX
— - (3.14)
Rs . Rs
+—FR:rVE—XIrX|s+J <%Xls+ Fxlr) =0

Cnmin is determined by equating the imaginary part of the (3.14ei@, and computed as
follows.

—XcRe
F2(F—v)

R R R Rs
+Xm<ﬁ+E) + (mxls‘f‘Fxlr) =0 (3.15)

By considering Xjs = X;), equation (3.15) is simplified as follows.

—Xc(ilzz(Rr )+m(i+%)+< i +R—S)X|s=0 (3.16)

Fv) F v F F v F
—Xe (%) + (Xm+Xis) (%+%) =0 (3.17)
o= Ot ) (g + 2 ) EEZY) 319)

Malik and Mazi [41] computed the rati@ with minimum capacitance value for induction
machine at no load taking different speeds. It is reported time ratio% ~1. So, itis
concluded that during no-load conditions of SEIG, the maelsiip is almost zero and the
pu frequency of the generated voltage is almost equal tth®tor speed [41]. Based on
this, here takerf; ~ v andF — v = 0. These values are substituted in equation (3.19) and
Xemax O, Cmin €can be obtained as follows.

Xemax= (Xis + Xm) V2 (3.20)

Crin= ;
wW(Xjs + Xm) v2

From the above equation, itis concluded that minimum ekloitacapacitanc€min required
for SEIG during no load condition varies inversely as suneakbhge reactance and magne-
tizing reactance and also the rotor speed of the SEIG. Tdatalithe developed expression,
the calculated capacitance value is used in simulation apdrignent on the SEIG. Next
section describes the mathematical representation ofEh® 8sing thed — g axis station-
ary reference frame.

(3.21)
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3.4 Modeling of SEIG

3.4 Modeling of SEIG

As described in section 2.2, SEIG performance can be ardilyzieg per-phase equivalent
circuit approach and — q axis model based on the generalized machine theory. Peepha
equivalent circuit approach involves the loop impedancéogtand the nodal admittance
method. Steady-state performance of SEIG can be evaluated per-phase equivalent
circuit approach, but it has limitations to analyze the $iant phenomenon [34]. To analyze
the dynamic performance of SEIG under different types aflilog condition, in this section
thed — g axis stationary frame model of induction machine [73] isspreed. Usingl — q
components of the stator and rotor curreigisisq, irg andirg as state variables, electrical
dynamics of the SEIG is represented by state-space modeVvexs ig equations (3.22)-
(3.25) [35].

disg 1 ) . . .
dst = (LeLr — L%) [ Lgnlsq— Lrsisd+ @ Lmbrirg+Lmfrirg + Ly Vsd] (3.22)
disq 1 . ) . .
dt (Lol —L2) [—Lsfsisq— @ Linisd+ Lmfrirg — @ Lmbrirg + LrVsql (3.23)
dirg 1 . ) . ‘
at = (L L L2> [O)r Lmlesq+ IsLmlsd— C‘-)rLerqu —IyLslyg + I—mVsd] (3.24)
sr — Ekm
dirq 1 _ _ _ _
dt (Lo 12y "ebmisat Grbmbsisa—Lsfrirg + @rbsbrig —Lnvsg  (3.25)
sr — Ekm
where,
LS: L|3+Lm (326)
Ly =Ly +Lm (3.27)

In equations (3.22)-(3.25), subscriptandi are for instantaneous voltage and current. Sub-
scriptsd andq are for the direct and quadrature axes. Subscgpisdr are for the stator
and rotor variables. Subscripts for leakage component. Subscriptis for magnetizing
component. Subscriftis for inductance. Subscriptis for resistance. Subscripg is for
electrical rotor speed of SEIG. Magnetizing currgpis determined fronisg, isq, irg @andirg
using the expression (3.28) [35].

im =4/ (isa-+ira)+ (isq+irq)? (3.28)

As the magnetization characteristic of SEIG is nonlineagnetizing inductande,, varies
with magnetizing currenit,. From synchronous speed test, relation between magrggtizin
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inductancd., and magnetizing curremy, are obtained and expressed as

The electromagnetic torgue of SEIG is given by equation (3.30) [35].

T.= (g) (g) Lliscirg — iscir) (3.30)

The torque balance equation of the SEIG is

2\ dwx
L il 31
Tdnve—Te J (P) dt (3 3 )

where, Tyrive IS the mechanical input torque of SEIGis the moment of inertia of rotor.
P is the number of poles of SEIG, respectively. The torquerzaayives speed dynamic

equation
day P
F — E(Tdrive_-re) (3.32)

Capacitor being one major part of SEIG, the excitation modefor SEIG system is de-
scribed in the next section.

3.5 Excitation modeling

The excitation system dynamics are described uding components of stator voltages§
andvsg) as state variables, as given in equations (3.33)-(3.34).

dVsq  led
dt ~ Cug (3.33)
dVSq . |eq
T aq (3.34)

Three-phase SEIG voltages and currents are transformecefrob — ¢ to d — g stationary
reference frame and vice-versa [73], using equations &u3& (3.36).

Va 0 1
V.
w| = |- -1 sd (3.35)
v v 1] Vs
c 2 2
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3.6 Load modeling

Va
V. o -+ L
| = V3 V3|l (3.36)
Vsq 1 O 0

Ve

The value of minimum capacitor required for voltage buildoSEIG as determined from
(3.21) is substituted in the equations (3.33) and (3.34)e dh g modeling of different
types of load are described in the next section.

3.6 Load modeling

Different types of load such @& R— L and induction motor (IM) load are normally con-
nected to the wind turbine driven SEIG system. To get theogperdnce of complete system,
modeling of only wind turbine and SEIG are not sufficient. Auehally, modeling of loads
is also essential. These are presented in the subsequsrttahs.

3.6.1 For resistive load

Thed andqg axes current equations for the balanéddad connected to SEIG are given as

Vsd
— 3.37
id R (3.37)
Vs
ilg = Rl_z (3.38)

whereRy andR 4 ared andg components of load resistances

3.6.2 ForR—L load

The d andq axes current equations for the balanded L load connected to SEIG are
expressed as

dig  Vsd . Rud
dt  Lg  “Lg (3:39)
dig _ Vsqg . Rqg (3.40)

whereLq andL,q ared andg components of load inductances.

3.6.3 Modeling of induction motor as dynamic load

Three phase induction motor (IM) is often used as a dynanad lon SEIG. Thel — g
model of symmetrical three phase squirrel cage IM in theenirstate-space form [74], is
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3.6 Load modeling

given by
%[imM] = [Loom]~([Vinm] — [Fat][imv] — @immd Grma][imwt]) (3.41)
where,

[Vmm] = [Vsdm Vsgm Vrdm qum]T

[imM] = [isdm isqm irdm irqm]T
[rmM] = diag[Rsm Rsm Rm er]
Lism+Lom O Lo 0o
0 Lism~+ Lmm 0 Lnm
o] = L 0o L
mm irm + Lmm 0
0 Linm 0 Lirm + Lmm
(0 0 0 0o |
[ 0o 0 0 0
™ Lnm O Lirm + Lmm 0
0 Lm0 —Lim+Lmm|
where,

isamandisgm ared andg components of stator currents of IM load, respectively.
irgm @ndirgm, ared andg components of rotor currents of IM load, respectively.
Vsdm Vsqm ared andg components stator voltages of IM load, respectively.

Viam @andvigm ared andq components rotor voltages of IM load, respectively.
wmmiS mechanical rotor speed of IM load.

Rsm s stator resistance of IM load.

Rrm Is rotor resistance of IM load.

Lism is stator leakage inductance of IM load.

Lirm is rotor leakage inductance of IM load.

LmmIs unsaturated mutual inductance of IM load.

The developed electromagnetic torque and torque balanestiegs of the IM load, are
given as [74]

3R o .
Tem= (Tm) (me)(|sqn1rdm—|sdrﬂrqm> (3.42)
d
Tem= TLm+Jm%n (3.43)
dwmm 1
di ﬁ(Tem—TLm) (3.44)

32



3.7 Results and Discussion

where, T is load torque applied to IM loady, is moment of inertia of IM load¢y, is
electrical rotor speed of IM load arR, is number of poles of IM load.

3.7 Results and Discussion

To develop the wind turbine driven SEIG system, a 4.2 kW wintdine and a 3.7 kW in-
duction machine are taken and simulated in MATLAB/Simularwvironment. Parameters
of the wind turbine model are given in Table 3.1 and availab[@5].

Table 3.1: The parameters of the wind turbine model

Rated power capacity 4.2 kW

Blade diameter 49m
Swept area 19 n?
Number of blades 3

Parameters of the induction machine used as SEIG are mdasyi@nducting different
tests (d.c resistance test, blocked rotor test and synohsospeed test) in the laboratory.
The parameters of the 3.7 kW, 415V, 7.5 A, 50 Hz, 1500 r.p.nGS@btained from exper-
iments are given in Table 3.2.

Table 3.2: Parameters of induction machine used as SEIG

Rs R Xs | Ar X J
7.34 | 5.6/ | 6.7Q | 6.7Q | 157Q | 0.16 kg/nt

The magnetization characteristic of the SEIG is nonlindaom the synchronous speed
test, the relation between magnetizing inductabgeand magnetizing current, is ob-
tained and represented in the form of a polynomial [76]. Afiegree polynomial is taken
in this thesis and given as:

Lm = asis,+ a4ifm + agis, + azi2,+ agim -+ ao (3.45)

whereas, ag, ....... andag are constants obtained through curve fitting with experitiadgn
corresponding characteristics given in Fig. 3.6. The valudhese constants are given in
Table 3.3.
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Magnetizing inductance (H)
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Magnetizing Current (A)

Figure 3.6: Graph of the identified (black) and approximé#ted) magnetizing inductances
vrs magnetising current

Table 3.3: The constants of the magnetization charadterist SEIG

as ay as a a1 Qo
-0.0038| 0.0576| -0.304 | 0.713| -0.853| 1.043

3.7.1 SEIG voltage build-up process at no-load

Simulation of wind driven SEIG system is carried out in MATBASimulink environment.
To simulate the wind turbine driven SEIG system, 4.2 kW wimdbine (taking data given
in Table 3.1) is connected with the 3.7 kW SEIG (taking dat@gin Table 3.2) through a
gear box. The speed ratidy : N, of gear box for this work is taken (1:3). Minimum value
of capacitance for the SEIG system at no load is calculatedtise developed expression
(3.21). Cin is 19 uF but capacitance value selected is more thanGhis value. Capaci-
tance value selected for the SEIG system in this work is RE.5-or wind speed of 9.8 m/s
SEIG r.m.s voltage developed is 415 V corresponding to pedtlage of 586.8 V. Stator
peak line currentis 6.9 A. Simulation results of wind tuddriven SEIG system at no load
are shown in Fig. 3.7. SEIG line voltage and peak SEIG linéaga during no-load are
presented in Fig. 3.7 (a) and (b), respectively. It is obsgthat SEIG voltage increases
from zero voltage and settles to rated peak voltage 586.8t%0a55 s. Fig. 3.7 (c) shows
SEIG stator current increases from zero Ato 6.9 A. SEIG feeqy at no-load is presented
in Fig. 3.7 (d). Itis observed that SEIG frequency reachésdtbiz at t= 0.55 s, as soon as
SEIG voltage achieves steady-state rated value.

Fig. 3.8 shows the experimental set up of SEIG system. Cegbtexperimental
waveforms of SEIG during no load condition at 1500 r.p.m apicted in Fig. 3.9. The
Fig. 3.9 has two windows. In the top window the top figure représ SEIG stator line
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Figure 3.7: Simulation results of wind driven SEIG systematoad: (a) Line voltage of
SEIG (b) Peak of the line voltage of SEIG (c) Stator line cotref SEIG (d) Capacitor
current (e) Frequency of SEIG

voltage and the bottom figure represents SEIG stator lineeotr The bottom window of
Fig. 3.9 represents the zoomed version of top window. Thiedoastator line voltage is
400 V/div and stator current 10 A/div. It is observed from twtom window of Fig. 3.9

that peak of the SEIG line voltage between phase ‘a’ and ‘bodbad is 590 V and stator
peak line current of phase ‘a’ 6.5 A. Captured experimemglits of no-load SEIG stator
voltage and stator current are close to the simulationtesfino-load SEIG stator voltage
and stator current.
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Induction machine as 3EIG/

Figure 3.8: Experimental set up of SEIG system

Zoom

) Ch2 10 A/div
SEIG stator current :

Figure 3.9: Experimental waveforms of SEIG stator voltage eurrent build-up process
of SEIG system at no load

3.7.2 Performance of SEIG during different loading conditon

Successful voltage build-up process of SEIG can only altoeonnect a load to it. The load
is connected with SEIG, after the successful developmeatedl voltage. The performance
of wind driven SEIG system under the different types of load @ind speed perturbations
are described in the subsequent subsections.
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3.7 Results and Discussion

(a) Performance of wind turbine driven SEIG system during resistive loading condi-
tion

To observe the performance of SEIG during loading conditeostar connected resistive
load of 100Q/phase is connected with SEIG at t=1 s for the simulation.iddes load
draws active power from the SEIG, which causes voltage doppsa stator impedance.
As a consequence SEIG terminal voltage reduces causingdhetion of reactive power.
Finally terminal voltage settles at a value below the ratellage. Fig. 3.10 depicts the
simulation results of SEIG system with a 1Q@phase load. Fig. 3.10 (a), shows that at t=1
s, the peak SEIG line voltage decreases from rated peak o8 38t 469 V. Fig. 3.10 (b)
shows SEIG stator line current decreases from 6.8 A to 5.80adLcurrent is shown by
Fig. 3.10 (c) which increases from 0 to 2.9 A at t=1 s and settte?.7 A. SEIG frequency
decreases from 50 Hz to 46.69 Hz as presented in Fig. 3.10{d).3.10 (e) shows that
active power drawn at no-load condition is zero W and at t=dftey connecting the load,
active power of SEIG changes and settles at -1100 W. The sigmeation being active
power associated with the generator is negative. Fig. 3) Eh¢ws that the reactive power
demanded by SEIG at no load is -3490 VAR. The sign conventaamgoreactive power as-
sociated with SEIG is negative. After resistive loadingg doidecrease in terminal voltage
reactive power changed from -3490 VAR and settles at -208R.VA
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Figure 3.10: Simulation results of SEIG with resistive lwayd (a) SEIG stator line voltage
(b) SEIG stator line current (c) Load current (d) SEIG frague(e) SEIG active power (f)
Reactive power demanded by SEIG

By taking the same resistive load, the experiment is cormadliaCorresponding results are
shown in Fig. 3.11. Fig. 3.11 has two windows, bottom windewhie zoomed version of
top window. Each window contains waveforms of SEIG line agi between phase ‘a’
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Figure 3.11: Captured experimental waveforms of SEIG staite voltage and load current
during loading condition

and ‘b’, and line current of phase ‘a’ of star connected lo&dale for stator line voltage
is 400 V/div and load current 5 A/div. It is observed from thg.R3.11 that SEIG peak
voltage decreases from rated voltage 586.8 V to 464 V duead t@nnection and load
current increases from 0 A to 2.5 A. Experimental SEIG vadtagd load current obtained
are close to the simulation results. Close agreement bataieeilation and experimental
results depicts the validation of the transient model.

(b) Performance of wind turbine driven SEIG system during R— L loading condition

The performance of SEIG duririg— L load switching is studied by connectindra- L load

of 0.9 power factorZ = 100+ j48.42 Q/phase to SEIG at t=1 s. In this type of loading,
SEIG provides only active power to the load, and excitatiapacitor provides reactive
power to the load. Fig. 3.12 (a) shows that active power fré&tGSchanges from zero W
at no-load to -270 W at steady-state after loading. Fig. 82)2hows that reactive power
demanded by SEIG changes from -3490 VAR before loading t8 \BAR after loading
due to decrease in terminal voltage. Reduced reactive pioviee machine causes further
reduction in SEIG terminal voltage. During this loading ddion SEIG stator voltage is
reduced from rated peak voltage 586.8 V to 257.2 V as seergin3FL2 (c). SEIG stator
peak line current reduces from 6.9 A before loading to 2.5%térdoading, as seen from
Fig. 3.12 (d). Peak load current increases from 0 to 1.31 érddtading as evident from
Fig. 3.12 (e). SEIG frequency reduces from 50 Hz before logath 47.52 Hz after loading,
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Figure 3.12: Simulation results of SEIG wilh— L load switching: (a) SEIG active power
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Load current (f) SEIG frequency

as observed from Fig. 3.12 (f). If SEIG is overloaded, theaitakon fails and voltage
collapses, as described in the next subsection.

(c) Performance of wind turbine driven SEIG system during insertion of overload

The SIEG is operated initially on no-load to develop ratelfage of 415 V r.m.s or, 586.8
V peak. A three phase balanced star conne&edL load at 0.9 power factor given by
Z =50+24.21Q/phase is inserted at SEIG terminals. Fig. 3.13 (a) shovisitiiae power
from SEIG changes from no-load value of zero to peak trahsigne of about -1460 W
but finally changes to steady-state value of zero. Fig. ) 3ljows that reactive power
demanded by SEIG has a no-load value of -3490 VAR before mgadhich settles at zero
after loading. The amount of active and reactive power deleadrby the load are more
which leads to the SEIG voltage collapse as presented irBEL§. (c). It is observed that
the peak voltage of SEIG decreases from no-load value 085860 zero after loading.
Load current increases from zero (no-load value) to pealievaf 5 A during transient
period after loading, which finally collapses to zero as showFig. 3.13 (d) due to voltage
collapse. Fig. 3.14 shows the experimental results dunmgload of SEIG. In Fig. 3.14,
top window depicts the waveforms of SEIG line voltage andlloarrent, while bottom
window shows the zoomed version of top window. Scale takesttior line voltage is 400
V/div and load current 5 A/div. It is observed from Fig. 3.1t due to the connection of
over load, SEIG voltage collapses to zero. This voltageapsk occurred because of high
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starting load current of approximately 7.5 A. The perforegnf SEIG feeding induction
motor (IM) load is described in the next subsection.
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Figure 3.14: Experimental waveforms of overloaded SEI® lioltage and load current

(d) Performance of wind driven SEIG system feeding inductio motor load

An induction motor (IM) is connected with the wind turbineweém SEIG to observe the
performance of SEIG. The specifications of the IM taken asd kre: 1.5 kW, 415V, 3.2
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A, 50 Hz, 1500 r.p.m, delta connected. Its parameters asngivTable 3.4.

Table 3.4: The parameters of the induction machine usedds lo

Rsm er XlSITI Xlrm Xmm Jm
0.0832 p.u| 0.0853 p.u| 0.1101 p.u| 0.1101 p.u| 1.83 p.u| 0.0205 p.u kg/rh

Fig. 3.15 (a) shows that active power of SEIG changes frorftoad-value of zero to peak
transient value of -828 W after loading but finally settleseab. Fig. 3.15 (b) shows that the
reactive power demanded by SEIG changes from no-load vahB#80 VAR to zero after
loading. SEIG stator line voltage has a no-load peak valug86f8 V which collapses to
zero, after loading as seen from Fig. 3.15 (c). The IM statiorent increases from zero to
peak value of 4.5 A during the transient period after loading collapses to zero at steady-
state as shown in Fig. 3.15 (d). All of the above occur becafisiee voltage collapse of
SEIG.
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Figure 3.15: Simulation results of wind turbine driven SE&@ IM load system:(a) SEIG
active power (b) Reactive power demanded by SEIG (c) Statewbltage (d) Load current

Fig. 3.16 shows the experimental set up of SEIG fed IM loatkesysFig. 3.17 shows
the experimental waveforms of the SEIG fed IM system. SER@ Woltage collapse is
shown by Fig. 3.17 (top) and IM stator line current transissthown by Fig. 3.17 (bottom).
Fig. 3.17 (bottom) shows that initially high starting peakrent of 8.5 A is drawn by IM
load. Due to this starting transient of IM load SEIG voltagdapse occurred, and IM is
not able to run smoothly.
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Figure 3.16: Experimental set up of SEIG fed IM load

"~ voltage

. Stator current ¥
of IM load

Figure 3.17: Experimental waveforms of SEIG fed IM load: GHhe voltage (top), stator
current of IM load (bottom)

(e) Performance of wind driven SEIG system with wind perturbations

As already described, for wind speed of 9.8 m/s with an eticitacapacitance of 21.5
UF, SEIG develops rated peak line voltage of 586.8 V. Wherstigsiload of 10@2/phase
is connected to SEIG, its terminal voltage decreases to 48® $tudy the performance
of wind turbine driven SEIG system with wind perturbatioons the same load, the speed
of the wind is increased from 9.8 m/s to 10 m/s at t=2.5 s, thesrehsed to 9.2 m/s at
t=3.5 s and at t=4.5 s increased to 11 m/s. The above-medtmoéle of the wind speed,
considered for the simulation, is shown in Fig. 3.18 (a). iAtesns of SEIG rotor speed
with respect to wind speed variations, is shown in Fig. 348 (Load of 100Q/phase
is connected at t=1 s. Corresponding to this loading, SEKGr repeed decreased from
157 rad/s to 156.1 rad/s, as observed in Fig. 3.18 (b). It s&nded that SEIG speed and
hence stator voltage increased for increasing wind speddlacreased with decreasing
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wind speed. Att= 2.5 s, when wind speed increased from 9.8l m/s, rotor speed
increased from 156.1 rad/s to 159.2 rad/s. At t=3.5 s, whewl\speed decreased to 9.2
m/s, corresponding to that rotor speed decreased to 143. r@&t/t=4.5 s, when speed
increased to 11 m/s, corresponding to that rotor speedaseteto 175 rad/s. At t=1 s,
due to loading SEIG peak voltage reduces from 586.8 V to 469 dbserved in Fig. 3.18
(c). Att=2.5s, due to increase in rotor speed, peak voltageeases to 506 V. Att=3.5 s,
due to decrease in wind and rotor speed, peak voltage rettu84.4 V. At t=4.5 s, peak
SEIG voltage increases to 606 V. Fig. 3.18 (d) shows the egtower of SEIG. Active
power changed from no load value zero to -1100 W after loadirig 1 s. When the wind
speed increased to 10 m/s at t=2.5 s, corresponding to ttia¢ @ower changed to -1281
W indicating an increase in magnitude of active power outptit=3.5 s, when wind speed
decreased to 9.2 m/s, corresponding to that SEIG activerwaaged to -430 W indicating
a decrease in magnitude of power output. At t=4.5 s, when sjireed increased to 11 m/s,
corresponding to that active power changed to -1840 W, atiig an increase in magnitude
of power output. Fig. 3.18 (e) shows the reactive power delediby SEIG. Att=1s, SEIG
voltage reduces due to loading. So, reactive power chamged-8490 VAR to -2084 VAR,
indicating a decrease in magnitude. At t=2.5 s, when winédpecreased to 10 m/s and
stator voltage increased, reactive power changed to -24R} Whdicating an increase in
magnitude. At t=3.5 s, when wind speed decreased to 9.2 edstive power changed to
-759.4 VAR indicating a drop in magnitude. At t=4.5 s, whemaespeed increased to 11
m/s, SEIG voltage increased and corresponding to thativegmbwer changed to -3899
VAR, indicating an increase in magnitude. The reason bethiase variations being active
power increased with increasing wind speed and decreasdédoeasing wind speed. The
amount of active power output of SEIG, rotor speed, stattinge and magnitude of VAR
increased or decreased corresponding to that. Fig. 3.58d¢fys the load current of SEIG
under wind speed perturbations. Peak value of load cumen¢ases from0Oto 3 Aatt=1s
and reaches to a steady-state peak value of 2.7 A. At t=2.kd,3speed increased and due
to that SEIG voltage increased. So peak value of load cuaisntincreased to 2.9 A. At
t=3.5 s, due to decrease in wind speed, SEIG peak voltageatss. So peak value of load
current decreases from 2.9 A and settles at a steady-statespkie of 1.68 A. Att=4.5 s,
load current increases with wind speed and SEIG voltagdesaio the steady-state peak
value of 3.5 A. Frequency of SEIG is shown by Fig. 3.18 (g). Bueonnection of load at
t=1 s, SEIG frequency decreases from 50 Hz to 46.69 Hz. Abts®vind speed increases,
so SEIG frequency increases from 46.69 Hz to 47 Hz. At t=3.1nsl\speed decreases, so
SEIG frequency decreases from 47 Hz to 45 Hz. Increase ofsgadd at t=4.5 s, increases
SEIG frequency from 45 Hz to 53 Hz.
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Figure 3.18: Simulation results of wind turbine driven SEtem with wind speed per-
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(f) Performance of wind driven SEIG system with variation of excitation capacitance

To observe the performance of wind turbine driven SEIG systath variation of excita-
tion capacitance, a variable capacitor is connected a&BES. For the fixed prime mover
speed, peak SEIG terminal voltage of 586.8 V is developeddoynecting the capacitor
bank with 21.5uF capacitance value per phase. As already discussed, loagéc@n of
100 Q/phase with SEIG, decreased the SEIG peak voltage to 469i8/ultderstood, by
adjusting the excitation capacitance, SEIG voltage canobgpensated. At t=2.5 s exci-
tation capacitance value is increased byF/ phase. Fig. 3.19 (a) shows the waveform
of SEIG stator voltage, whose peak value increased from 46® 564 V due to capaci-
tance increase at t=2.5 s. Peak stator voltage profile isshowig. 3.19 (b). Fig. 3.19
(c) shows the active power from the SEIG which increased fnontoad value of zero to
-1100 W due to load connection at t=1 s. Due to increase inoit@mge at t= 2.5 s and
subsequent increase in voltage, active power changed 22 \d5indicating an increase in
magnitude. Fig. 3.19 (d) shows the reactive power demangd&EbG changed from -2084
VAR to -3790 VAR indicating an increase in magnitude, duedtiage increase. Fig. 3.19
(e) shows the SEIG stator line current. Due to load connedcta=1 s, SEIG stator line
current peak value reduced from 6.9 A to 5.8 A. Due to incréasapacitance at t=2.5 s,
SEIG stator line current peak value increased from 5.8 A%028.Fig. 3.19 (f) shows the
SEIG load current after loading at t=1 s, SEIG load currerikpealue increases from 0
to 2.9 A at steady-state. Due to increase in capacitanced s; SEIG load current peak
value increases from 2.9 A to 3.18 A. Fig. 3.19 (g) shows thEsSator frequency. SEIG
stator frequency is reduced from 50 Hz to 46.3 Hz. Due to em®en capacitance at t=2.5
s, SEIG stator frequency remains unchanged.

Fig. 3.20 shows the experimental waveforms of SEIG stamer Violtage and load cur-
rent with the increase of excitation capacitance value. Woplow of Fig. 3.20 presents
SEIG stator line voltage and load current. Zoomed versidopfvindow is shown in bot-
tom window. It is observed from the Fig. 3.20 that due to loadrection SEIG voltage
reduces from rated peak voltage of 590 V voltage to 464 V aad lkurrent peak value
changes from 0 A to 2.5 A. Due to increase in capacitancedf SEIG voltage changes
from 464 V to 560 V and load current increases from 2.5 A to 3 Be Tapacitance excita-
tion is increased by taking the value available in the latooya

These peak voltages and peak currents obtained from theimegoe are in very close
agreement with corresponding values obtained from sinomaas evident from Table 3.5.
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Figure 3.20: Experimental waveforms of SEIG stator voltége) and load current (bot-
tom) with increase of excitation capacitance value

Table 3.5: Comparison of simulation and experimental tesul

Simulation value Experimental value
Case Vab (V) lIsa (A) lioad (A) Vab (V) lsa (A) lioad (A)
Initial | Final | Initial | Final | Initial | Final | Initial | Final | Initial | Final | Initial | Final

No load 0 586.8| 0 6.9 |0 0 0 590 |0 65 |0 0
with 100 586.8| 469 | 6.9 58 |0 29 590 |464 |6.5 56 |0 25
Over load 586.8| 0 6.9 0 0 0 500 |0 6.5 0 0 0
IM load 586.8| 0 6.9 0 0 0 500 |0 6.5 0 0 0
Increase of C 469 | 564 |5.8 85 |29 3.18 | 464 | 560 |5.6 8 25 3

3.8 Summary of the Chapter

An analytical expression for the minimum value of capa@&arequired to develop SEIG
rated voltage and frequency is derived. Mathematical mofielind turbine driven SEIG
system is reviewed. Simulation of developed wind driven@Eiodel is carried out in
MATLAB/Simulink environment. The performance of wind time driven SEIG system
taking different types of load such as resistive Io&d; L load, induction motor (IM) load
is discussed. Simulation and experimental results of SE8Eem with resistive load, heavy
load and IM load are presented and compared. It is obsera¢ @EIG excitation fails with
overload and IM load. Simulation results of SEIG system wy¥ihd variations are also
discussed and presented. \oltage can be compensated toestené by increasing the
excitation capacitance value. Simulation and experimieesalts of SEIG system with ca-
pacitance variation are presented, discussed and comptiseobserved that SEIG voltage
and frequency vary with load, prime mover speed and exaitaapacitance. Hence, SEIG
demands voltage and frequency controller to maintain SEI@Gge and frequency.
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Chapter 4

Development of an optimized voltage
controller for GIC based SEIG system

4.1 Introduction

As discussed in previous chapter, voltage and frequencizlss &re changed with load and
prime mover speed. So SEIG demands voltage and frequentipliento maintain its ter-
minal voltage and frequency during load and prime moverdpeeturbations. Fixed value
capacitors in parallel with saturable core reactor are fmedontrolling the terminal volt-
age of SEIG [42]. However, this scheme involves discretpsséad large size inductors.
\oltage is also regulated using static VAR compensator (BM3]. This scheme com-
posed of TCR in parallel with TSC. However, the problem wihilstscheme are sluggish
response, high switching transients and injecting curnaninonics into the bus. Innova-
tion of power electronic switches, digital signal processand enriched control algorithm
enabled researchers to use STAtic COMpensator (STATCOMiriproving performance
of SEIG [48], [58], [16], [9], [59]. All these control schermmare based on sensing either
voltage or current which demand multiple sensors and cowgdctronic circuits which
make SEIG system complex and expensive. Among all, conttedree proposed by Pe-
rumal et al. [16] to regulate SEIG voltage and frequency is simple. Thistiol scheme
scheme consists three sensors along with a single loop whtege is used as feedback.
But this voltage control scheme is not addressed the degigptonal proportional and
integral gains which make GIC based SEIG system stable. iaywdetermination of op-
timal proportional and integral gains which also makes tbsex loop system stable is a
tedious task. Most of the literature have reported tuninthiods in the ideal case for stabi-
lizing PID . But these tuning methods have not considered delay/deeddi the system.
In 2002 Silvaet al. [17] provided mathematical derivations to characterizegét of pro-
portional, integral and derivative gains that stabilize finst-order plant with time delay.
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Further these authors in 2005 [18] extended their work teigeomathematical derivations
to characterize the set of proportional and integral gdiasgtabilize a first-order plant with
time delay and in this chapter these mathematical derivai@we used to compute propor-
tional and integral gains. The plant (GIC integrated with&HS considered here as a first
order due to its step response. Parameters of the plantaeatd and then mathematical
derivations provided by Silvat al. [18] used to compute stable zones of proportional and
integral gains for controlling voltage of SEIG integratehwGIC. Further, optimal values
of proportional and integral gains within stable zone amngoted using PSO technique.
Performance of optimized GIC based SEIG system by takingties and IM load under
varied wind speed is studied in MATLAB/Simulink environnten

In this chapter modeling of GIC and its operation are desdriip section 4.2 and 4.3,
respectively. Section 4.4 describes voltage control seheih®IC based SEIG system fol-
lowed by section 4.5 which describes computation of optipraportional and integral
gains of GIC based SEIG system to regulate voltage. Sect®describes performance of
optimized GIC based SEIG system by taking resistive and &d lender varied wind speed
followed by chapter summary.

4.2 Modeling of generalized impedance controller (GIC)

Generalized impedance controller (GIC) is a pulse width neted (PWM) voltage source
inverter (VSI) with a bank of battery connected to its DC bud a coupling transformer
having reactanc®. connected at its AC bus that are highlighted in Fig. 4.1 folGo&ys-
tem. The output voltage of GIC [16] is expressed as

VinvaN Vi 2 -1 -1| |&

DC
VinvoN | = —3~ -1 2 -1 S (4.1)
VinveN -1 -1 2 S

wherevinvan, Vinvbn @ndvinven are the instantaneous output voltages.df andc phases of
the inverter, respectivelypc is the DC voltageS,, § andS; are the switching function of
the three legs of the voltage source inverter. WBges 1, S; (the upper switch of phase-a
limb) is on. & (the lower switch of phase-a limb) is on wh& = 0. Similarly, when

S =1, S3 (the upper switch of phase-b limb) is 08 (the lower switch of phase-b limb)

is on when§, = 0. For&. = 1, S (the upper switch of phase-c limb) is 08; (the lower
switch of phase-c limb) is on whe® = 0.The state equation of instantaneous current in-
jected into the point of common coupling (PCC) by the VSI igegi by equation (4.2).
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4.3 Operation of generalized impedance controller (GIC)

picica -1 0 O] |icica VaN — VinvaN
. i 1
Pigico| =7— [ 0 —1 0| |icich| 7 |VoN— VinvbN (4.2)
I—C I—C
pPicice 0 0 -1 |icice VeN — VinveN

whereR; andL. are resistance and inductance of coupling transformegreotisely. vy,

Vpn andvey are the instantaneous terminal phase voltages of SkEl&,, icich andigice

are the instantaneous currentsapb andc phases of GICpigica, Picicy and pigicc are

the rate of change 0&ca, igicp andigicc, respectively. The next subsection describes the
operation of GIC.
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Figure 4.1: Schematic diagram of a GIC based SEIG system

4.3 Operation of generalized impedance controller (GIC)

The GIC is connected with the SEIG at PCC in such a manner thakchange of active
power and reactive power between them occurs. The exprssgiven in [77] for GIC
active powelP and reactive powe® are reproduced as follows.

P:vz%siné (4.3)

1-rico0d
= 4.4
Q X (4.4)
ry = (4.5)
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4.3 Operation of generalized impedance controller (GIC)

kim\bc
V2
wherev is the fundamental voltage of SEIG.
Vinv IS the fundamental voltage of GIC.
r, is the ratio of the GIC and SEIG fundamental voltages.
0 is the phase angle between the GIC and SEIG fundamentafyeslta
mis the modulation index of the inverter.
andk; is the turns ratio of coupling transformer.
Substitutingr; = 1 in (4.5) and using it in (4.6), the expression for criticalue ofm is
derived as,

(4.6)

Viny =

V2v
ki1Vbc
As already described, to connect GIC with SEIG at PCC, exghar active and reactive
power between SEIG and GIC should be zero. So, to connect GICSEIG, relative
phase angl® and modulation index are set &t 8ndmitical, respectively. The operation
of GIC with various values af; and phase angl@ = 0° are presented in next subsection.

Meritical = (4.7)

4.3.1 GIC operation while floats across SEIG

When the voltage magnitude ratio between fundamental caemoof the GIC and the
SEIG output voltages,e., r; = 1 and the relative phase angle between tldem0°, during
these conditions no exchange of active and reactive powanrsbetween them. During
this condition, the value of modulation index is called critical value of modulation index
Merit- The phasor diagram corresponding to this operating camdg shown in Fig. 4.2.

A%

Viw iGzc/Y; =0

Figure 4.2: Phasor diagram of GIC while floating across SEIG

4.3.2 GIC Operation as a capacitor or an inductor

When the relative phase angle., d between fundamental components of GIC output volt-
age {inv) and the SEIG terminal voltage)(be zero, GIC operated as a pure VAR com-
pensator. Corresponding to this condition, the curigrd drawing is always either 90
leading or lagging with respect to the potential differebetweervi,, andv. This occurs
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4.3 Operation of generalized impedance controller (GIC)

because of the coupling transformer connecting betweeSEh@ and GIC terminals. Due
to presence of switching losses small active power flowstimtoGIC which are too small
compared to reactive power into GIC so neglected.

When the magnitude of the fundamental component of Gi&) (s higher than that
of SEIG (), GIC provides reactive power to the SEIG. In this case tHeage ratioi.e.,
r; > 1 and GIC operated as a pure capacitor. Phasor diagram pondisg to this condi-
tion is shown in Fig. 4.3. Current valugc is obtained from the voltage difference between
Vinv andv and the coupling reactané@. Corresponding to this condition the current leads
the voltage by 90

laic

Vi
s>
larc X,

Figure 4.3: Phasor diagram of GIC while operated as capacito

When the magnitude of the fundamental component of G|) (s lower than that of SEIG
(v), GIC absorbs reactive power from the SEIG. In this case diteage ratia.e.,r; < 1 and
GIC operated as a pure inductor. Phasor diagram correspgpitalihis condition is shown
in Fig. 4.4. Current valuégc is obtained from the voltage difference betweeand vin,
and the coupling reactané@. Corresponding to this condition the current lags the gdta
by 90°. GIC with DC battery bank can provide or absorb reactive paweeording to the

Figure 4.4: Phasor diagram of GIC while operated as inductor

amplitude of GIC fundamental voltage as mentioned in thev@litscussion and the phasor
diagrams presented in Fig. 4.2, Fig. 4.3 and Fig. 4.4. Manadf the fundamental com-
ponent of GIC voltage is achieved by varying the GIC modatatndex,m. Next section
describes how modulation index varies with respect to SEil&age.
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4.5 Computation of optimal proportional and integral gainghin stable zone for
controlling SEIG voltage

4.4 Voltage control of GIC based SEIG system

Fig. 4.1 shows the schematic diagram of GIC based voltageaitad SEIG system. The
peak voltage of SEIG is compared with the peak referenceageland the error passed
through thePI controller as shown in Fig. 4.1. The output of fAkecontroller is the modu-
lation index, (). ThePI controller is considered for maintaining terminal voltagecause
of its simplicity, good performance, fast response and zézady-state error. THe&l con-
troller is described by

t
y(t) = kog(t) + k / £(t)dt (4.8)
0

wherey(t) = m. £(t) is the error voltagee., difference betweenye(t) andvm(t). Vmret(t)
is the SEIG rated peak voltagenm(t) is the computed peak voltage of SEIK.andk; are
the optimized proportional gain and integral gain of BHecontroller, respectively.

ThePI controller maintains the terminal voltage of SEIG at thedatalue. The output
of PI controller is multiplied with sine wave of unit amplitudedareference frequency, and
then compared with carrier wave to obtain switching sigBal&,, &, S, S, S of VSl for
providing gate drives to IGBTs. But determination of prapmral and integral gains d?l
optimally which also makes the closed loop system stableésliaus task which covered
in next section.

4.5 Computation of optimal proportional and integral gains
within stable zone for controlling SEIG voltage

Various methods have been developed and reported in thatlite over last four decades
regarding setting the parameterdpPI, andPID controllers [17]. Out of these, few meth-
ods are developed on characterizing the dynamic resporke pfant to be controlled with
a first-order model including time delay. Moreover most gl tuning methods though
provides satisfactory results, but not gives any infororatiegarding about all stabilizing
PID controllers with dead time remains unknown. In 2002 S#éval. in [17] provided
complete solution to the problem of characterizing the $alld?1D gains that stabilize a
given first-order plant with time delay. Further these atghn 2005 [18] extended their
work to provide mathematical derivations to characteitieesiet of proportional and integral
gains that stabilize a first-order plant with time delay. Manatical derivations provided
by Silvaet al. are reproduced in the following subsection and used to ctergiable zones
of proportional and integral gains for controlling voltafeSEIG integrated with GIC. Next
subsection describes the evaluation of parameters of G8€dbaoltage controller of SEIG
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system.

4.5.1 Parameters evaluation of GIC based voltage controlief SEIG
system

The GIC based SEIG system is the plant and taken here as a 8ipgt single output feed-
back control system as shown in Fig. 4\&, is the output voltage of the plant ahds) is
the controller. The type of the controller considered hef iand represented in following
equation.

L(s) = kp+ % (4.9)
Vm ref L(S) N G(s) VM;
Controller Plant

Figure 4.5: Feedback control system

The plant considered here is a first order due to its step nsgpd 7] and mathematically
represented by as follows.

ke
G(s) = 1+V5Te s (4.10)

wherek, represents the open-loop steady-state ghimepresents the time constant and
T represents the time delay of the plant. These parametedetanined as shown in the
Fig. 4.6 graphically. The value of steady-state dgiis evaluated by applying a step change
in the modulation indexn to the plant. At t=0.8 s, modulation indem is changed from
0.7 to 0.8 as shown in Fig. 4.6 (a) and corresponding to thasgé in modulation index,
m, Vm changed from 598 V to 664 V as shown in Fig. 4.6 ()is evaluates as follows.

_ Avnp

kv = Am

(4.11)

Fig. 4.6 (c) is the zoomed version of Fig. 4.6 (b). The paranmsatandT for the plant are
evaluated using the time interval between poMt& N andN & O, respectivelyM is the
onset of the step chang®l is the intercept of the tangent to the step response haveng th
largest slope with the horizontal axi®.is the time when the step response has reached to
0.63ky. The parameters computed from Fig. 4.6 (b) and Fig. 4.6 (t)efaken GIC based
SEIG system arek, =660,7 =0.004 andl' =0.018.
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Figure 4.6: Open loop response of GIC based SEIG systemedprcstange in modulation
index

The next subsection is reproduced the mathematical expnssgL8] to compute

stable zone of proportional and integral gains of a first osgetem with time delay which
makes the closed-loop system stable.

4.5.2 Derivation to compute stable zone of proportional andntegral
gains

When the time delayr| of the plant model as shown in Fig. 4.5 is zero, then the dtara
istics equation of the closed-loop system becomes

C(s) = TS+ (kkp + 1)s+ kik (4.12)
From the characteristic equation (4.12), it is observettti@closed-loop for a delay-free
system becomes stable if

keki >0, kkkp+1>0, T >0 (4.13)
or
kvki <0, kikp+1<0, T <0

(4.14)
For an open loop system, T > 0 means the system is stable in open loop. However, if

T < 0 means the system is unstable in open loop. The conditieesepted in (4.13) is
true for open loop stable plant. However, expression (4dis#fue for open loop unstable
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plant. Further, to access the closed loop stability of tHayd&ee system the following two
conditions are presented by assuming positive steady-gtaink, and given as follows.

Kp > _k—l, ki > 0 (open-loop stable plant, i.& > 0) (4.15)
v

Kp < ;_\,1’ ki < O (open-loop unstable plant, i.€,< 0) (4.16)
For computation of stable zones of an open loop stable det@yplant, expression (4.15)
is used. Similarly, expression (4.16) is applicable to caotaphe stable zones for delay-free
open loop unstable plant. However, computed steady-state delay and time constant
of the plant (GIC based SEIG) ark; = 660, 7 = 0.004 andT = 0.018. Since GIC based
SEIG is a time delay first order open loop stable system, estatnhe presented in (4.15) is
not applicable. Stable zone computation of proportiokg)l &nd integralk;) gains of open
loop stable time delay plant which makes the closed loodestaie described as follows.
The characteristic equation of the time delay system isrgagefollows.

C(s) = (kvki + kikps)e™ ™+ (1+Ts)s (4.17)

To compute the stability of the closed-loop system, it i®asial that all the roots of the ex-
pression (4.17) lie in the open left hand plane (LHP). Duééxdresence of the exponential
terme 'S, the number of roots of the expression (4.17) are infinitéedmus task to check
stability. So to solve this problem a quasi-polynon@&(s) is constructed by multiplying
a terme™ with C(s) and given as follows.

C*(s) = e"°C(s) = kyki + kykps+ (1+ Tg)s€® (4.18)

By substitutings = jw in expression (4.18) and there after separating real andiimagy
parts following expressions are obtained

C'(jw) =Cr(w) + |Ci(w) (4.19)

where
Cr () = keki — wsin(Tw) — T w?coy Tw) (4.20)
Ci(w) = wlkykp +cogTw) — Twsin(Tw)] (4.21)

Sinceky, > 0 andt > 0 then it is observed from expressions (4.20) and (4.21)theagain
ki only affects theCi(w) whereas the gaiky affects the imaginary part of the*(jw). To
compute the stabilizing gaingy, ki) further, the variables of the expressions (4.20) and
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(4.21) are changed by substituting = zand rewritten as follows.

C(2) = keki — %sin(z) - Técos(z) (4.22)
C(2) =k [lq - WZTsin(z> - Técos(z)} (4.23)
C(2) = ky {ki - WZT (sin(z) + ;zcoe{z))} (4.24)
Ci(2) = ki[ki —a(2)] (4.25)
where,
a(2) = k—ZT {sin(z) n gzcoiz)} (4.26)
Ci(2) = % |:kvkp+ coyz) — ;zsir(z)} (4.27)

Based on the Theorem 5.5 [18] presented in Appendix A, to artfie stability of the
quasi-polynomiaC*(s) two conditions must be satisfied which are given as follows.

Step 1: For somew, in the rangg —co, )
E(ab) = Ci(wb)Cr (ab) —Ci(aw)Cr (o) >0 (4.28)

For w, = 0, value ofz; = Ty, = 0. These values are substituted in equations (4.25)
and (4.27) and provide&; (7o) = kyki andCi(z,) = 0. Further, derivative o€, (z), i.e.,
C/(z) = 0. Derivative of the expression (4.27) is expressed asvisllo

Cl(2) = kkp (} - %22) cogz) — (%z+ ZT—Zz) sin(z) (4.29)

T T

Substitutingzo = 0 in expression (4.29), value 6f(z,) becomew. Values ofC; (z,),
Ci (%), Ci(20) andC/(z,) are substituted in expression (4.28) which provides egiwas
(4.30).

E(z) = (M) (kvki) (4.30)

T

Sincek, > 0 andt > 0, if k; > 0 andk,, > —k—lv, then onlyEzo) > 0.

Step 2: Next the interlacing of the root (z) andC;(z) are checked. The roots 6f(z) are
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computed from expression (4.27) by equating with zero apdesssed as follows.

z T .

- kvkp + cogz) — ?zsw(z) =0 (4.31)
From (4.31), the following two expression are obtained.

z=0 (4.32)

kvkp+cogqz) — ;zsinz: 0 (4.33)

From expression (4.32), it is observed that one root oG8 i.e., z, = 0. It is difficult to
compute the other roots of ti@&(z) from expression (4.33). So expression (4.33) provides
analytically the other roots @;(z) . The terms involved in the expression (4.33) are plotted
in a graph. To obtain the nature of the solutions graphidadign the plot, three different
cases are considered. In each case the positive roots offiression (4.33) are denoted by
zj, wherej = 1,2...., arranged in increasing order of magnitude.

Case 1: < <kp < ) Corresponding to this case, two plats., (i) TTZ vs z and (ii)

"V"%&?S@ vs z are depicted in Fig. 4.7. The pointg (2, z3,....) are determined from the

intersection between these two plots as seen in Fig. 4.7.

=
o

a1

o

P

v

—TTvsz
7[kvkp+cos(z)]/sin(z) Vs Z

Il

'
(4]

Tz/7, [k k +cos(z)]/sin(z)
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o

15.7 18

o

3.14 3.925 5.49 6.28 7.065

Figure 4.7: Plot of the terms involved in expression (4.3)3)4k—1v <kp < kiv
Case 2: (kp =5 ) Corresponding to this case, two plate., (i) Tzsrir(z) vs z and (ii)
kvkp +cogz) vs zare presented in Fig. 4.8. The points, @, z3,....) are determined from
the intersection between theses two plots as seen in Fig. 4.8

Case 3: < < kp) Corresponding to this case, Fig. 4.9 (a) and Fig. 4.9 (hesgmt two

kvkp+cos(z)
sin(z)

plotsi.e., (i) ~£vszand (i) vs z by taking two different conditions. The Fig. 4.9
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Figure 4.8: Plot of the terms involved in expression (4.88xf, = k—lv

(a) corresponds to the condition whqﬂée< Kp < ky, andky is the largest value so that the

plot of "Vl‘%&%@ vszintersects the Iinér—Z vsztwice in the interval (Qr). The Fig. 4.9 (b)
kukp+cog2)

sz VSZ is not intersecting the

corresponds to the condition whekg> k. The plot
plot TTZ vsztwice in the interval O, ).

—
QJ, 10 T
= —TTvs 2
X | k k +cos(z)/sin(z) vs
s 5L ! —kk, z Z)vsz |l
o T i
5 - ! |
: d il
Q
<
«A _5 — -
—~
g -10 | | |
~ 0 3.14 3.925 5.49 6.28 7.065 9.42 12.56 15.7 18
Z
€
~ 10 T [——
g
- H
\[\i / i i ! v
“ . B | !
S b7 i i i i i
g M 2n g, %37 4r|Z; 2,57
<>
~7 5 —TTvsz =
—~ —k k _+cos(z)/sin(z) vs z
¢ "
E 10 ! ! ! 1
0 3.14 3.925 5.49 6.28 7.065 7 9.42 12.56 15.7 18
(b)

Figure 4.9: Plot of the terms involved in expression (4'3’3)‘fk_1v < kp

To determine analytically roots @;(z) three different cases are considered as men-
tioned above and presented in Fig. 4.7, Fig. 4.8 and Fig. At closed loop system is
stable for real roots only. To know the natures of the roofS;(¥) the results of Theorem
5.6 [18] presented in Appendix A are used here. Based on tekerém 5.6 a new quasi-
polynomialC*(s;) is constructed by changing the variabigs, s= % in polynomialC*(s)
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of expression (4.18) and given as follows.

O@g:mh+&?&+(#+2?)%@- (4.34)
The highest powers & ande™ in the expression (4.34) are denoted\byandN,, respec-
tively. From the expression (4.34), valueMf = 2 andN; = 1. Further, a constam; is
selected so that value sin(n1) # 0. Forni = 7, there are three real roots, including a root
at origin in the interval0, 27— 7] for the above three cases (Fig. 4.7, Fig. 4.8 and Fig. 4.9
@), Where‘k—v1 <kp < % However, in Fig. 4.9 (b) for the intervi0, 2rr— 7] wherek, > kg
there is only one real roote. at origin. As the expression @f(z) is an odd function of.
So, obviously for the interval-(2rr— %), 2m— 7] there are five real roots including root at
origin. Also, Fig. 4.7, Fig. 4.8 and Fig. 4.9 (a) have one realk available for the interval
[2rm— &2+ 7] . Hence, all total six real roots are present including a abatrigin of the
expression for the intervgl-2rr+- 7,2+ 7). So, based on the Theorem 5.6, far= 7,
in the intervalg—2l1 714 N1, 21171+ 4, i.e., [-2m+ §, 2+ 7] (for Iy = 1) Ci(2), consists
exactly 41N1 +Mi=six (lop = 1) number of real roots for the rangé <kp < % Moreover,
itis concluded tha€;i(z) has only real roots for the interval < ky < . All the roots of
Ci(z) are not real for the rande, > % as not satisfy the criteria present in the Theorem 5.6.
So closed loop is stable only for ranqvé <kp < %

Next step is evaluatin@, (z) corresponding to the roots Gf(z). To get the initial value
of C;(zp), in the expression (4.25% = 0 is substituted and expressed as follows.

Ci(20) = kv [k —a(0)] =kjki [As, a(0)=0] (4.35)

Values ofz; are substituted in the expression (4.25) to evaluate otilaes ofC; (z), where
i=1,2,3,...
Ci(z) =kv[ki—a(j)] (4.36)

Interlacing the roots o, (z) andC;(z) is equivalent teC, (z9) > 0 (sincek; > 0 as mentioned
instep 1)C(z1) <0,C(z) > 0,C;(z3) <0 and so on. Using these values and the expres-
sions (4.35) and (4.36), the following expression is oladin
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Ci(z0)>0=k >0
C(znn)<0=k<a

(z1)
C(z)>0=k >a

(z3)

(24)

C(z3) <0=k < ag
(4.37)
Ci(zg) >0=k > a4
In the expression (4.37), the bourajsare expressed by
aj=a(z) wherej=123.. (4.38)
From expression (4.38), it is observed that the odd bourelsd;, as, ........ ) to be strictly

positive in order to get a feasible range for the dairit is observed from Fig. 4.7, Fig. 4.8
and Fig. 4.9 (a) that fokp € (—k—lv,ku) the roots of equation (4.33) corresponding to odd
values ofj satisfy the following propertieszy € (0, ), z3 € (2m,3m), z € (4m,5m), and
soon,i.e, zj € ((j—1)m, jm). So in these cases the roots of (4.33) corresponding to odd
values ofj are either in the first quadrant or in the second quadrants,Thu
sin(z;) > O for odd values of.

The values of; is already defined in (4.26) and expressed by

aj = 1k [sin(zj) + Tzjcoqz))]
Thus forzj # I, wherel =0,1,2,......... , aj is expressed by

kvkp + cogqzj)
sin(z;j)

Z

aj = T {sin(zj) +

cos(zj)} (4.39)

Finally,

j_i {1+kvkpcos(zj)} (4.40)

4kt sin@)

From the above expression, it is observed thaf i | T, then the parametey; is positive
if and only if

sin(z;) > 0 and 1+ kykpcogzj) > 0 or

sin(zj) < 0 and 14+ kykpcogzj) < 0
and negative otherwise. Thg — z plane is represented in Fig. 4.10. The Fig. 4.10 shows
the different regions according to the the value of the patana;. In the Fig. 4.10, plus
(++) sign corresponds to those regions whegre 0 and minus sign-) corresponds to those
regions where, < 0. In Fig. 4.10 the dashed line represents the function
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/
0 1.57 3.14 4.71 6.28

Figure 4.10: Regions associated with paramajer

1+kvkpcogz) =0
or itis rewritten as follows.

Kp = —fcoqz
Since the function shown in Fig. 4.10 is periodic, the plpeats itself.
Next objective is plotting the solutions of the expressidiB8) in thekp — z plane. It
is already derived that the solutions of the expressior3f4aBe the nonzero roots of the
imaginary parC;(z). The equation (4.33) is rewritten as

Kp = T zsw(z) —co92) (4.41)

ky
Fig. 4.11 shows the plot of the expression (4.41) along wigrégions depicted in Fig. 4.10.
The intersection of expression (4.41) with the curveK,kp,cogz) = 0 occurs at five val-
ues of the parameter i.e., 0, a1, 1, a2, and 21. So each of these values will satisfy the
relationship given as follows.

-1
cos(z)

If the values ofz # | 1T, then the expression (4.42) is simplified as,

Izsw(z) —co92) (4.42)

tan(z) = —;z (4.43)

The solution of the above equation occurgrandas.

For equation (4.41); (kp) andzx(kp) are two positive real roots correspondingdio
and arranged in ascending order of magnitude. From Fig, #.klobserved that fokp, €
<—klv kvcos(al ) {k 1 ie, excludingk—lv from this interval then,

a1 = a(z1(kp)) > 0 anday = a(z(kp)) < O.
Forkp = k—lv from Fig. 4.11, itis concluded thai = a(z(kp)) > 0. Sincez, = 1, Fig. 4.11
or expression (4.40) cannot be used to determine the sig(egky)). Using the original
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Figure 4.11: Analysis of equation (4.33) in tke— z plane wherT > 0

expression oé(z) as presented in (4.26), the valueapf= a(z(kp)) < 0. From Fig. 4.11,
it is observed that fokp, > —m, a1 = a(z1(kp)) < 0 andap = a(z(kp)) < 0. Thus it

is concluded thaay > 0 if and only ifk, < —m. Sincea; satisfies the relationship
tan(a) = —Lay. Thus it is written as,
1
coday) = —
q 1) 1+I—§af
Therefore,

1 . 2, 12
kecogay) — kT a1+ 12

So from the above discussion, it is occluded that

if —F <kp< a?+ L thenay > 0,a < 0.
It is observed from Fig. 4.11 that this upper boundkgis less tharky, which in this figure
corresponds to the maximum of the function

ko = 1 [F2sin2) — cog(2)],
in the intervalz € [0, 7). As already explained, this is one necessary requiremeimtier-
lacing. The same approach is used and observed that

if —% < kp < @z\/05+ 5 thenag > 0,a4 < 0
if —% < kp < gzy/02+ 5 thenas > 0,85 < 0

wherea;j is the solution of the following expression.
T : . 1
tan(a) = —a (in the interval((j — é)rr, jm)) (4.44)

It is observed from Fig. 4.7, Fig. 4.8, Fig. 4.9 a, the odd saftexpression (4.33),e., z
wherej = 1,35, ..., are getting closer t¢j — 1)ras | increases. So it can be expressed by

63



4.5 Computation of optimal proportional and integral gainghin stable zone for
controlling SEIG voltage

limj_0 cogzj) =1
Furthermore, as theosinefunction is monotonically decreasing betwggn- 1)mand j
for odd valueg, thus it is expressed as

€0971) < €0Y7Z3) < COYZ5) < ...vvvevnee. (4.45)

To develop the stabilizing algorithm for computing propamtl and integral gains still
some analysis is required and described here, later usev@aping the algorithm.
Expression (4.26) is further simplified and written as foko

k,<Taj = zjsin(z)) + ;zjzcos(zj) (4.46)
After multiplying } on both sides of the equation (4.47), the following expr@ssbtained.
Tkaj = ;ZjSiﬂ(Z]) + I—zzzlzcos(zj) (4.47)

Expression (4.33) is used to further simplify expressiod{3 From expression (4.33),

value of%zjsin(zj) = kvkp + cogqz) is substituted in (4.47) and provides following expres-

sion.
2

T
Tkoaj = kjkp+cogz)) + ?zjzcos(zj) (4.48)

The above expression is simplified further,
T2

If the values ofzj, wherej = 1,3,5... are arranged in increasing order of magnitude, z;
< Zj2, so for odd values of

T2 T? 2
1+7 j <1+T— i+2 (4.50)
Using expression (4.45) for odd valuesjat can be written that
cogzj) < cogzj42) (4.51)

Sincecogzj) > 0, expression (4.50) provides the following expression

T2 T2
(1+ 7212) COqZj42) < (1+ leﬂz) COYZj+2) (4.52)
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As 1+ I—gzjz >0, using equation (4.51) the following expression is depetl

T2 T2
<1+ 7212) cogzj) < (1+ 7212) COoqZj+2) (4.53)
Using the expression (4.52) and (4.53), the following egpi@n is obtained
T2 T2
(1+ 7212) cogzj) < (1+ 7212”) cogzj12) (4.54)
Using (4.49), the following expression is developed

= aj < aj+2

(4.55)

So finally itis concluded that for a fixed valuelgfinside the rangg? < ky < (-1 /aZ + 5,

whereaq; is the solution ofan(a) = —%a; ag(3, m) and the range df are computed such
that the closed-loop system is stable. The rangk &f 0 < ki < mxin {aj} and the range
depends on the bounds corresponding to odd values ¢f However, ifcogz;) > 0, then
the boundy; is the minimum of all the odd bounds, and the range of stabgik; is given
by 0 < ki < a;. If this does not occur, then the conditionaafz;) > 0 is checked and the
value ofag is less than all the other boundgfor j =5,7,9,... . The range of stabilizing
ki is defined by 0< k; < min{ai,az}. Since for odd values of, limj_0 cogzj) =1, it

is obvious thatcogzj) > 0, Vj(for all) > N, whereN is some finite integer. The above
discussed procedure, for computing stabilizing gakask) which makes the closed loop
system stable is highlighted in the following algorithm.

Algorithm for computing stabilizing control parameters (kp, ki) of a time delay sys-
tem.

1. Initialize ky = 7=, Akp = g1 (%\/df—’—-}:—i—f— k—lv) and j = 1, whereN is the de-
sired number of points.

2. Value ofkj is increased, usinky = kp + AKqp.

3. If value ofky, < kpmaxthen go to the next step, Otherwise terminate the algorithm,
wherekpmax= (%\ [a?+ %) .

4. Roots of the equatiok/kp -+ cogz) — Tzsinz) = 0 are determined.

5. The parametea(z) is determined using(z) = (% [sin(z) + Tzc042)].
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6. If cogz;) > 0 then go to next step. Otherwises= j +2 and go to step 4.
7. If Lower and upper bounds are evaluated usirgi)< min(g ), wherel =1,3,5....J.

8. Goto step 2.

To compute the gainskg, k) of the voltage controlled GIC based SEIG system, above
algorithm is used so that the closed system becomes stablanplement the algorithm
for GIC based SEIG system computationfis essential and is computed using the
expression (4.44) and corresponding plots are shown indElg.. It is observed from this
figure that intersection of the two plots., (tan(a) vs o and %a VS a) provides the
value ofa = 1.7008 (in the interval 7, m)). Step 1 and 2 of the above algorithm is used
to compute initiaky value (-0.00151) and incrementalk, value (0.00062). Then using
step 3 of the above algorithikpmaxis computed. The computdgmax value for the GIC
based SEIG system is@16. Since the initial value dfp is less tharkpmax thenzis
computed. Computation dfis shown in Fig. 4.13. It is observed from Fig. 4.13 that value
of z; is 0.2909, sincecoqz;) > 0, according to step 6, it is not necessary to increase
Finally k; is computed using step 7 and computed valuei$89. The same procedure is
used to compute proportional and integral gains (stahtizones) for voltage controlled
GIC based SEIG system using the above algorithm. Computaedwaf proportional and

integral gains are given in Table 4.1. Plot obtained by tgkjainsk, andk; is shown in the
Fig. 4.14.

T I
-7.5

tan (o) vs
1000~

—-Ta/Tvs «
-7.6

500

-1.7
1.7 1.7008 1.702 1.703

tan («), -Ta/T

-500 1 1 1 1 1 1

Figure 4.12: Plot for findingr of the voltage controlled GIC based SEIG system

Computation of stable zones of GIC based SEIG system us@ghibve algorithm is not
enough. Next objective is to determine the optimum valuegpprtional and integral gains
within stable zone. It is decided by the constraints minimavershoot, rise time, settling
time and steady state error. To resolve this problem Par8glarm Optimization (PSO)
technique is used. PSO and its implementation on GIC baska $§fstem are described in
the next subsection.
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Figure 4.13: Plot for finding of the voltage controlled GIC based SEIG system

Table 4.1: Computed proportional and integral gains oflstabnes of GIC based SEIG
system

o Kp 7 ki
-0.00088 | 0.2909 | 0.1639
-0.00028 | 0.409 | 0.3223
0.00032 | 0.5023 | 0.4671
0.00092 | 0.5829 | 0.6032
0.0015 0.6556 | 0.7229
0.0021 0.7231 | 0.8469
0.0027 0.786 | 0.9531
0.0033 0.8475| 1.0478
0.0039 0.9065 | 1.13
0.0045 0.9638 | 1.1994
0.0051 1.02 1.253
0.0057 1.076 | 1.291
0.0063 1.131 | 1.312
0.0069 1.187 | 1.3122
0.0075 1.244 | 1.289
0.0081 1.299 | 1.242
0.0087 1.357 | 1.164
0.0093 1.418 | 1.048
0.0099 1.482 | 0.8885
0.0105 1.5497 | 0.6712

1.7008

4.5.3 Computation of best optimal proportional and integrd gains of
voltage controlled GIC based SEIG system

Various techniques such as quadratic programming, anchagrnogramming are reported
in the literature to address optimization problem [78]. ldo@r, computational intelligence
based techniques [78] such as Genetic Algorithm (GA) and &®Qvidely used for opti-
mization problems. GA technique is based on three main tgsrauch as selection, cross
over and mutation. The demerits of GA are: (i) involves witar@e number of parameters
SO computation time more to solve optimization problem diiitable fithess function may
converge optimization problems towards local optima nathan the global optimum of
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Figure 4.14: Stable zone of proportional and integral geingoltage controlled GIC based
SEIG system

the problem. To address these problems PSO is first intradog&ennedy and Eberhart
[79]. This technique is inspired by the social behavior @famisms in a bird flock or, fish

school [80]. Recently particle swarm optimization has bapplied to design an optimal

P1 controller for various applications [81], [79], [82]. M&siof PSO are: (i) easy to imple-
ment (ii) every particle remember its own previous best@als well as the neighborhood
best, therefore it's memory is more capable than GA (iii)dsbsn information provide by

most successful particle, all the particles are improviregriselves where as in GA, worse
solutions discarded and good are selected. Hence, PSCeiestin this chapter to de-
termine optimal proportionakg) and integral ki) gains for voltage controlled GIC based
SEIG system. Here, to determine the optikgalandk; gains following steps of PSO are
used. Maximum and minimum value of eaghandk; gains in PSO are set by maximum
and minimum values, respectively of the stable zone congjgatprevious subsection.

Algorithm for computing optimal proportional and integral gains to control voltage
of GIC based SEIG using PSO technique

1. Initialization: Initialize number of particles in the polationS, maximum genera-
tion numbergen,ax Weighting co-efficient; andcy, weightswmax andwmin. After
initialization, randomly generate the initial particlggi = 1,2......S) which indicate
the possible solutions &, andk; value (between minimum and maximum values
obtained from stable zone).
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2. Objective function computation: Objective function istermined by setting ran-
domly generated, andk; in the GIC based SEIG system. The objective function
considered in this optimization problem is

t
Iselkp k) = [ (Avim) % (4.56)
0

3. Searching point evaluation: Compare each particle coamtipun value §), with its
pbest The best value among thpbest is gbest Heres is kp andk;.

4. Updating of the searching point: The current position adte particle is updated
using the following expressions.

vt — w4 ¢ x rand; x (pbest—s™") 4 ¢ x rand, x (gbest-g")  (4.57)

Wmax— Wmin
W = Wqax— | ————— X gen 4.58
max g€ g ( )
R (@59)

5. Checking of termination condition: When the number ofat®n reaches the max-
imum value, or a better optimum solution obtained, the se@aderminated. The
controller gains correspondinggest i.e.,Kygnhesy andkjgnesy are then determined.
Otherwise, the process continues, and the loop goes batd@s

Flow chart of the PSO algorithm is shown in Fig. 4.15. For cating optimal proportional
and integral gains within stable zone, the parameters tadento implement PSO are given
in4.2.

Table 4.2: Parameters taken to implement PSO algorithm

S Wpax Wmin C1 C2 Q€Mnax
8 0.9 0.4 2 2 60

The developed model has run for 20 times. Fig. 4.16 (a) andh@y the optimal propor-
tional (kp) and integral ;) gains obtained using PSO technique for run 1 and are 0.0077
and 0.4564, respectively. Similarly Fig. 4.17 (a) and (l)vsithe optimak, andk; gains
obtained using PSO technique for run 2 and are 0.0083 and ,0x@gpectively. Obtained
optimalk, andk; gains for run 3 are 0.0078 and 0.973, respectively and showigi 4.18.
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Determintation of plant parameters
Computation of stable zone of control parameters using
the algorithm given in Section 2.5
Generation of random control parameters within stable zone
Initialization of PSO parameters:
S, itehnax , Omax , Owin , €1, € and K=1

v
Error calculation of each
control parameters, ¢

gbeStK:Current value of particle

v
Modification of velocity and position (each control parameter
value) using equations given in the step 4 of PSO algorithim

Stopping
criteria met ?

Output is gbest K
(optimal proportinal and integral gains)

Figure 4.15: Flow chart to compute the optimum valugkgandk; using particle swarm
optimization technique

To show the effectiveness of the proposed algorithm, tesm&iehaviour of SEIG stator
peak voltage is studied by taking optimal values obtainechffirst 7 runs (given in Table
4.3) under three perturbations. Perturbations considamdincrease in wind speed from
9.8 m/sto 10.8 m/s at t=2 s; switching on of resistive loaddtf@/phase at t=3 s; switching
on of resistive load of 40@/phase (total resistive load becomes @(phase ) at t=4.5
s. Fig. 4.19 (a) shows the peak voltaggobtained for 7 differenk, andk; under wind
speed perturbations at t=2 s. Corresponding peak oversimootindershoot obtained for
7 differentkp andk; are 1.94 % and 2.31 %, respectively. Transient part of velfag
each case disappears within 8 cycles and achieved steat@yated peak voltage of 586.8
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Figure 4.16: Simulation results of PSO to compute optimahg#&or GIC based SEIG
system for run 1 : (a) Searching valuelgf(b) Searching value d
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Figure 4.17: Simulation results of PSO to compute optimahgydor GIC based SEIG
system for run 2 : (a) Searching valuelgf(b) Searching value d
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Figure 4.18: Simulation results of PSO to compute optimahgydor GIC based SEIG
system for run 3 : (a) Searching valuelgf(b) Searching value d

V. There is no significant difference appears from each gelta@aveform. Fig. 4.19 (b)
shows the peak voltagg, obtained for 7 differenk, andk; under load switching of 100
Q/phase att=3 s. Corresponding peak overshoot obtainediifferentk, andk; are within
3.13 % as seen in Fig. 4.19 (b). Transient parts of voltagedoh case disappears within 5
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Table 4.3: Optimak, andk; gains obtained from PSO for 20 runs

Run  kp ki

0.0077 0.4564
0.0083 0.757
0.0078 0.973
.0082 0.762
0.009 0.734
0.0065 0.592
0.0081 0.795
0.0089 0.681
0.0075 0.881
0.0076  0.915
0.008 0.79
0.0077  0.902
0.0073 0.943
0.0069 0.965
0.0088 0.691
0.0085 0.721
0.0064 0.921
0.0063 0.891
0.0072 0.852
0.0082 0.755

© 0 N o g b~ WN PR
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cycles and achieved steady-state rated peak voltage & ¥8Bhe results obtained here are
almost similar and no significant difference appears. Fifj94c) shows the peak voltage
vm Obtained for 7 differenkp andk; under load switching of 40Q/phase at t=4.5 s. Itis
observed that steady state achieved for all 7 cases withyoldcand achieved steady-state
rated peak voltage of 586.8 V. Best optimal value from 20 susteicided from the minimum
value of objective function. Corresponding to this, thetlopgimal gains ar&,=0.0083 and

ki =0.757. Next section describes simulation results in defdhe voltage controlled GIC
based SEIG system using the best optimal gains so that thedcloop system stable under
varied wind speed and load.
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Figure 4.19: Simulation results of SEIG peak voltage undiéerént perturbations for 7
differentk, andk;: (a) wind speed perturbation (b) Resistive load of @Wphase switched
on (c) Resistive load of 40Q/phase added
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4.6 Results and Discussion

It is already discussed in section 4.5 that how to select gtenal gains ofPl to make
GIC based SEIG system optimized and stable. To study thenpeahce of optimized GIC
based SEIG system under different types of load (resistigellsl load) with varied wind
speed, simulation is carried out in MATLAB/Simulink enumment. Simulation results are
described in the subsequent subsections.

4.6.1 Transient performance of optimized GIC based SEIG feding
resistive load
Initially, at t=0 s, to develop the rated SEIG voltage, a wepeed of 9.8 m/s is selected for

the simulation. To show the effectiveness of the proposettabscheme the perturbations
considered by taking resistivR)load are as follows.

1. Switching of GIC att=1 s,

2. Wind speed increased from 9.8 m/sto 10.8 m/s at t=2 s,

3. Switching of balanced three-phase resistive load ofQ(hase at t=3 s,

4. Switching of resistive load of 40Q/phase att=4.5s,

5. Wind speed increased from 10.8 m/sto 11.2 m/s att=5 s,

6. Wind speed decreased from 11.2 m/sto 10.9 m/s at t=6 s,

7. Removal of balanced three-phase resistive load ofl/pbase att=7 s, and

8. Wind speed decreased from 10.9 m/sto 10.5 m/s at t=8 s.

To maintain rated voltage and frequency of SEIG, GIC is cotettacross the SEIG ter-
minal in such a manner that GIC and SEIG output voltages ha&esame fundamental
frequency and voltage. GIC is connected across the SEIG1at,tto synchronize voltage
and frequency with SEIG. As described in the section 4.3, Bk&dnnected with the SEIG
at the point of common coupling in such a manner that no exgdai active and reactive
power occurs between them at steady-state. To set thisttmmdhe phase angle between
GIC and SEIG fundamental voltages should be zero. Fig. h@@sthe steady-state wave-
form of SEIG line voltage and GIC line voltage. It is obseryeditching of GIC makes
angled = 0° between GIC and SEIG stator line voltages due to synchrbaizat no load.
Fig. 4.21 (a) and (b) are showing variation of SEIG and Gl@/agiower respectively, dur-
ing this GIC switching. Itis observed from Fig. 4.21 (a) tafter GIC is connected att=1s,
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active power of SEIG reaches to peak of -1780 W at t=1.03 s ameks to zero W at t=1.17

s. Similarly, Fig. 4.21 (b) shows that active power of GICateas to peak of 1780 W at
t=1.03 sand comesto zero W at t=1.17 s. Itis observed fromthetfigures that exchange
of active power between SEIG and GIC becomes zero at theysgtatk. Thus frequency

of SEIG matches with GIC frequency which is set at 50 Hz. Fig24hows the variation of

frequency due to GIC connection. It is observed that at tE$.3EIG frequency becomes
50 Hz.
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Figure 4.20: Simulation result showing SEIG and GIC voltageeforms with steady-state
value ofd after switching of GIC at no load
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Figure 4.21: Simulation results showing: (a) variation &S active power after GIC
switching (b) variation of GIC active power after connentisith SEIG
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Figure 4.22: Simulation result showing variation of SElI@duency after switching with
GIC
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Similarly, reactive power exchange between GIC and SEIGsis zero at the critical
value of modulation indexm. Fig. 4.23 shows the variation of modulation index versus
time, where itis observed that the critical value of modaolaindex,m0.73. Corresponding
to GIC switching, reactive power variation across SEIG, @@ excitation capacitor are
shown in Fig. 4.24 (a), (b) and (c). Reactive power drawn bjGSefore connection of
GIC is 3490 VAR as seen in Fig. 4.24 (a). Due to GIC connectiBiGSreactive power
changes to -2200 VAR at t=1.03 s and comes again to -3490 VARLal5 s. As observed
from Fig. 4.24 (b), reactive power of GIC changes from zer8@6 VAR at t=1.03 s and
comes to zero at t=1.15 s. Fig. 4.24 (c) shows reactive pormeiged by capacitor before
GIC connection is 3490 VAR. Due to GIC connection at t=1.08xxtive power of capacitor
changes from 3490 VAR to 3100 VAR and comes to 3490 var at 54%.1Steady-state
achieved at t=1.15 s, no exchange of reactive power betwe&a &d GIC occurs at this
instant, implying that fundamental component of SEIG \gdtand GIC output voltage are
equal in magnitude and phase. Fig. 4.25 shows variation t& SEtor peak voltage due
to GIC connection and it is observed that SEIG maintainesfaak voltage rated value of
586.8 V at steady-state.
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Figure 4.23: Simulation result showing modulation indexatzon of GIC (no-load) with
time
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Figure 4.24: Simulation results showing reactive poweratem of GIC based SEIG sys-
tem at wind speed of 9.8 m/s: (a SEIG (b) GIC (c) Excitationacator
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Figure 4.25: Simulation result showing variation of SEIGakeoltage after connection
with GIC

Simulation results for variation of the wind speed and loahtioned in the beginning
of this subsection are shown in Fig. 4.26. Fig. 4.26 (a) shtbesvind speed variation con-
sidered as input for simulation, and Fig. 4.26 (b) shows tBkSSotor speed corresponding
to this variation. Fig. 4.26 (c) shows frequency of SEIG colted in open loop manner by
GIC, corresponding to this wind speed and load perturbatidig. 4.26 (d) shows SEIG
stator peak voltage when controlled in closed loop mannegglgy, corresponding to this
wind speed and load perturbations. Detail of Fig. 4.26 asemeed in subsequent para-
graphs.
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Figure 4.26: Closed loop simulation results of proposed G#Sed SEIG system with
loading and wind speed variations: (a) Wind speed variati@mput for simulation)(b)
Rotor speed of SEIG (c) Stator frequency of SEIG (d) Statakp®ltage of SEIG.

At t=0 s, wind speed is 9.8 m/s. Corresponding to 9.8 m/s weekd, rotor speed of
SEIG is 157 rad/s. Att=1 s GIC is connected and that does ustecany change in SEIG
rotor speed. When the wind speed changes to 10.8 m/s, 11,2&%m/s and 10.5 m/s
att=2 s, t=5 s, t=6 s and t=8 s, in that order, as shown in F&6 &a), corresponding to
these variations, rotor speed changes to 171.1 rad/s, a8 172. 5 rad/s and 167 rad/s,
respectively. Due to switching of loads at t=3 s, t=4.5 s add, negligible notches occur
in the rotor speed as shown in Fig. 4.26 (b). This proves hgdlinctioning of GIC. This
SEIG system does not use closed loop frequency control. iwkequency is controlled
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by GIC in open loop manner. Due to wind speed variations aad \@riations, frequency
has notches and spikes on the set value of 50 Hz, as evidem#ig 4.26 (c).

At t=2 s, wind speed changes to 10.8 m/s, and corresponditigsteariation, rotor
speed changes to 171.7 rad/s. It is observed from Fig. 4&7StBIG terminal frequency
decreases due to availability of excess active power. F&§ ghows active power of SEIG
changes from zero to -2375 W. Fig. 4.29 shows the new steatly-glue of anglé be-
comes -144°, from the previous value of zero. Increase wind speed |leadstease od
in negative direction. Hence, GIC absorbs active power G238/ from SEIG. Fig. 4.30
shows the active power of GIC changes from zero to 2375 Woinallg the above fre-
guency transient, the angdeand active power flow in GIC reach the steady-state and finally
SEIG frequency becomes equal to the GIC frequency. SElGémey is maintained at its
rated value without any frequency feedback. This occurstdescess power absorbed by
the GIC during the transient period. As observed in Fig. 4tB8 GIC line voltage lags
SEIG stator line voltage by = —14.4°. Since,d < 0° the GIC acts as an equivalent resis-
tance and this power is stored in DC link battery. Due to agtewer drawn by GIC, SEIG
terminal voltage deviates from the rated value of 586.8 Vtasws in Fig. 4.31.
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Figure 4.27: Simulation result showing variation of SElI€dguency corresponding to wind
speed change from 9.8 m/s to 10.8 m/s
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Figure 4.28: Simulation result showing variation of SEI@waepower corresponds to wind
speed change from 9.8 m/s to 10.8 m/s

But SEIG-GIC operate in closed loop with voltage as feedbaokl thePl updates its
output,i.e., modulation indexmvalue from 0.73 to 0.83 as presented in Fig. 4.32. The wind
speed perturbation taken at t=2 s, makes the fundamentalarment of GIC output voltage
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Figure 4.29: Simulation result showing SEIG and GIC voltageeforms with steady-state
value ofd in wind speed change from 9.8 m/s to 10.8 m/s.
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Figure 4.30: Simulation result showing variation of GICiaetpower corresponding to
wind speed change from 9.8 m/s to 10.8 m/s
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Figure 4.31: Simulation result showing SEIG peak voltageef@m corresponding to
wind speed change from 9.8 m/s to 10.8 m/s

more than the fundamental component of SEIG stator lineagelt(sincan is more than
critical value). Hence, GIC acts as an equivalent capaaitdrsupplies additional leading
reactive power of the order of 705 VAR as shown in Fig. 4.33 k&g. 4.33 (b) shows that
steady-state reactive power of SEIG corresponding to timd perturbation is - 4195 VAR.
However, as shown in Fig. 4.33 (c), excitation capacitovaies 3490 VAR in steady-state.
Under steady-staté, remains at the same value to maintain the power balancesaefos.
The GIC acts as an equivalent parallel combination of resc and capacitance from time
t=2 s to next transient period t=3 s.
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Figure 4.32: Simulation result showing variation of modiala index of GIC with time
corresponding to wind speed change from 9.8 m/s to 10m/s.

705
480
0

-500

-906

198 22 25 2.8 3 198 22 25 2.8 3 2.2 25 2.8
Time (s) Time (s) Time (s)

(a) (b) ()

0

=R
o©
oo

-2200

=N wWw
o
o
o

o
o 8

-3490
-4195

Reactive power (VAR)
Reactive power (VAR)

Reactive power (VAR)

=
©
®©

Figure 4.33: Simulation results showing reactive poweratem corresponding to wind
speed change from 9.8 m/s to 10.8 m/s (a) GIC (b) SEIG (c) &txait capacitor

At time t=3 s, resistive load of 10Q@/phase is switched on across the SEIG termi-
nals, corresponding to this, SEIG terminal frequency desee for a moment as shown in
Fig. 4.34 due to active power absorbed by the load. Fig. 48%K{) and (c) are showing ac-
tive power variation of load, SEIG and GIC. Fig. 4.35 (a) shadkat active power absorbed
by this load is 1746 W. As a result angbebetween SEIG and GIC voltages increases in
positive direction. Fig. 4.36 shows the new steady-stalgevaf angled becomes -7.2
from the previous value of -1424 Moreover active power provided by SEIG as shown in
Fig. 4.35 (b) is -2375 W and absorbed by load is 1746 W and asteapower of order
of 629 W absorbed by GIC (previous value 2375 W at no load) as/shn Fig. 4.35 (c).

To maintain power balance due to adding resistive load, fiizabsorbs only 629 W from
SEIG (So now equivalent resistance has increased) for mgt&EIG frequency with GIC
frequency. The GIC based SEIG system is operated in closgdttomake SEIG voltage
constantPl updates its outpute. modulation indexin= 0.81 as shown in Fig. 4.37. Since
modulation index, m is more than that of critical modulatiodex, m value so here GIC
output voltage is more than SEIG voltage (as described itiosed.3 value ofr; > 0).
Fig. 4.38 shows the SEIG peak voltage variation due to switchf 100Q/phase load. It
is observed that SEIG peak reaches to 602 V and comes bactetbvaue of 586.8 V.
Reactive power variation of GIC, SEIG and excitation cajmeicdue to the switching of
100Q/phase load are presented in Fig. 4.39 (a), (b) and (c). Héme&IC still acts as an
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equivalent capacitor and it supplies additional reactwegr of the order of 705 VAR. Dur-
ing this period VAR drawn from the excitation capacitor rénsaunchanged (3490 VAR).
So from the above discussion it is observed that GIC stilfajgs as an equivalent parallel
combination of resistance and capacitance.
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Figure 4.34: Simulation result showing variation of SEI@&duency due to switching of
100Q/phase load
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Figure 4.35: Simulation results showing active power amadue to switching of 100
Q/phase load: (a) load (b) SEIG (c) GIC
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Figure 4.36: Simulation result showing SEIG and GIC voltageeforms with steady-state
value ofd due to switching of 10@/phase load
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Figure 4.37: Simulation result showing variation of modiala index due to switching of
100Q/phase load
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Figure 4.38: Simulation result showing SEIG peak voltageef@m due to switching of
100Q/phase load
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Figure 4.39: Simulation results showing reactive poweraten due to switching of 100
Q/phase load: (a) GIC (b) SEIG (c) Excitation capacitor

At time t=4.5 sRload of 400Q/phase is added so net load across SEIG becomes

80 Q/phase. This load perturbation leads to momentary fall ilGSterminal frequency
due to active power drawn by load from the SEIG. Fig. 4.40 (@) and (c) are showing
the active power variation of n® load, SEIG and GIC. It is observed that active power
drawn by load is 2182 W and active power provided by SEIG i§528/. To meet the load
requiremen®d rises in the positive direction. Fig. 4.41 shows the newdstesiate value of
angled becomes -4.5from the previous value of -7°2 Hence GIC further rejects active
power and settles at 192.7 W till SEIG frequency matches @Ith frequency. Hence, the
resistance offered by GIC increases further. As the SEIG-§istem operated in a closed
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loop voltage as feedback, the outpuRifcontroller updated its modulation indexr,value
like the previous case and settles at 0.83 as presented.id B@ In this case also GIC
fundamental component of output voltage is more than th&HG voltage but the volt-
age ratio is approximately same with the previous case. &4 shows the SEIG peak
voltage variation, it is observed that corresponds to sl Iswitching, SEIG reaches to
570 V and comes back to the rated value of 586.8 V at 4.58 s.4H4d. (a), (b) and (c)
are showing variation of reactive power corresponding i®lthad switching. Fig. 4.44 (a)
shows that steady-state reactive power supplied by GICS3/AR. Fig. 4.44 (b) shows that
steady-state reactive power VAR provided by SEIG is -419R\%ame with previous case.
Fig. 4.44 (c) shows that steady-state reactive power VARideal by excitation capacitor
is 3490 VAR same with previous case. During this transienbpeGIC still operated as an
equivalent parallel combination of resistance and capacd.
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Figure 4.40: Simulation results showing active power amadue to load switching of
400Q/phase: (a) load (b) SEIG (c) GIC
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Figure 4.41: Simulation result showing SEIG and GIC voltageeforms with steady-state
value ofd due to load switching of 40Q/phase
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Figure 4.42: Simulation result showing variation of modiala index of GIC with time
corresponding to load switching of 4@phase

T T T

586.8 —wav
570+ -
Il Il Il

4.3 45 4.58 4.8 5
Time (s)

v, (V)

Figure 4.43: Simulation result showing SEIG peak voltaggati@n due to load switching
of 400Q/phase
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Figure 4.44: Simulation results showing reactive poweratemn due to load switching of
400Q/phase: (a) GIC (b) SEIG (c) Excitation capacitor

At t=5 s, wind speed changes from 10.8 m/s to 11.2 m/s, anésponding to this
variation, rotor speed changes to 176.7 rad/s. Hence, mamyemse of SEIG frequency
appears at t=5 s due to availability of excess active powedradier that SEIG frequency
follows GIC frequency and comes back to 50 Hz as seen in H&. Due to this perturba-
tion o increases in negative direction. Fig. 4.46 shows the neadgtstate value of angle
0 becomes -7.2from the previous value of -4°5 Fig. 4.47 (a), (b) and (c) are showing
active power variation of load, SEIG and GIC respectivelprr€sponding to increase in
wind speed from 10.8 m/s to 11.2 m/s, active power supplieBBNs changes from -2375
to -3405 W. Out of this load absorbs 2182 W and GIC absorbs ¥228 maintain active
power balance.

During this perturbationP! updated its output i.e., modulation indexm value
from 0.83 to Q86 as presented in Fig. 4.48. In this case also GIC fundainamtgponent
of output voltage is more than that of SEIG voltage. Fig. 486ws the SEIG peak volt-
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Figure 4.45: Simulation result showing variation of SEI&djuency corresponding to in-
crease in wind speed from 10.8 m/sto 11.2 m/s
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Figure 4.46: Simulation result showing SEIG and GIC voltageeforms with steady-state
value ofd corresponding to increase in wind speed from 10.8 m/s torhis2

age variation, it is observed that corresponding to thisdvparturbation, SEIG reaches to
591.2 V and comes back to the rated value of 586.8 V at 5.16 . 4%0 (a), (b) and
(c) are showing variation of reactive power of GIC, SEIG arditation capacitor corre-
sponding to increase in wind speed from 10.8 m/s to 11.2 misinD this perturbation, at
steady-state GIC supplies 1034 VAR, SEIG demands -4524 \#dRexcitation capacitor
provides 3490 VAR (same with previous case). During thiegrent period GIC operates
as an equivalent parallel combination of resistance andagnce.

At t=6 s, wind speed changes from 11.2 m/s to 10.9 m/s, anégponding to this vari-
ation, rotor speed changes from 176.7 rad/s to 172.5 ragfscéi momentary decrease of
SEIG frequency appears at t=6 s, with decreased wind spekaften that SEIG frequency
follows GIC frequency and comes back to 50 Hz as presentedyirtf51. Corresponding
to this wind speed change, Fig. 4.52 shows the new steathsthue of anglé becomes
-6.21° from the previous value of -7°2Fig. 4.53 (a), (b) and (c) are showing active power
variation of load, SEIG and GIC respectively. Correspogdim decrease in wind speed
from 11.2 m/s to 10.9 m/s, active power supplied by SEIG charigpm -3405 W to -2633
W. Load absorbs 2182 W and GIC absorbs 452 W to maintain gotiwer balance.
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Figure 4.47: Simulation results showing variation of aefpower corresponding to increase
in wind speed from 10.8 m/sto 11.2 m/s: (a) load (b) SEIG (¢} Gl
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Figure 4.48: Simulation result showing variation of modwla index of GIC with time
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Figure 4.49: Simulation result showing SEIG peak voltageatian corresponding to in-
crease in wind speed from 10.8 m/s to 11.2 m/s
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Figure 4.50: Simulation results showing reactive poweiat@mn corresponding to increase
in wind speed from 10.8 m/sto 11.2 m/s: (a) GIC (b) SEIG (c)texion capacitor

During this perturbationP! updated its outputi,.e., modulation indexm value
from 0.86 to 083 as presented in Fig. 4.54. In this case also GIC fundarnesrgoonent
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Figure 4.51: Simulation result showing variation of SEI@&duency corresponding to in-
crease in wind speed from 11.2 m/s to 10.9 m/s
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Figure 4.52: Simulation result showing SEIG and GIC voltageeforms with steady-state
value ofd corresponding to decrease wind speed from 11.2 m/s to 18.9 m/

of output voltage is more than that of SEIG voltage. Fig. 4b&ws the SEIG peak voltage
variation corresponding to this wind speed perturbationis bbserved that SEIG peak
voltage comes to rated voltage at t=6.12 s. Fig. 4.56 (a)id)(c) are showing variation
of reactive power of GIC, SEIG and excitation capacitor egponds to increase in wind
speed from 11.2 m/s to 10.9 m/s. During this perturbation &i@plies 778 VAR, SEIG

demands -4268 VAR and excitation capacitor provides 349R \(ame with previous

case). During this transient period GIC operates as an algmivparallel combination of

resistance and capacitance.
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Figure 4.53: Simulation results showing variation of aetpower corresponding to de-
crease in wind speed from 11.2 m/s to 10.9 m/s: (a) load (bESE) GIC
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Figure 4.54: Simulation result showing variation of modiala index of GIC with time
corresponding to decrease in wind speed from 11.2 m/s toru&9
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Figure 4.55: Simulation result showing variation of SEIGkeoltage corresponding to
decrease in wind speed from 11.2 m/s to 10.9 m/s
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Figure 4.56: Simulation results showing reactive poweiat@mn corresponding to increase
in wind speed from 11.2 m/s to 10.9 m/s: (a) GIC (b) SEIG (c)texion capacitor
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At t=7 s, resistive load 10Q/phase is removed from the SEIG terminals which
leads to momentary rise in SEIG terminal frequency and #iirSEIG frequency follows
GIC frequency and comes back to 50 Hz as shown in Fig. 4.57re§oonds to this load
change, Fig. 4.58 shows the new steady-state value of angézomes -14.76from the
previous value of -6.21 Fig. 4.59 (a), (b) and (c) are showing active power variatd
load, SEIG and GIC corresponds to removal of load at windépé&&0.9 m/s. During this
perturbation active power supplied by SEIG is -2633 W (santk previous case due to
same wind speed). Active power drawn by load is decreased 2482 W to 436.4 W (due
to removal of load). Active power absorbed by GIC increasam 452 W to 2197 W (which
is more than the previous case) to maintain active powenbalaCorresponding to this load
perturbation, the output ¢?l controller updated its modulation index,from 0.83 to 0.84
as presented in Fig. 4.60. In this case also GIC fundameamaponent of output voltage
is more than that of SEIG voltage. Fig. 4.61 shows SEIG pe#tkge changes from rated
value of 586.8 V to 613 V and comes back to rated value at 7.ERys4.62 (a), (b) and (c)
are showing variation of reactive power of GIC, SEIG and &titin capacitor corresponds
to removal of load at wind speed 10.9 m/s. During this pe#tidn GIC supplies 778 VAR.
SEIG requires about 4270 VAR during this transient perioxcitation capacitor supplies
3490 VAR (there is no change in the VAR provided by excitatapacitor). During this
transient period GIC still operated as an equivalent palrabmbination of resistance and
capacitance.
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Figure 4.57: Simulation result showing variation of SEI&duency corresponding to re-
moval of load at wind speed 10.9 m/s
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Figure 4.58: Simulation result showing SEIG and GIC voltageeforms with steady-state
value ofd corresponding to removal of load at wind speed 10.9 m/s
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Figure 4.59: Simulation results showing variation of aefower corresponding to removal
of load at wind speed 10.9 m/s: (a) load (b) SEIG (c) GIC
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Figure 4.60: Simulation result showing variation of modiala index of GIC with time
corresponding to removal of load at wind speed 10.9 m/s

At t=8 s, wind speed changes from 10.9 m/s to 10.5 m/s and smoreling to
this variation, SEIG rotor speed decreases to 167 rad/s.céjanomentary decrease of
SEIG frequency appears at t=8 s, with decreased wind spekaften that SEIG frequency
follows GIC frequency and comes back to 50 Hz as presented)iftf63. Corresponding
to this wind speed change, Fig. 4.64 shows the new steaday\sthte of angled becomes
-8.1° from the previous value of -14.76Fig. 4.65 (a), (b) and (c) are showing active power
variation of load, SEIG and GIC respectively. Correspondsdcrease in wind speed from
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Figure 4.61: Simulation result showing variation of SElGleoltage corresponding to
removal of load at wind speed 10.9 m/s m/s
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Figure 4.62: Simulation results showing variation of ragcpower corresponding to re-
moval of load at wind speed 10.9 m/s: (a) GIC (b) SEIG (c) extimnh capacitor

10.9 m/s to 10.5 m/s, active power supplied by SEIG changes {2633 W to -1612 W.
Active power drawn by load is 436.4 W. Active power absorbg&bC changes from 2197
W to 1165 W to maintain active power balance. During thisymbdtionPIl updated its
outputi.e., modulation index, m value from 0.84 to 0.77 as shown in Fi§64 In this
case also GIC fundamental component of output voltage i tha@mn that of SEIG voltage.
Fig. 4.67 shows variation of SEIG peak voltage. It is obseérireat SEIG peak reaches
to 594.6 V and comes to rated value of 586.8 V at 8.15 s. Fi@ & (b) and (c) are
showing variation of reactive power of GIC, SEIG and ex@taicapacitor corresponding
to decrease of wind speed from 10.9 m/s to 10.5 m/s. Durirsgaiiturbation period SEIG
requires 3976 VAR. GIC supplies of the order of 480 VAR. Eatidn capacitor supplies
3490 VAR (there is no change in the VAR provided by excitatbapacitor). During this

transient period GIC still operates as an equivalent peredimbination of resistance and
capacitance.
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Figure 4.63: Simulation result showing variation of SEI&duency corresponding to de-
crease in wind speed from 10.9 m/s to 10.5 m/s
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Figure 4.64: Simulation result showing SEIG and GIC voltageeforms with steady-state
value ofd corresponding to decrease in wind speed from 10.9 m/s tori&5
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Figure 4.65: Simulation results showing variation of aetpower corresponding to de-
crease in wind speed from 10.9 m/s to 10.5 m/s: (a) load (bBESE) GIC

Fig. 4.69 (a) shows the stator line current waveform. At wapded of 9.8 m/s and
corresponding stator peak voltage of 586.8 V, stator pealestiis 6.8 A. At t=1s, due to
switching of GIC, stator peak current remains same. At t3#isgd speed increased to 10.8
m/s thus increasing the mechanical power input and activeepoutput of the generator.
As the stator voltage of SEIG remains constant due to clasmal Voltage control by GIC,
the stator current increased to 9.45 A. Att= 3 s and 4.5 schnity of loads of 10@/phase
and 400Q/phase, respectively do not have any effect on stator limentiexcept spike due
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Figure 4.66: Simulation result showing variation of modaaindex of GIC corresponding
to decrease in wind speed from 10.9 m/s to 10.5 m/s
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Figure 4.67: Simulation result showing variation of SElGleoltage corresponding to
decrease in wind speed from 10.9 m/s to 10.5 m/s m/s
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Figure 4.68: Simulation results showing variation of raecpower corresponding to de-
crease in wind speed from 10.9 m/s to 10.5 m/s: (a) GIC (b) SE)&xcitation capacitor

to healthy functioning of GIC. At t=5 s, wind speed increaged 1.2 m/s thus increasing
the mechanical power input and active power output of thegear. As the stator voltage
of SEIG remains constant due to closed loop voltage conyydBIC, the stator current
increased to 11.07 A. The stator peak current decreasesifiod? A to 9.81 A, due to
decrease of wind speed to 10.9trtv6 s. At t=7 s, load is removed so only a spike occurs
and stator current maintains its previous value. At t=8 sdvpeed reduces to 10.5 m/s so
mechanical power input and active power output of SEIG agemme. As the stator voltage
of SEIG remains constant due to closed loop voltage contydBILC, the stator current
decreased from to 9.81 A to 8.35 A.

Fig. 4.69 (b) shows the load current waveform. First loadngched on at t=3 s. Till
then load current was zero. At t=3 s due to switching of load@3 Q/phase, load peak
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current increase from zero to 3.38 A. At t=4.5 s, due to swiiglof load of 400Q/phase,

net load decreases to 8phase. Corresponding to this, load peak current incrdesms
3.38 At04.23 A. Att=7 s, 10@/phase load is removed from SEIG so load current reduced
from 4.23 A to 0.85 A. After that there is no load change. Sallpaak current remains
constant at 0.85 A. The variation in SEIG stator current withd speed variation is taken
care by GIC and load current not affected by stator curreanghs.
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Figure 4.69: Closed loop simulation results of stator aurend load current waveforms
of optimized GIC based SEIG system during different pedtidns: (a) Stator line current
waveform of of SEIG (b) Load current waveform

4.6.2 Transient performance of optimized GIC based SEIG sysm
feeding IM load

As the results presented and discussed in the chapter 3,iSEtEable to operate IM load
successfully. So, a closed loop control is essential diytat t=0 s, a wind speed of 9.8 m/s
is selected in the simulation to develop the rated SEIG geltao show the effectiveness
of the proposed closed loop control technique and to run #mhotM load with SEIG, the
perturbations considered are as follows.

1. Switching of GIC att=1 s,

2. Wind speed increased from 9.8 m/s to 10.8 m/s at t=2 s,
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3. Switching of IM load at t=3 s with zero mechanical load,
4. Mechanical load of 4 Nm is appliedto IM at t=5 s,

5. Wind speed increased from 10.8 m/sto 11.2 m/s att=6 s,
6. Mechanical load is removed from IM at t=7 s and

7. Wind speed decreased from 11.2 m/sto 10.9 m/s at t=8 s.

Simulation results for variation of wind speed and IM loadnti@ned in the beginning of
this subsection are shown in Fig. 4.70. Fig. 4.70 (a) showslwpeed variation consid-
ered as input for simulation, Fig. 4.70 (b) shows the SEI@rrspeed corresponding to this
variation. Fig. 4.70 (c) shows frequency of SEIG controiledpen loop manner by GIC,
corresponding to this wind speed and load perturbatiorg. 470 (d) shows SEIG stator
peak voltage when controlled in closed loop manner by Gl@esponding to this wind
speed and load perturbations. Detail of Fig. 4.70 are desdiin subsequent paragraphs.
As discussed in the previous subsection 4.6.1, GIC is cdaedevith SEIG at t=1 s. GIC
is connected with the SEIG at the point of common couplinguichsa manner that no ex-
change of active power and reactive power occurs betweem dhsteady state.
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Figure 4.70: Closed loop simulation results of proposed Bd€ed SEIG with IM loading

and wind speed perturbations: (a) Wind speed (b) Rotor spe®HIG (c) Stator frequency
of SEIG (d) Stator peak voltage of SEIG
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At t=2 s, wind speed changes to 10.8 m/s, and corresponditiygwariation, rotor
speed changes to 171.7 rad/s. It is observed from Fig. 4at1StBIG terminal frequency
increases due to availability of excess active power. EigR 4hows active power of SEIG
changes from zero to -2375 W. Fig. 4.73 shows the new stetatly-glue of angl® be-
comes -14°, from the previous value of zero. Wind speed increase leatdgtease od
in negative direction. Hence, GIC absorbs active power @528/ from SEIG. Fig. 4.74
shows the active power of GIC changes from zero to 2375 Wotallg the above fre-
guency transient, the angbeand active power flow in GIC reach the steady-state and finally
SEIG frequency becomes equal to the GIC frequency. SEIGié&mcy is maintained at its
rated value without any frequency feedback. This occurstdescess power absorbed by
the GIC during the transient period. As observed in Fig. 4tfi8 GIC line voltage lags
SEIG stator line voltage by = —14.4°. Since,d < 0° the GIC acts as an equivalent re-
sistance and this power is stored in DC link battery. Due tov@@ower drawn by GIC,
SEIG terminal voltage deviates from the rated value of 586z8 shown in Fig. 4.75. But
SEIG-GIC operate in closed loop with voltage as feedbac#f,thaPl updates its output,
i.e.,, modulation indexm value from 0.73 to 0.83 as presented in Fig. 4.76. The wind
speed perturbation taken at t=2 s, makes the fundamentalaent of GIC output voltage
more than the fundamental component of SEIG stator lineageli{since m is more than
critical value). Hence, GIC acts as an equivalent capaaitdrsupplies additional leading
reactive power of the order of 705 VAR as shown in Fig. 4.77 k. 4.77 (b) shows that
steady-state reactive power of SEIG corresponding to timd perturbation is - 4195 VAR.
However, as shown in Fig. 4.77 (c), excitation capacitorjaies 3490 VAR in steady state.
Under steady-staté, remains at the same value to maintain the power balancesaefes.
The GIC acts as an equivalent parallel combination of resc and capacitance from time
t= 2 s to next transient period t=3 s.
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Figure 4.71: Simulation result (GIC based SEIG system td t&&load) showing SEIG
frequency variation corresponding to wind speed change 8@ m/s to 10.8 m/s
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Figure 4.72: Simulation result (GIC based SEIG system td f¥kload) showing variation
of SEIG active power corresponds to wind speed change fr8m®s to 10.8 m/s
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Figure 4.73: Simulation result (GIC based SEIG system td t&&load) showing SEIG
and GIC voltage waveforms with steady state-valu® af wind speed change from 9.8
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Figure 4.74: Simulation result (GIC based SEIG system td flseload) showing variation
of GIC active power corresponding to wind speed change fr@m¥s to 10.8 m/s (GIC
based SEIG system to feed IM load)

Att=3s, IM is connected to SEIG with no mechanical load, INaeted the rated
speed of 157 rad/s at t=3.36 s after the successful staisgen from Fig. 4.78 (a). The
electromagnetic torque of IM The electromagnetic torqud/ok also showing appreciable
starting transients that are settled at t=3.36 s as obséwad-ig. 4.78 (b). Fig. 4.79 shows
SEIG frequency variation with IM load (mechanical load is®@eat 10.8 m/s wind speed.
As seen from this figure SEIG frequency reaches to 50 Hz aB6=8. Fig. 4.80 (a), (b)
and (c) are showing active power variation of SEIG, IM load &IC corresponding to
this IM load switching. As seen from Fig. 4.80 (a) that steathte active power provided

97



4.6 Results and Discussion

586,81

v (V)

1 1 1

2.5
Time (s)

Figure 4.75: Simulation result (GIC based SEIG system td t&&load) showing SEIG
peak voltage waveform corresponding to wind speed chaonge %8 m/s to 10.8 m/s (GIC
based SEIG system to feed IM load)
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Figure 4.76: Simulation result (GIC based SEIG system td fi¥kload) showing variation
of modulation index of GIC with time corresponding to windespl change from 9.8 m/s to
10.8 m/s
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Figure 4.77: Simulation results (GIC based SEIG systemdd f& load) showing reactive
power variation corresponding to wind speed change froorm3s8to 10.8 m/s (GIC based
SEIG system to feed IM load): (a) GIC (b) SEIG (c) Excitati@pacitor

by SEIG is of the order of -2375 W. Fig. 4.80 (b) shows that eitid load is operated
with no mechanical load so, active power absorbed by it zegiemdy-state. Hence, to
maintain active power balance GIC absorbed 2375 W (for ramiimg SEIG frequency) as
observed in Fig. 4.80 (c). During this transient period GK&rs same resistance to the
SEIG system like the previous period. The PI controller wesl#s output.e., modulation
index,mto 0.89. SEIG peak voltage comes to rated voltage of 586.88t<S as seen in
Fig. 4.81. During this period as discussed in the previoos@emodulation index is more
than critical modulation index value so line voltage of auttpf GIC is more than stator line
voltage of SEIG. Fig. 4.82 (a) shows that during this pewtidn VAR demanded by SEIG
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is of the order -4194. Fig. 4.82 (b) shows that the VAR demdraeIM load is -753.3

VAR. Total VAR required by SEIG and IM load is provided by cajtar and GIC. It is

observed from Fig. 4.82 (c) that capacitor supplies 3490 \WA&RNg this period. Fig. 4.82
(d) shows that the VAR supplied by GIC is 1457.3 VAR.
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Figure 4.78: Simulation results of speed and torque vanatf IM load (mechanical load
is zero) connected with GIC based SEIG at 10.8 m/s wind spg@g¢&Rotor Speed of IM (b)
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Figure 4.79: Simulation result showing SEIG frequencyatéon with IM load (mechanical
load is zero) at 10.8 m/s wind speed
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Figure 4.80: Simulation results showing active power \tamawith IM load (mechanical
load is zero) at 10.8 m/s wind speed: (a) SEIG (b) GIC (c) IMlloa
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Figure 4.81: Simulation result showing variation of SEI@Gkeoltage with IM load (me-
chanical load is zero) at 10.8 m/s wind speed speed
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Figure 4.82: Simulation results showing reactive poweiateim with IM load (mechanical
load is zero) at 10.8 m/s wind speed speed: (a) SEIG (b) IM (op&Xxcitation capacitor
(d)aGliC

At t=5 s, mechanical load of 4 Nm is applied to the IM load. @sponding to
this, the speed of IM decreased to 149.2 rad/s as seen fram.BR)(a) and electromagnetic
torque increased to 4 Nm as observed from Fig. 4.83 (b). S&iGihal frequency falls for
a moment and comes back to 50 Hz at t=5.16 s as observed in.B#y.tdl active power
provided by SEIG matches with active power absorbed by GI€ Idhload. Fig. 4.85
(a) shows that active power provided by SEIG is -2375 W. Fi§54b) shows that active
power absorbed by IM load is of the order of 681.6. Fig. 4.9%fows that active power
absorbed by GIC is 1697.4 W to maintain power balance for tamimg SEIG frequency
at 50 Hz. During this perturbation GIC operates as a resistaBince the SEIG-GIC sys-
tem operates in closed loop by updating outpuPbf SEIG peak voltage comes to rated
voltage of 586.8. Fig. 4.86 (a) and (b) show that reactivegrawquired by SEIG and IM
load are -4194 VAR and -753.3 VAR, respectively. It is obserfrom Fig. 4.86 (c) and (d)
that excitation capacitor and GIC supply approximately s@mount of VAR as provided
in the previous case. The GIC acts as an equivalent paralebimation of resistance and
capacitance from time t=5 s to next transient period t=6 s.
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Figure 4.83: Simulation results showing speed and torqtiati@n of IM load correspond-

ing to insertion of mechanical load of 4 Nm with 10.8 m/s wipeed: (a) IM speed (b) IM
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Figure 4.84: Simulation result showing SEIG frequencyai#on corresponding to IM load
(insertion of 4 Nm mechanical load ) with 10.8 m/s wind speed
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Figure 4.85: Simulation results showing active power taracorresponding to IM load
(insertion of 4 Nm mechanical load ) with 10.8 m/s wind speed
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Figure 4.86: Simulation results showing reactive poweratem corresponding to IM load
(insertion of 4 Nm mechanical load ) with 10.8 m/s wind spe@):SEIG (b) IM load (c)
excitation capacitor (d) GIC

At t=6 s, due to increase in wind speed from 10.8 m/s to 11.2 B#G rotor
speed increased from 171.2 rad/s to 176.6 rad/s. As a resift ®rminal frequency rises
for a moment and comes back to 50 Hz at t=6.12 s. IM load roteed@mnd torque are
same with previous case as there is no change in mechanazhblccurs. Fig. 4.88 (a)
shows that active power provided by SEIG changes from -237% V8407 W. Fig. 4.88
(b) shows that active power absorbed by IM load is 681.6 W.4£B88 (c) shows that active
power absorbed by GIC changes from 1693.4 W to 2725.4 W. Wiaéambe of active
power occurs SEIG frequency comes to 50 Hz. During this peation GIC operates as
a resistance. As voltage is used as a feed bBtkjpdates its output and peak of SEIG
comes to rated voltage of 586.8 V. Fig. 4.88 (a) shows thatirespower required by SEIG
changes from -4194 VAR to -4524 VAR. Fig. 4.88 (b) shows tleaictive power required
by IM load is -753.3 VAR. Fig. 4.88 (c) shows that VAR suppliggexcitation capacitor is
3490 VAR. Fig. 4.88 (d) shows that VAR supplied by GIC chanigesh 1453 VAR to 1800
VAR. The GIC acts as an equivalent parallel combination sfstance and capacitance
from time t=6 s to next transient period t=7 s.
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Figure 4.87: Simulation result showing SEIG frequencyai#on corresponding to IM load
(4 Nm mechanical load ) with 11.2 m/s wind speed
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Figure 4.88. Simulation results showing active power taracorresponding to IM load
(4 Nm mechanical load) with 11.2 m/s wind speed: (a) SEIGNb)dad (c) GIC
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Figure 4.89: Simulation results showing reactive powelatem corresponding to IM load
(4 Nm mechanical load ) with 11.2 m/s wind speed: (a) SEIG kb)dad (c) Excitation
capacitor (d) GIC

At t=7 s, mechanical load of IM load is removed. It is obserfredn Fig. 4.90
(a) that, corresponding to this IM speed increases from2Lei/s to 157 rad/s. Fig. 4.90
(b) shows electromagnetic torque decreased from 4 Nm toateto7.12 s. Removal of
mechanical load results momentary rises in SEIG frequendybaings the frequency to
50 Hz at t=7.13 s as seen in Fig. 4.91. Fig. 4.92 (a) shows thategower provided by
SEIG is -3407 W. Fig. 4.92 (b) shows that active power absbhbydM load decreases from
681.6 W to zero W due to removal of mechanical load across Iyl.4z92 (c) shows that
active power absorbed by GIC changes from 2725.4 W to 3407 énfAbalance of active
power occurs SEIG frequency comes to 50 Hz. During this peation GIC operates as
a resistance. As voltage is used as a feed bBtkjpdates its output and peak of SEIG
comes to rated voltage of 586.8 V. Fig. 4.93 (a) shows thatikeapower required by SEIG
changes from -4194 VAR to -4524 VAR. Fig. 4.93 (b) shows tleaictive power required
by IM load is -753.3 VAR. Fig. 4.93 (c) shows that VAR suppliggdexcitation capacitor is
3490 VAR. Fig. 4.93 (d) shows that VAR supplied by GIC chanfgesh 1453 VAR to 1800
VAR. The GIC acts as an equivalent parallel combination sfstance and capacitance
from time t=7 s to next transient period t=8 s.
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At t=8 s, wind speed decreased from 11.2 m/s to 10.9 m/s,sqooreling to that SEIG
rotor speed decreased from 176.7 rad/s to 172.5 rad/s. Asith neomentary falls in SEIG
terminal frequency occurred and comes to 50 Hz at t=8.12 saxsis Fig. 4.91. Fig. 4.92
(a) shows that active power provided by SEIG changes frofd 734 to -2634 W. Fig. 4.92
(b) shows that active power absorbed by IM load is zero W dueotanechanical load
across IM. Fig. 4.92 (c) shows that active power absorbed 6y caanges from 3407 W
to 2634 W. When balance of active power occurs SEIG frequeanyes to 50 Hz. During
this perturbation GIC operates as a resistance. As volsageed as a feed badkl updates
its output and peak of SEIG comes to rated voltage of 586.8¢/.4:93 (a) shows that
reactive power required by SEIG changes from -4524 VAR t0d&4¥AR. Fig. 4.93 (b)
shows that reactive power required by IM load is -753.3 VAR). B.93 (c) shows that
VAR supplied by excitation capacitor is 3490 VAR. Fig. 4.9 $hows that VAR supplied
by GIC changes from 1800 VAR to 1539 VAR. The GIC acts as anvedgnt parallel
combination of resistance and capacitance from time t=8=aa.
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Figure 4.90: Simulation results showing speed and torqtiati@n of IM load correspond-
ing to wind speed 11.2 m/s (at t=7 s) and 10.9 m/s (at t=8 s)Ma)peed (b) IM torque
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Figure 4.91: Simulation result showing SEIG frequency at#oh corresponding to wind
speed 11.2 m/s (at t=7 s) and 10.9 m/s (at t=8 s) with IM load
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Figure 4.93: Simulation results showing reactive powerat@n corresponding to wind
speed 11.2 m/s (at t=7 s) and 10.9 m/s (at t=8 s) with IM loafiSEG (b) IM load (c)
excitation capacitor (d) GIC

Stator current waveform of SEIG for the above simulatiordgtis shown in

Fig. 4.94 (a). At wind speed of 9.8 m/s and correspondingsiaak voltage of 586.8 V,
stator peak current is 6.8 A. Att=1 s, due to switching of th€ Gtator peak current is 6.8
A. At t=2 s, wind speed increased from 9.8 m/s to 10.8 m/s thaserasing the mechanical
power input and active power output of the generator. Astétesvoltage of SEIG remains
constant due to closed loop voltage control by GIC, the sfaak current increases from
6.8 Ato 9.3 A. Att=3 s and 4.5 s, switching of IM load with zere&ahanical load and 4
Nm, respectively do not have any effect on stator line curdere to healthy functioning
of GIC. At t=6 s, wind speed increased from 10.8 m/s to 11.2thnis increasing the me-
chanical power input and active power output of SEIG. Cawesling to this, stator peak
current increases from 9.3 Ato 11 A. Att=7 s, mechanical loBlM load is removed, do
not have any effect on stator line current due to healthytfanimng of GIC. At t=8 s, wind
speed decreased from 11.2 m/s to 10.9 m/s so stator curremidshiso decrease from 11
At0 9.8 A

Fig. 4.94 (b) shows the stator current of IM load. IM load iststved on at t=3 s. Till
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then stator current of IM was zero. At t=3 s, due to switchihdh load peak of stator

line current of IM increased from zero to 1.45 A. At t= 5 s, macital load of 4 Nm is

applied across IM load due to this peak of stator line curcériM load increased from

1.45 Ato 1.98 A. Att=7 s, mechanical load is removed from IMdoso stator current of
IM load decreased to 1.45 A. After that there is no mechamieal change across IM load.
So stator peak current of IM load remains constant at 1.48n. viariation in SEIG stator
current with wind speed variations is taken care by GIC aatbsturrent of IM load is not

affected by SEIG stator current changes.

Figure 4.94: Simulation results of SEIG stator current avicstator current waveforms of
GIC based SEIG with IM loading and wind speed perturbati¢asSEIG stator current (b)
stator current of IM load

It is observed from the above simulation results that pedlage amplitude and termi-
nal frequency of SEIG maintains its rated value (using themated optimal gains). It is
possible due to integration of GIC with SEIG by maintainimtj\ee power balance without
frequency feedback and by maintaining reactive power ugfigge as feedback.

4.6.3 Harmonic analysis of optimized GIC based SEIG system

The performance of the optimized GIC based SEIG system esaed through harmonic
analysis. Total harmonic distortion (THD) of voltages amdrents at both generator and
load side are computed. Harmonic spectrum of SEIG stattage) stator current and load
current of 2 kW are shown in Fig. 4.95 (a), (b), (c) and (d)pessively. Fig. 4.95 (a) and
(b) show that THD of SEIG stator voltage and currents at2% and (3%, respectively.
Fig. 4.95 (c) and (d) show that THD of the resistive load vgétaand current are.02%
and 012%, respectively. Harmonic spectrum of SEIG stator vatagator current and IM
stator voltage and IM stator current are shown in Fig. 4.96, (c) and (d), respectively.
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Fig. 4.96 (a) and (b) show that THD of SEIG stator voltage amaents are 17% and
0.14%, respectively. Fig. 4.96 (c) and (d) show that THD of thedtator voltage and
stator current at no load condition ar2% and 015%, respectively. The THD value of
these range are well below the limit of 5%, provided in thendéad IEEE519. To show
the effectiveness of the optimized GIC based SEIG systenhirfgdR load and IM load,
obtained THD values are compared with [1] and presented bteTd.4 and Table 4.5,

respectively .

100

Mag (% of Fundamental)
2

100

50

0

Mag (% of Fundamental )

THD of SEIG voltage= 0.12%

“

0 200 400 600 800 1000
(a)
Frequency (Hz)
THD of load voltage= 0.12%
1000

200 400 600 800
(c)
Frequency (Hz)

Mag (% of Fundamental)

Mag (% of Fundamental)

100

o
(=1

(=1

THD of SEIG current= 0.23%

200 400 600 800
(b)
Frequency (Hz)

1000

100

50

THD of load current = 0.12%

0

200 400 600 800
(d)
Frequency (Hz)

1000

Figure 4.95: FFT analysis of optimized GIC based SEIG sy$ésding resistive load: (a)
SEIG stator voltage (b) SEIG stator current (c) load volt@doad current
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Figure 4.96: FFT analysis of optimized GIC based SEIG sys$ésaing IM load: (a) SEIG
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Table 4.4: Total harmonic distortions comparison optirdi&dC based SEIG system feed-

ing resistive load with [1]

SEIG Rload
voltage (%)| current (%)| voltage (%)| current (%)
optimized GIC based SEIG0.12 0.23 0.12 0.12
Chauharet al 0.79 1.61 2.17 2.17

Table 4.5: Total harmonic distortions comparison optirdi&dC based SEIG system feed-

ing IM load with [1]

voltage (%)

SEIG

current (%)

IM load

voltage (%)

current (%)

optimized GIC based SEIG0.17

Chauharet al

0.10

0.14
0.63

0.2
0.82

0.15
0.68
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4.7 Summary of the chapter

In this chapter parameters of the Generalized Impedancérdien (GIC) based SEIG
system are evaluated. SEIG system with GIC is developed tmpuating optimal values of
proportional and integral gains within stable zone usin@R&hnique. Further, simulation
is carried out to study its performance with wind speed viamg resistive and IM load.
Performance of optimized GIC based SEIG system is assdssryh harmonic analysis.
Total Harmonic Distortion (THD) of voltages and currentggaherator and load side are
achieved within 0.23 %. It is observed that the proposedwipéd GIC based SEIG system
is able to maintain SEIG voltage and frequency during vanigal speed with resistive and
IM load in isolated and remote areas.
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Chapter 5

GIC based SEIG system using HT and
CORDIC

5.1 Introduction

Intention of this chapter in the thesis is to develop simple eost effective voltage con-
troller for SEIG systems to be used in isolated and remot@sal@ remote regions, micro-
or mini-hydro and wind turbine based SEIG systems are begguently used in off-grid
mode. As described in the previous chapter, a simple voltag&ol scheme is being used
for SEIG using generalized impedance controller (GIC) [85§] and [83]. In GIC based
SEIG system, a single loop is used to control the voltagehi;ixdscheme, SEIG frequency
is controlled in open loop manner and follows GIC frequenéyoh is set at the rated fre-
guency of SEIG. The computation of instantaneous peakg®lpdays a significant role in
the voltage control scheme of GIC based SEIG system. In tiresdid voltage controlled
GIC based SEIG system conventional technique is used toutapeak where all the three
terminal voltages of SEIG are required to be sensed. Thigertdional approach demands
three sensors along with arithmetic functions such as squam, and square root. To
make controller simple and cost effective a new technigyaaposed in this chapter to
compute peak voltage using only one sensor along with Hilbemsform (HT) and CO-
ordinate Rotation Dlgital Computer (CORDIC). The computettage is then processed
and employed by the GIC based SEIG system for controllingStBES voltage. To study
the performance of proposed technique simulation is chmwig in MATLAB/Simulink
environment. Further, the proposed technique is impleetkah commercially available
TMS320F2812 Digital Signal Processor to carry out expeninier GIC based SEIG sys-
tem.
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5.2 Voltage control scheme of GIC based SEIG system usimqgadpesed voltage
computation technique

In this chapter voltage control scheme of GIC based SEIGesysising the proposed
voltage computation technique is described in section&e2tion 5.3 describes results and
discussion of this chapter followed by chapter summary.

5.2 Voltage control scheme of GIC based SEIG system us-
ing the proposed voltage computation technique

As described in previous chapter that the peak voltage o53&bne feedback variable to
the voltage controller. The computation of instantaneaakproltage plays an important
role in this control scheme which demands three sensorg alath arithmetic functions

such as square, sum, and square root. To make controlletesang cost effective a new
technique is proposed to compute peak voltage using onlysensor along with Hilbert

Transform (HT) and COordinate Rotation Digital Compute©O@®DIC) and described in

the following subsection.

5.2.1 Computation of voltage and frequency of SEIG using HT ad
CORDIC

The conventional approach to compute the peak voltage d&$Hd| using the instanta-
neous three phase voltages is given as

2
Vi = \/é(v§+v§+v§) (5.1)

With reference to Fig. 4.1 of previous chapter and the exwes(5.1), the conventional

approach demands three voltage sensors to measure thesevolitages and the arithmetic
blocks to perform square, addition and square root to coengiet peak voltage. A conven-
tional technique given in [84] and shown in Fig. 5.1 is useddmpute the peak voltage
(vm) using only one voltage sensor by measuring phase voltggja(wt) as follows,

Vin = \/(vmsin(vvt))2+ (Vmsin(wt +90°))2 (5.2)

However, this technique requires the’3thase shifter along with arithmetic operators for
performing square, addition and square root as well. Hes@n alternative to the con-
ventional approach the technique proposed here and shoWwiyirb.2 employs Hilbert
transform for shifting phase by 9@long with a single CORDIC to perform the quadratic
arithmetic operations mentioned above. Hilbert transfarmd CORDIC algorithm along
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with their use for the computation of peak voltage as givefbi) are highlighted in sub-
sequent subsections.

m (Vi sin wt)?
Vi SIn 0t ( ) — Vm

° 'm Cl ¢
L o shifier P %)

(Vi cos wt)?

Figure 5.1: Block diagram of the conventional peak voltagputation technique

Vi SiN @t Vectoring mode| v,
Circular —
CORDIC
Hilbert Vi COS Ot
Transform

Figure 5.2: Block diagram of the proposed peak voltage cdatjmun technique using HT
and CORDIC

(a) Hilbert Transform (HT): Performing Hilbert transform (HT) [85] is equivalent to gas
ing the signak(t) through an all pass filter,e. the magnitude of the spectral components
remains unchanged but their phases are shifted by®tls property of HT is used here to
shift the phase of the signal by Q0

For a sinusoidal voltage signelt) = v Sinwt, corresponding HT af(t) isy(t) = v
coswt as presented in the proposed technique shown in Fig. 5.2s, Thel peak voltage,
(Vm) can be computed using the input sigr@l) and its HT,i.e, y(t) as follows.

Vin =/ (O + [y(O)? (5.3)

For the digital implementation of (5.3), the generalizedcdete Hilbert-transform
(DHT) [86] is briefly highlighted here for the sign&lhT), whereh=(—q,...,—1,0,1.....,q),
whereq — 1024. The discrete Hilbert transfory(kT) of the signak(hT) is computed as
follows [86].

q
%; k even
h=gdd (5.4)

Xk odd
h=even
Thus,x(hT) andy(kT) are used to compute the peak voltaggusing a hardware efficient

arithmetic unitj.e.,, CORDIC described in the following subsection.

DHT[x(hT)] = y(kT) =

SN 3N
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(b) COordinate Rotation Dlgital Computer (CORDIC) algorit hm: Real time digital
signal processing applications demand the efficient coatiout of coordinate transforma-
tions or vector rotations which are naturally involved willsP algorithms. Many DSP
algorithms require the evaluation of trigonometric funnos and multiplications that can
not be evaluated efficiently with multiply-accumulate (MARased units. As an alterna-
tive, COordinate Rotation Dlgital Computer (CORDIC) haseiged renewed attention,
as it offers an iterative formulation to evaluate each oséhgrigonometric functions effi-
ciently. In this chapter CORDIC algorithm is presentedtstigrfrom the basic philosophy
to different modes of operations to compute various trigoetic functions.

The CORDIC algorithm was introduced by Volder [87] for cortgdion of trigono-
metric functions in navigation problems. Walther [88] ieatl an unified CORDIC algo-
rithm for computation of various trigonometric functiorsai€¢h as sine, cosine, tangent and
their inverses). CORDIC algorithm is essentially an itwetmethod to compute rotation
of two dimensional vectors. The generalized rotationakesgion for vectors.e., initial
vector &, y) and final rotated vectok( y') can be derived for the arbitrary rotation angle of
¢ from the Fig. 5.3 and expressed as follows.

X =V +
CQS(rp @) (5.5)
y =Vsino+ @)
X =V —Vsi i
cospcosp; singsing, (5.6)

y =V sinpcosp, +V cospsing,
The above expression is further simplified by substitutMgasp, = x) and ¥ sing, =y)
and givenin (5.7).
X = Xcosp — ysing

_ (5.7)
y = xsing + ycosp
In matrix form, the vector rotation can now be expressed ) (5
X cosp —sin X
I e (5.8)

y sinp cosp | |y

Instead of performing the rotation of the vector for arbifrearget anglep (where—7 <
@ < J) in one step, the desired angle of rotation can be obtainguelfprming a series of
successivea—rotations [89] by micro-angles as expressed in (5.9).

p=taptai=+...... +dj.... 001 (5.9)
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Figure 5.3: Rotation of vector on a two dimensional plane

Expression (5.9) can also be written as

n—1
= i; aia; (5.10)
where
a; =tan %(27) (5.11)
and
g €{1,-1} (5.12)

i varies from 0 ton— 1 and the number of rotations)(depends on the word length of the
processor. The sigrs of the elementary angles are chosen such that the total arigbe
equal tog. For convenience, values of the elementary angjdsr i = 0 to 15 are provided
in the Table.5.1.

For better understanding, rotation of vector is presemédg. 5.4 and illustrated briefly
here. @ taken in this figure is & ¢ < 45°. Ati =0, a; = 45° so, in the first step vector is
rotated anti clock-wise by 430 achieve the target angle. Then the residue angie45°)
is computed which is negative. This mal@s= —1. In the second rotation=1, g, = —1,

a; = 26.56°. So the vector is rotated clock-wise by.26° and residue anglep(— 45° +
26.56) is computed. This process continues till target agke achieved or residue angle
is equal or closely equal to zero.
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Table 5.1: Values of the elementary angéggor i = 0 to 15

i |tan1(27h) a;
tan—1(1) 45
tan-1(1/2) 26.56°
tan-1(1/4) 14.036°
tan-1(1/8) 7.125

1(1/16) 3576
tan-1(1/32) 179

1

tan-1(1/64) 0.895

(
(
(
(
(
(
(
(
tan-(1/128) | 0.448
(
(
(
(
(
(
(
(

tan-1(1/256) | 0.22#
tan-1(1/512) | 0.112
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tan-1(1/1024 | 0.0559
tan-1(1/2048 | 0.0279
tan-1(1/4096) | .01398
tan-1(1/8192 | 0.0069
tan-1(1/16384 | 0.0034
15 | tan~1(1/32768 | 0.0017
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Figure 5.4: Rotation of vector on a two dimensional planéguaring a series of successive
n—rotations

Using additive property of rotating matrix presented in Apgdix B and equation (5.9),
the rotation equation matrix (5.8) is expressed as follows.
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X coy  Fsinag coyy,  Fsinag
y +sinag  cosxg +sina;  cos
- (5.13)
conj  Fsing; coap_1  FSinon_q X
+sina;  co; +sinap_1  cosn_1 y
Factorizing equation(5.13) leads to the following equatio
X 1 Ftanag 1 Ftana
= CONpCO ...CON_1
y +tanag 1 +tano, 1
- (5.14)
1 Ftana; 1 Ftanon_1 X
+tang; 1 +tanan_1 1 y
Using equation (5.11), equation (5.14) can be rewritten as
X n—1 1 F20 1 F21
= |_!)cosai
y | = +20 1 21 1
- (5.15)
1 F2 1 F2- (-1 X
+2-1 1 +2-(-1) 1 y
n—1
In, cogy;) is known as scale factoKf) and its reciprocal is known as amplification

factolr_@\n). In practice, the matrix operations as depicted in equaba2.1) are carried out
from left to right (.e., fromi = 0 throughn—1). In each step, the sign of the corresponding
elementary angle is determined by the sign of the instaotanerror,i.e., residue angle
defined as the difference between the desired (target) angl¢he already achieved angle
given as follows.

rot=0

sign(ar) =sign[<p— If arot] (5.16)

The target angle is reached through the forward and backmatan of the vector. The
vector is rotated either clockwise or counterclockwiseateling upon the sign of instan-
taneous error as given by the right-hand side of equatidi}5From equation (5.16), an
equation can be introduced for the residue angle given ksl

Z11=27F0q (5.17)

116



5.2 Voltage control scheme of GIC based SEIG system usimqgadpesed voltage
computation technique

Ignoring the scale factoK() from equation (5.2.1) a set of iterative equations using.(5
and (5.17) can be written as follows.

Xi11=%—0iyi2"
Yie1 =VYi+oix2" (5.18)

Zi11 =7 — O]

Thus, the iterative equation (5.18) can be used to compigieniometric and elementary
functions in few iterative steps (equal to word size) usiiffgtent modes such as rotating
and vectoring modes which are described as follows.

(i) Rotating mode: In this mode, the desired rotation angé@ (s given for an input vector
(x,y), and by settingi = X, Yo =Y, Zp = @. After n iterations, rotating angle variabig
becomes

n—1
Zh=0— ) 00 (5.19)
i;} 141

n—1
wheng = Z)G. .0, i.e., the total accumulated rotation angle is equaptthenz, becomes

or tends to zeroz, — 0). In order to drivez, to zero,o; = sign(z) is used leading to the
following set of equations:

Xi11=% —signz)yi2"'
Vi1 =Vi+signz)x2" (5.20)
Zi11 =17z —signz)a;

Herei = 0 ton— 1 and the finally rotated vector is given by, yn).

To elaborate this rotating mode of CORDIC iterative equatmonsider the following ex-
ample. The initial vectong, Yo)=(x, 0) rotates to achieve the target anaje= ¢. The final
values aften iterations becomes as follows.

Yn KnXS”Yp (521)
Z0=0
If (X07 yo)=(1,0), thean - KnCOSP and)/n KnSln(P andzn 0. K= |_L \/ﬁ

0.6073 (forn = 16 iterations) which is constant and can be used as scatw.fadte final
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vector can be achieved by pre- or post- multiplication of tonstant factor.

(i) Vectoring mode: In this mode, the objective is to rotate the given input ve¢xoy)
with magnitudey/x2 +y2 and anglep = tan~* (¥) towards thex-axis. Vectoring mode is
performed by settingg = X, andyy = y andzy = 0. Here the rotating scheme is such that,
duringn- rotationsyy, is driven to zero witho; = —sign(y;). Wheny;, results zeroz, equal

to total accumulated rotation angle afteiiterations, which is given by the equation (5.22).

n—1
aﬁa%mm (5.22)

The final valueX,) is the scaled magnitude of the input vectany, i.e., Xn = Knv/X2 + y2.
Now the CORDIC iteration driving thg variable to zero is given by the equation (5.23).

X 1 =X — sign(y;)yi2™"
Yii1="Vi+sign(y;)x2" (5.23)
Zy1 =12 —sign(yi)a;

Trigonometric and elementary factors computed using twdesdrotating and vectoring)
of CORDIC are summarized in the Table .5.2.

Table 5.2: Elementary functions using CORDIC algorithm

mode Initialization final output

rotation Xp =X % = Kp.(Xcosp — ysing)
Yo=Y Yn = Kn.(ycosp+ xsing)
=0 z,=0

vectoring Xp = X % = Kny/X2 +y2
Yo=Y Yn=0
=0 =0

Using obtained instantaneous frequency) at p'Minstant of time is computed as follows.

m:@@%gkl (5.24)

whereAt being the time difference between two consecutive phasesples) is the sam-
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pling time. By puttinght = 1, f, = A@, — A@y_1. Next subsection describes the implemen-
tation of proposed computation scheme.

5.2.2 Implementation of voltage controller of GIC based SEG system
using proposed voltage computation technique

Fig. 5.5 shows the schematic diagram of proposed GIC baskageocontrolled SEIG
system using HT and CORDIC algorithm. SEIG voltage is sens#dg one sensor as
shown in Fig. 5.5. Then, peak voltage of SEIG is computedgusie proposed technique
employing HT and CORDIC algorithm. Computed peak voltageaspared with the
reference peak voltage and the error passed t@theontroller. The output of th@l is
the modulation indexr(). Pl is considered for maintaining terminal voltage, becaustsof
simplicity, good performance, fast response and zero gtstde error. Th®l is described

as follows. t

y(t) = ko (t) + k / £(t)dt (5.25)
0

wherey(t) = m. g(t) is the voltage errorg(t) = Vimret(t) — Vim(t)). Vmrei(t) is the SEIG
rated peak voltageim(t) is the computed peak voltage of SEKz.andk; are the optimized
proportional gain and integral gain, respectively of e Computation of these gains is
already described in the previous chapter. Phenaintains the terminal voltage of SEIG at
the rated value using the proposed computed peak voltageodiput ofPI is multiplied
with sine wave of unit amplitude and reference frequencg,taen compared with carrier
wave to obtain switching signa, S, &, S, S, & of VSI for providing gate drives to
IGBTs. Next section describes the simulation and experiadeasults and discussion of
voltage regulated GIC based SEIG system using the prop@sddgomputation technique.
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Figure 5.5: Schematic diagram of the proposed GIC basedg®ltontrolled SEIG system
using HT and CORDIC algorithm

5.3 Results and Discussion

Simulation is carried out in MATLAB/Simulink environmend implement the proposed
peak voltage and frequency computation technique usirgeHitransform along with vec-
toring mode CORDIC algorithm. For this purpose, a time-uragysinusoidal voltage signal
is considered as follows.

V(t) = Vi Sin wt (5.26)

wherevy,=peak of the voltage signal) = 2x pix f. Fig. 5.6 (a) shows a voltage signal with
varying amplitude and frequency. The voltage signal casisis) peak amplitude of 1 V
with frequency 50 Hz from t=0 s to t=0.8 s, (ii) peak amplituafé.8 V with 40 Hz from
t=0.8 s to t=1.6 s (iii) peak amplitude of 1.5 V with 30 Hz fromilt6 s to t=2.2 (iv) peak
amplitude of 0.8 V with 30 Hz from t=2.2 s to t=3.5 s (v) peak ditaple of 1.2 V with
60 Hz from t=3.5 s to t=3.8 s as seen in Fig. 5.6 (a). HT and CARBIlapplied on the
varying voltage signal to compute peak voltage and frequéfig. 5.6 (b) and Fig. 5.6 (c)
show the computed peak voltage and instantaneous frequsmzythe proposed technique.
Computed peak voltage of the varying voltage as seen in Fég(lj are: 1V fromt=0 s
to t=0.8s, 0.8 V from t=0.8 sto t=1.6 s, 1.5 V from t=1.6 s t0.2520.8 V from t=2.2 s to
t=3.5sand 1.2 V from t=3.5 s to t=3.8 s. Similarly, computestantaneous frequency of
varying voltage as seen in Fig. 5.6 (c) are: 50 Hz from t=0 1.8 s, 40 Hz from t=0.8 s
tot=1.6 s, 30 Hz from t=1.6 s to t=3.5, and 60 Hz from t=3.5 &8 s.
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Figure 5.6: Simulation results to test the proposed ang#itand frequency estimation
technique: (a) Voltage signal with varying amplitude arehfrency (b) Computed voltage
amplitude using proposed technique (c) Computed frequesityg proposed technique.

The proposed peak voltage computation technique techmsgoglemented on SEIG
with varied prime mover speed and load. As described in ptsachapter GIC is integrated
with SEIG to control voltage with varied prime mover speed &ad. To maintain rated
voltage and frequency of SEIG, GIC is connected at t=0.6 gsacthe SEIG terminals in
such a manner that GIC and SEIG output voltages have the sardarhental frequency
and voltage. This condition is set by keeping an§lbetween both the voltages is00
and by output variable (critical modulation index) of PI controller. Corresponding to
this condition simulation result of the proposed peak \gdtaomputation technique with
one voltage sensor and conventional technique with muis@es is presented in Fig. 5.7.
At t=0.85 s prime mover speed is increased from 1500 r.p.nb8D .p.m. For this rea-
son, SEIG terminal frequency is suddenly increased for a embrdue to the increase of
shaft power. Corresponding to this, the phase adgkeincreased in a negative direction
as described in previous chapter. Due to this active powabssrbed by GIC from SEIG
for matching SEIG frequency with GIC frequency. Due to aefpower absorbed by the
GIC, the SEIG stator voltage is deviated from the rated vafug86.8 V for a moment as
seen in Fig. 5.7. But due to voltage feedback in the closep, lthee P1 controller changed
modulation indexm and maintained SEIG voltage as presented in Fig. 5.7. Afltsla
balanced resistive load of 1@@/phase is switched on across the SEIG terminals. SEIG
terminal frequency is decreased for a moment due to actwepabsorbed by the load. As
a result, active power is provided by GIC. Finally, activeveo provided by SEIG is the
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5.3 Results and Discussion

sum of active power absorbed by load and GIC. As a result, SElduency matches with
GIC frequency. Corresponding to this load switching, théGsEtator voltage is deviated
from the rated value of 586.8 V for a moment as seen in Fig. Bd7cames back to rated
voltage of 586.8 V as seen in Fig. 5.7. Hence, proposed pdékgeocomputation is able
to maintain SEIG voltage with varied prime mover speed aad Ewitching.

586.8 T T T x',
A =
Switching of GIC Prime mover Switching of load

400 to SEIG terminals speed increases to SEIG terminals 4

Vo V)

200 =
—— Peak computation using HT and CORDIC (with one senso
— — - Peak computation using conventional sensing (with multi sensor)

0 1 1
0 0.2 0.4 0.6 0.8 1 12

Time (s)

Figure 5.7: Simulation result of peak voltage computatib8BIG during speed and load
perturbations in closed loop using two different peak cotafon techniques.

The proposed technique is implemented on commerciallylablai TMS320F2812
Digital Signal Processor to carry out experiment for GICdshSEIG system. Schematic
diagram for the control circuit to implement the proposedtoal scheme of SEIG system
is shown in Fig. 5.8. The clock frequency of the processobi@ WHz. This processor
contains useful peripherals such as ADC, DAC, Timer and PVédegation block. The
resolution of sixteen channel on chip ADC is 12-bit. The iyaltage range of this ADC
is 0 to 3V with the sampling rate of 0.0001.

Hall effect voltage sensor is used to sense the SEIG termati@lge and scale it down
to the range of 0 to 3 Vi(e. the range of ADC input voltage). Voltage sensor output i$ firs
processed by ADC interfacing card and further fed as an itgptite on-chip ADC of DSP
processor as shown in Fig. 5.8. Hardware set up to implerhemrbposed technique using
TMS320F2812 DSP processor is shown in Fig. 5.9.

The peak voltage of SEIG is computed in the processor. Theuted peak is com-
pared with reference voltage and error sent to the the Ptaitet k, andk; values obtained
from PSO are set in the PI controller using 2812 DSP proce3$$ar output of the Pl con-
troller is the modulation indexm). The m is multiplied with the unit sin wave whose
frequency is set at 50 Hz. Then the modulating signals aretsd?WM block of the pro-
cessor. The PWM block contains a self-symmetric carriantyular wave whose frequency
is set at 10 kHz. Modulating signals are compared with cawae/e and pulses are gener-
ated.
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IGBT PWM
I Inverter Module
o O
TMS320F2812 DSP D/A and Driver
processor
Switching logic
Generation
Program for
PWM pulse
Generation
ADC interfacing A/D Wref
card ‘ Converter sin ot Multiplication
i Vref T
Program for
peak Error | | PI
calculation calculation| controller
using proposed
technique

Figure 5.8: Schematic diagram of the control circuit to iempént the proposed control
scheme.

el =
MSNTMS320F281
§'Processor

Figure 5.9: Experimental set up to implement the proposdthigue using TMS320F2812
DSP processor

Fig. 5.10 (a) shows four gate pulses of PWM block using TM$2812 DSP pro-
cessor with a dead time of 5s. Scale taken for this figure to represent x-axis and y-axis
are 20us/div and 2 v/div, respectively. Six pulses generated fromRWM block using
processor are given to the six IGBT switches of the intefliiggwer module PEC16DSMO01
through the connector provided on the front panel. Fig. §)@hows the waveform of the
line voltage of GIC and SEIG during synchronization of GIGWSEIG. Scale taken for for
this figure to represent x-axis is 10 ms/div. Scale takengoeent y-axis are 600 V/div for
GIC and 5 V/div for SEIG, respectively. Itis observed frong /.10 (b) that angle between
SEIG and GIG.e. 0 = 0° to make the exchange of active power flow zero between them.
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5.3 Results and Discussion

For matching the SEIG output voltage with GIC at no loads is set at 073 to make the
exchange of reactive power zero. Fig. 5.10 (c) shows the feaweof the line voltage of
GIC (filtered) and SEIG after synchronization of GIC with &El

TekPrevu

100ps —

J

—

6 ps

‘ [P BT
}-WMWNWMWWNJ Lu

L.,_,J x-axis 20 ps/div L,.M_J

y-axis 2 V/div

(@

SEIG voltage

y-axis 600 Vidiv

20 ms ! y-axis 5 V/div

SEIG voltage (V) =+

SE}G vollage  X-axis 10 ms/div

®)

GIC line voltage

SEIG line voltage

©

Figure 5.10: Experimental results (a) Generation of pulsg8vave form of line voltage of
GIC and SEIG during synchronization of GIC with SEIG (c) Wéwan of line voltage of
GIC (filtered) and SEIG after synchronization of GIC with &El
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5.3 Results and Discussion

Fig. 5.11 shows the captured experimental photograph ofi@Egration with SEIG us-
ing DSP processor. After successful integration of GIC 8EIG, a load of 10@/phase
is connected across it. Fig. 5.12 shows the experimentadfeaws of SEIG line voltage,
line current and load line current during GIC and load switghn the closed loop using
the proposed technique. Fig. 5.12 has two windoe/sbottom and top where bottom win-
dow is the zoomed version of top window. Each window has thvaeforms (SEIG line
voltage, stator line current and load current). It is obedrthat when the load connected
with GIC based SEIG system SEIG voltage changed for a fracifa period during the
load switching only and comes to the rated voltage in stetate sLoad peak line current
obtained at steady-state is 3.9 A. It is observed from the épap experimental results of
chapter 3 that SEIG voltage decreases with the load. Bubliserved from the closed loop
experimental results of Fig. 5.12 that the proposed comgainique has the capability to
maintain SEIG voltage and frequency during load switching.

DC motor finduction machine] power Module

a— (A S DSP processorl

f " ;}\_;L \- e auy
apacitor ban v \ S e ;
S AN \ ‘ﬁ" ~—
e

)

Coupling transformer

Figure 5.11: Captured experimental photograph of GIC mnatiign with SEIG using
TMS320F2812 DSP processor
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ettt e

LI

< x I
GIC switching "\ Load switching . . . . . . / —

- CH-1 400 V/div . SEIG line voltage
CH-2 10 A/div SEIG line current
CH-3 10 A/div Load line current

Figure 5.12: Experimental waveforms of SEIG line voltagee kcurrent and load line cur-
rent during GIC and load switching in closed loop using psgzbtechnique.

5.4 Summary of the chapter

A cost effective peak voltage computation technique forGEking Hilbert transform

and COordinate Rotation Dlgital Computer using one voltsgesor is proposed. Sim-
ulation is carried out to implement the proposed voltage matation technique in MAT-

LAB/Simulink environment. Closed loop simulation resufsSEIG peak voltage of GIC

based SEIG system using proposed technique is presented gume mover speed vari-
ations and load switching. Experiment is also carried outSBIG using the proposed
computation technique to control voltage during load shiitg.
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Chapter 6

Fault analysis of SEIG system

6.1 Introduction

Similar to voltage and frequency control issues fault asialand detection of SEIG sys-
tem are also very challenging issues in remote and isolatska Voltage collapse and
de-excitation occurs in SEIG during three phase short itjréne-to-line fault, and sin-
gle phase capacitor opening and these faults develop exedsgh torque [12]. Torque
pulsation also occurs due to single line opening at SEIG.|@&daessive high torque and
sustained vibration torque are extremely dangerous foG3&ding to increased mainte-
nance cost and risk of shaft failure [12]. Time taken to redexthe SEIG depends upon
saturation level, excitation capacitance, discharge,tiype of fault and duration of fault
[13]. If the fault is detected and cleared before the exotatdecays to zero, time takes
to re-excite the SEIG reduces. So it is realized that tramsiealysis of SEIG is essen-
tial to know the transient magnitude and duration of voltagerent and torque of SEIG
during these fault cases. Fault detection and classifitatie important to reduce main-
tenance cost and risk of shaft failure. This chapter firss@més the transient performance
analysis of SEIG during both balanced and unbalanced fasiitg) stationary frame. Then
significance of fault detection and fault classification also investigated in this chapter.
Due to the importance of SEIG fault analysis, to classifyrihéeatures of SEIG voltage
signals are extracted with the help of Empirical Mode Decosition (EMD) and Hilbert
Transform (HT). The combination of EMD and HT is defined asolit Huang transform
(HHT). Extracted features obtained from HHT are then fedh different classifiers to
classify different types of SEIG faults. Different classdiion techniques such as Mul-
tiLayer Perceptron (MLP) neural network, ProbabilisticuxeE Network (PNN), Support
Vector Machine (SVM), and Least Square Support Vector MaliLS-SVM) are used in
this chapter.

127



6.2 Transient performance analysis of SEIG during balareredl unbalanced faults

Section 6.2 presents transient performance analysis db $ldting balanced and unbal-
anced faults. Section 6.3 describes Hilbert Huang Trans{btHT). Section 6.4 presents
feature extraction using Hilbert Huang Transform (HHT)ct8 6.5 describes fault clas-
sification methods using MLP, PNN, SVM and LS-SVM. Resultd discussion are pre-
sented in section 6.6 followed by chapter summary.

6.2 Transient performance analysis of SEIG during bal-
anced and unbalanced faults

In chapter 3 mathematical model of SEIG system is developddralidated through sim-
ulation and experimental results. The developed SEIG mizdesed in this chapter to
investigate balanced and unbalanced terminal conditimeiading different type of faults.
Fig. 6.1 shows the schematic diagram of SEIG system withddoanected across it. Dif-
ferent type of faults (balanced and unbalanced) are corgidecross SEIG and described
in following subsection.

3\ Load
/

Induction
machine

Prime -mover

ps
|

Capacitor
Bank

Figure 6.1: Diagram of SEIG system

6.2.1 Three phase short circuit across SEIG

Fig. 6.2 shows the diagram of SEIG system with a three phas# sincuit across it. Ini-
tially, the SEIG is operated with an excitation capacitaoc2l 4 F/phase and 1500 r.p.m
speed at no load condition. After voltage builds up, a stanected resistive load of 100
Q/phase is connected with SEIG at t=1 s. A three phase shattitcfault is initiated at
t=1.6 s across the stator terminals of SEIG. SimulationltesfiSEIG performance during
voltage build-up, loading and three phase short circuisavn in Fig. 6.3. During build-
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6.2 Transient performance analysis of SEIG during balareredl unbalanced faults

up at no load, voltage developed in steady-state is 415 \ésponding to peak voltage of
586.8 V. Corresponding stator peak line current is 6.9 A fotaad condition. Fig. 6.3 (a)

shows that time taken to attain the steady state rated eita® 55 s. After loading at t=1

s, the peak SEIG line voltage decreases from rated peak o8 38t 469 V and current

changes from 6.9 A to 5.8 A. The reason behind this is, activegp drawn by load causes
increase in impedance drop across stator. This leads teaksin SEIG stator voltage
which causes reduction of reactive power drawn by capadience further reduction of
SEIG voltage occurs. The effect of short circuit acrosostatalso shown in Fig. 6.3.

a

\\ b Load

C

Prime-mover i
Induction

machine

ps

Capacitor
Bank

Figure 6.2: Diagram of SEIG system with three phase shartitifault

As observed from Fig. 6.3 (a) that SEIG could not sustain lineet phase short cir-
cuit and complete voltage collapse occurred suddenly at¢haesstator terminals. Since the
nature of machine impedance is inductive, the current ofithehine is opposed to sudden
voltage change. A current surge of 25.27 A appears durindirstecycle and the current
takes 130 ms time to decay completely after the fault indragis shown in Fig. 6.3 (b). If
the fault is not cleared before SEIG loses its residual miggmethe time taken to re-excite
SEIG increases compared to the time taken by the SEIG to bpite voltage in pre-fault
condition [12], [13]. The fault is cleared at t=2 s. The loadlso subsequently removed.
Fig. 6.4 shows the corresponding SEIG re-excitation velgd current waveforms. Time
taken to re-achieve the rated SEIG voltage is 1.22 s. Thisoierfapproximately 0.72 s)
than the time taken by SEIG to excite during the pre-fauliquerThe reason behind this is
the residual magnetism of SEIG becomes weak due to the fault.
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6.2 Transient performance analysis of SEIG during balararedl unbalanced faults

B L
I

Figure 6.3: Simulation results of SEIG performance for ¢hpbase short circuit fault: (a)
SEIG voltage waveform (b) SEIG current waveform

6.2.2 Line-to-line fault across SEIG

Fig. 6.5 shows the diagram of SEIG system with a short cifewilt initiated between line
‘a’ and line ‘b’. Fig. 6.6 (a) and (b) show the correspondinglS voltage and current
waveforms before and after the fault. Fig. 6.6 (a) showsitieoltageV,, between faulty
phase ‘a’ and line ‘b’Vyy, reduces instantaneously to zero at t=1.6 s. However, tHthigea
line voltagesvy,c andV¢, reduce to zero at t=1.67 s. Fig. 6.6 (b) shows that curremggesur
of approximately 32.6 A appeared in line ‘a’ and line ‘b’, thg first cycle after the fault
initiation. Currents decay to zero at t=1.7 s. Fault is ddaat t=2 s and subsequently load
gets removed. Fig. 6.7 shows the corresponding SEIG reagxei voltage and current
waveforms. Fig. 6.7 (a) and Fig. 6.7 (b) show that time takeretbuild the rated SEIG
voltage is 1.9 s. Time taken for building SEIG voltage, aftiee-to-line fault clearance is
more compared to pre-fault rated SEIG voltage build-up time
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6.2 Transient performance analysis of SEIG during balararedl unbalanced faults
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Figure 6.4: SEIG re-excitation voltage and current wavefafter three phase short circuit
fault clearing and load removal
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Figure 6.5: Diagram of SEIG system with line-to-line fault

6.2.3 Single capacitor opening in capacitor bank

While, SEIG is connected to a balanced three phase load at trie capacitor gets opened
at t=1.6 s. Corresponding simulation waveforms are showign6.8. It is observed from
Fig. 6.8 (a) that voltage collapse occurred but no currergesappeared during opening of
capacitor as seen in Fig. 6.8 (b).
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6.2 Transient performance analysis of SEIG during balararedl unbalanced faults

N

Figure 6.6: Simulation results of SEIG performance forHiodine fault: (a) SEIG voltage
waveform (b) SEIG current waveform
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Figure 6.7: SEIG voltage and current waveforms after cleaggaf line-to-line fault and
load removal

6.2.4 Single line opening at load

One phase of load connected to SEIG gets opened at t=1.6 sesponding simulation
results are shown in Fig. 6.9. Net load gets reduced andge& healthy phases are in-
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6.2 Transient performance analysis of SEIG during balararedl unbalanced faults

creased from 469 V to 540 V as seen from Fig. 6.9 (a). As seemig. 6.9 (b), the peak
load current increases from 5.8 Ato 7.5 A.

Vab(v)' Vbc V), Vca V)
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Figure 6.9: SEIG voltage and current waveforms for openifrape phase of load
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6.3 Hilbert-Huang Transform (HHT)

6.2.5 SEIG electromagnetic torque in various faults takendr investi-
gations

Electromagnetic torqud§) developed by SEIG under different faults considered irptiee
vious subsections are shown in Fig. 6.10. It is observed ff@gn6.10 (a) and Fig. 6.10 (b)
that Te increases suddenly to a high value approximately 44 Nm andmM /respectively
for three phase fault and line-to-line fault and decrease=eto as soon as SEIG current
decrease to zero within 100 ms. For single capacitor opetangue also reduces to zero
but after 200 ms and corresponding result is shown in Fi) €L The opening of one
phase load connected to SEIG, leads to sustained torquatipuldecause of unbalanced
phase voltage and the consequent result is shown in Fig(&)10

44, T T T T T T T 3 477 T T T T T T T ]
T 30r —— ’\
3 —
Z 20r 1 & 0 : ‘
o o
- 10r\ 4 K
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L

1 11 1.2 1.3 1.4 15 1.6 1.7 1.8 19 2 1 1.2 1.4 1.6 1.8 2
Time (s) Time (s)

© (d)

Figure 6.10: Simulation results of electromagnetic tordeeeloped by SEIG during differ-
ent faults: (a) Three phase short circuit (b) Line-to-linalf (c) Single capacitor opening
(d) Single phase load opening

The excessive high torque and sustained vibration torgeiexdremely dangerous
for SEIG leading to increased maintenance cost and riskadt &ilure. So, fault detection
and classification in SEIG is very important to mitigate thelgbems arising due to various
faults. Next section describes the Hilbert-Huang Tramsfosed for fault detection in SEIG
system.

6.3 Hilbert-Huang Transform (HHT)

In 1998, Hilbert proposed Hilbert-Huang Transform (HHT),eanpirically based data anal-
ysis technique for non-linear and non-stationary procef@@#. HHT consists of two parts:
Empirical Mode Decomposition (EMD) and Hilbert TransforHiT).
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6.3 Hilbert-Huang Transform (HHT)

6.3.1 Empirical Mode Decomposition (EMD)

Empirical Mode Decomposition (EMD) decomposes a compleetsequence into many
intrinsic mode functions (IMFs) having higher order to loweder frequency. An IMF is a
mono-component signal and satisfies the following proesrti

(i) The difference between the number of extrema and the nunflzere-crossings must
be zero or one.

(ii) At any point, the mean value of the envelope defined by localima and the enve-
lope defined by local minima is zero (for practical applioa mean should be less than a
threshold value).

EMD algorithm adapts the following steps to extract IMFaiiran original signal.

1.

All the local maxima and local minima of sigrsit) denoted byMj, j belonging to
the set of natural numbers (1,2,....) ad k belonging to the set of natural numbers
(1,2,....), respectively are determined.

. Cubic spline functions are used for connecting, localimaxas the upper envelope

and local minima as lower envelope and denotelllag(t) andMmin(t) respectively.

Mean of the upper and lower envelopes is calculated andedkéisA(t)= (Mmax(t) +

Difference of original signal and mean of the envelopeketermined from (6.1)
ha(t) = s(t) — A(t) (6.1)

If hy(t) follows the properties of an IMF, theDy (t) = hy (t) is the first IMF; otherwise
hi(t) is not an IMF, and treated as the original signal. Steps fram3.are repeated
to get componertty1(t) as given in (6.2).

hy1(t) = ha(t) — Au(t) (6.2)

Step 4 is repeatddtimes till hy, becomes an IMF and determined as given in (6.3).
hak(t) = hy-1) (1) — Aa(t) (6.3)

First IMF component is denoted I84(t) and subtract it from the original signal as

givenin (6.4).
si(t) =s(t) —Ca(t) (6.4)
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6.3 Hilbert-Huang Transform (HHT)

7. Now, s1(t) is considered as original signal. Steps 1 to 6 are repeatefttin the
second IMF.

8. The decomposition procedure is repegieiines, to determing IMFs of signals(t).

9. The iterative process is stopped after obtaining a menotMF pattern from which
no more IMF can be extracted.

Thus, EMD process, yields a series of IMFs and a final residoimponentR(t). The re-
sults of signal decomposition using EMD method depends tipesignal disturbance. If
EMD apply to a pure sinusoidal component, then only one IMIFagime, the signal itself.
The obtained IMF satisfies the properties of IMF.
The main focus of this chapter is to identify the fault sigriidie first step, towards this iden-
tification process, is sensing of SEIG stator voltage sgaad determination of negative
sequence component. Since, the negative sequence conmporetained the information
under disturbance condition [91]. The negative sequenogpooent of the SEIG stator
voltage V, evaluated using symmetrical component analysis and giy€6.b).
1 2

Vh = 3 (Vab+ AVbe + AVa) (6.5)
whereVap, Ve, Vea are the three SEIG stator line voltages ahe- 12120°. Then next
step is the implementation of EMD process as described, gative sequence voltage
component. Fig. 6.11 (a) and (b) show negative sequencageltomponent of SEIG
during three phase short circuit and line-to-line faulspectively. Fig. 6.12 shows IMFs
obtained for three phase short circuit fault using EMD mdthd is observed from the
Fig. 6.12 that most frequency content lies in first four IMFgmnents. It is also observed
that occurrence of transients at t=1.6 s. Fig. 6.13 showssIbdiftained for line-to-line fault
using EMD method. It is observed from the Fig. 6.13 that mosgdency content lies in
first six IMF components and identified that transient ocairs=1.6 s. Next subsection
describes the application of Hilbert Transform on IMF.
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Figure 6.11: Negative sequence component of SEIG stattagelbefore and after) (a) for
three phase short circuit fault (b) for line-to-line fault
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Figure 6.12: IMF components of SEIG stator negative sequgoltage (before and after)
for three phase short circuit using EMD method

6.3.2 Hilbert Transform (HT)
Basically HT is carried out to determine the instantaneonigléude, phase and frequency

distribution against time. The HT of a real sigsél) [92] is computed as

&(t) = H[s(t)] = ~p.v. /_Z%dr (6.6)
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Figure 6.13: IMF components of SEIG stator negative sequeanltage (before and after)
for line-to-line fault using EMD method

wherep.v. indicates the principal value of the singular integsd) is the HT of signak(t),
being the convolution of signalt) and%. For a sinusoidal signal, frequency is definite but
it is not well defined for a non-stationary signal. This letmlthe concept of instantaneous
frequency and can be determined using HT. Thus, the anall\gignal is now determined
as:

r(t) =s(t)+ j§t) = a(t)ef® (6.7)

The instantaneous amplitude, phase and frequency of sgnaian be determined as

a(t) = \/s(t)2+§(t)? (6.8)
o(t) = arctan[%} (6.9)
fp= % arctan{%} (6.10)

wherea(t) is the instantaneous amplitud@(t) is the instantaneous phase afidis the
instantaneous frequency(t) provides a single value at any time afiglprovides a sin-
gle frequency value at any time. In this way, the instantasesmplitude and frequency
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6.3 Hilbert-Huang Transform (HHT)

of each IMF described in the previous subsection can berdeted and further used to
extract some important features. Fig. 6.14 (a) shows thelfis obtained from negative
sequence component during short circuit across SEIG rtastaous amplitude and instan-
taneous frequency of first IMF are shown in Fig. 6.14 (b) andgspectively. It is observed
from Fig. 6.14 (b) that from t=0 s to t=1 s amplitude is 586.8nddrom t=1 sto t=1.6 s
amplitude changed from 586.8 V to 469 V due to load. At t=1.6nplitude decreases to
zero, identifying that occurrence of some abnormal coodifshort circuit). It is observed
that at t=3.22 s SEIG attains its rated value of 586.8 V duddgarance of the fault. Simi-
larly, it is observed from Fig. 6.14 (c) that SEIG frequers$0 Hz up to t=1 s then changed
to 47.91 Hz due to load connection. SEIG frequency comesrmatet=1.6 s, indicating
that disturbance occurs. Again SEIG frequency comes fram tze50 Hz after the clear-
ance of disturbance and SEIG comes to normal condition.6-1d. (a) shows the first IMF
obtained from negative sequence component during linexofault across SEIG. Instan-
taneous amplitude and instantaneous frequency of first iBlaown in Fig. 6.15 (b) and
(c) respectively. It is observed from Fig. 6.15 (b) that frr@ s to t=1 s amplitude is 586.8
V and from t=1 s to t=1.6 s amplitude changed from 586.8 V to@&®ie to load . Att=1.6
s, amplitude decreases to zero, identifying that the oeage of some abnormal condition
(line-to-line fault). It is observed that at t=3.9 s, SEI@ats its rated value of 586.8 V due
to clearance of the fault. Similarly, it is observed from .F6gl5 (c) that SEIG frequency
is 50 Hz up to t=1 s, then changed to 47.91 Hz due to load coiomecBEIG frequency
comes to zero at t=1.6 s, indicating that disturbance oc@gain SEIG frequency comes
from zero to 50 Hz after the clearance of disturbance and $&ites to normal condition.
Next section describes feature extraction using HHT.
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Figure 6.14: Simulation results for SEIG three phase shartii¢ detection using HT: (a)
First IMF obtained from negative sequence voltage duringethphase short circuit (b)
instantaneous amplitude response of first IMF (c) instataa frequency response of first

IMF
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Figure 6.15: Simulation results for SEIG line-to-line fadketection using HT: (a) First
IMF obtained from negative sequence voltage during lingre fault (b) instantaneous
amplitude response of first IMF (c) instantaneous frequeasgonse of first IMF

140



6.5 Classification

6.4 Feature Extraction using Hilbert-Huang Transform (HHT)

For classification, if the data fed to classifier directhgsdification process becomes com-
plicated and computation time also increases. To avoicetpesblems, data are processed
in terms of feature vectors. Hence, selection of featuréoveds very vital and crucial to
achieve accurate classification. Selected features \gmterfed to classifier for training and
testing. Since the lower-order IMFs capture fast oscdlatnodes and higher order IMFs
capture slow oscillation mode, first six IMFs are considerettis chapter. Hilbert Trans-
form is applied to each of the four IMFs. Following three istatal features are extracted
from each of the Hilbert Transformed array.

1. Energy of the elements corresponding to magnitude of theH-array at each sam-
ple.

2. Standard deviation of the amplitude.
3. Standard deviation of the phase contour.

Thus, a total of 18 features are extracted for each faultyadigrhich is used for classifica-
tion. Next section describes the different types of classifi

6.5 Classification

Classification is the process to determine a fault or comdififom a range of data set. A
classifier is a device that takes a number of inputs and baséteqgattern of these inputs,
decides the most likely condition associated with thatgsattThe input fed to the classifier
can have any value but the output obtained from the classfeediscrete value that decides
the class. Block diagram of the classification process isveha Fig. 6.16. The entire
input data sets are divided into training sets and testitgy Sehe training data set is used
for updating the free parameters that are associated with @assifier often adaptively to
maximize the performance of the classifier. The remainisgdata are used for validating
the classifier performance. In this study, Least Square @tipjector Machine (LS-SVM)
classifier is proposed using the extracted features olatdhoen HHT, described in the
previous subsection. The performance of the proposed LE-8¥&ssifier is compared with
other standards available classifiers, such as MultiLagezdptron (MLP) neural network,
Probabilistic Neural Network (PNN) and Support Vector Miaeh(SVM). All the above
mentioned classifiers are described in the subsequentctidrse
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T

Inputs 3 Classifier —— Class

/'

Free parameters
(adjusted during training)

Figure 6.16: Block diagram of a classification process

6.5.1 Classification using MultiLayer Perceptron (MLP) neual net-
work

Artificial neural network is made up of a large number of hjginiterconnected processing
elements defined as neurons, working in unison to solve afsppmblem. The neurons
are organized in layers, each layer consisting of a largebeuraf interconnected nodes.
Data from the input layer are processed by one, or more hitldears through a system
of weighted connections. These hidden layers then comrateio an output layer to give
the output. The MLP is a special kind of artificial neural netkw MLP is a feed-forward
multi-layered network consisting of an input layer, and onenore hidden or intermediate
layers and one output layer as presented in the Fig. 6.17otpeit from every neuron in a
layer of the MLP is connected to all inputs of each neuron értext layer. The input layer
processing functions are all linear, but in the hidden layamnlinear sigmoidal functions
such as hyperbolic tangent, logistical function or signfaiactions are usually used [93].
In MLP the number of neurons in the input and output layerssatected based on the
problem to be solved. The net inputs of each neuron of hiddgerland output layer are
given as follows [94].

NI

ney, = leihoi h=1,2,...,NH (6.11)
i=
NH

netj = Z Whjoj j=1,2,...,NJ (6.12)
=1

whereNI, NH, NJrepresent the number of nodes in the input layer, hiddem,lapd output
layer respectivelyw, is the connection weight between the input layand hidden layeh.

Wh | is the connection weight between the hidden ldyand output layey. o; is the output
vector of the input layer.o; is the output vector of the hidden layer. After defining the
models of the ANNS, training is performed either under thgesuvision of some teachers
(i.e., known input-output responses) or without supeovigb5]. Generally, in most of the
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6.5 Classification

classification problems supervised learning methods ad. uls supervised learning, the
desired output is required in order to learn. In this leagnimocess, a model is created
that maps the input data to output data using historical slathat the model can then be
used to produce the output when the desired input is unkndwming the training of a
MLP network, weights are updated iteratively, to minimizeeaaror function between the
actual network output and the corresponding target valDas.of the commonly used error
functions in MLP is the mean square error (MSE) in MLP. TortrisiLP back propagation
algorithm is a common method of training [96]. The problemthwWILP are selection of
number of hidden layers, number of nodes per hidden laykns, @nvergence and lack
of optimality. These problems are solved in some extentgutile Probabilistic Neural
Network (PNN), described in next subsection.

Hidden layer

Input Pattern Output Pattern

Figure 6.17: A multilayer perceptron neural network.

6.5.2 Classification using Probabilistic Neural Network (FNN)

The Probabilistic Neural Network (PNN) is a distinct typenetwork and effectively used

in solving classification problems [97], [98]. In early 139®NN was first introduced by

D. F. Specht in [99]. The features of PNN [100] are as follows.

(i) PNN models using Bayesian classifiers.

(ii) Learning processes are not required.

(iii) Initialization of the weights are not required.

(iv) There is no relation between learning processes aralli®g processes.

(v) To modify the weights, the difference between infereweetor and target vector are not
used.
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6.5 Classification

(vi) It has fast training process as it requires only a siqgges network training stage with-
out updating the weights.

In the signal classification application, [101] the tramiexamples are classified based on
their distribution values of probability density functigmdf). This is the basic requirement
of the PNN. A simple pdf is presented by the following expiress

Nk X, .
fk(X)zi. exp(—w) (6.13)

202

Block diagram of PNN network as shown in Fig. 6.18, is complagfehe radial basis layer

Hidden layer

Radial Basis layer ~ Competitive layer

Figure 6.18: A probabilistic neural network.

and competitive layer [102]. Output vectidrof the hidden layer in the PNN is as follows.

(X \\xy 2
Hh=exp<_2|(X| W‘“) 614)

202

1
] (6.15)
net = mka>(net<) then yj=1, else yj=0

wherei is number of input layersh is number of hidden layersj is number of output
layers. k is number of training exampled\ is number of classificationso is smooth-

ing parameter (standard deviatiofy.is input vector. || X — X;|| is the Euclidean distance
between vectorX and Xj, i.e., [|[X = Xj| = z(X - ij)z_ WXN is the connection weight
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between the input layeX and the hidden layéad. Whhjy is the connection weight between

the hidden layeH and the output laye¥. The problem with PNN is, the requirement of an
extensive training and memory [103] (since PNN stores alttaining information with its
network). Support vector machine is an alternative clagsifidely used to overcome the
disadvantages associated with MLP and PNN [104] describaebit subsection.

6.5.3 Classification using Support Vector Machine (SVM)

For classification problems, artificial neural network haerp found very effective but it
has many disadvantages. These are as follows. The errdrdorf the neural networks
is multi modal, which includes many local minima and leaghprocess requires a large
number of data for training. SVM has gained importance asyapewerful tool and does
not have the above demerits of artificial neural network. eRéyg, for solving fault clas-
sification and section identification of an advanced sergspensated transmission line,
SVM is employed in [105] and for fault zone detection in a egrcompensated transmis-
sion line SVM is employed in [106]. SVM was first introducedlie late 1960s by Vapnik
[107], but in the middle of 1990s, practically used for vasapplications [96]. SVM is
a binary learning machine. SVM uses two important proceggegaining of data into a
higher dimensional feature space through a nonlinear feahapping functio!(x) and
(ii) using an optimization method for finding an optimal hypl@ane to separate data points
according to their classes and maximize the classificatiditya Very large feature spaces
can be handled potentially by SVMs to carry out the trainsmthat the performance of
SVM does not affect the dimension of classified vector [108])9]. In the following para-
graphs, detail analysis of different types of SVM is reproetit

(a) Hard-margin linear SVM

A training data setx) consisting of two classes with targef) ither the value oft-1 or
—1 is considered. The SVM creates a line or hyperplane to aepére training data of
two classes as shown in Fig. 6.19. In the Fig. 6.19 a serieataf gbints for two different
classes are shown by circle (class 1) and square (class @ 5N gives the effort to place
a linear boundary (solid line) between the two differenssks and orient it in such a way
that the margiD is maximized. The data points which are near to this bounidzeyhave a
great role to define the margins and are known as supportrge@apport vectors contain
all the essential information for the classifier. In Fig.®slpport vectors are shown by red
circle and green square. Once the support vectors are extlébe rest of the data points
have no roles they are simply discarded.
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Figure 6.19: SVM classifier (hard-margin)

The hyperplane or decision boundary is represented by [110]
wWx+b=0 (6.16)

wherew is the weight vector and is the offset or bias term, a scalar. In the litgsand
H1, where the support vectors are placed, the equations fes &land class 2 respectively

corresponding to outpyt = +1 andy; = —1, are given as,

wix+b=-1 (6.17)
and

wix+b=+1 (6.18)

Margin D is determined from the difference between any two suppatiovs. In Fig. 6.19
S, and$S; are two support vectors, margin is determined as follows:

D= <§2—§1) (6.19)

By multiplying unit vectorﬁ (since w is normal to the plane), to the above expression,

D= ¥ (§Q _ §1) (6.20)

[l
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SinceS; and$; are two points of the lines represented by expressions &g (6.18)
respectively, the expression (6.21) is represented by
1-b+1+b

D=-—-- - 6.21
w] (6.21)

wherewS, = 1—bandwS; = —1— b. Finally the marginp is evaluated by

(6.22)

In SVM, training is performed to find a hyperplane that maxes the marginD (equiv-
alent to minimizing the Euclidean norm of the weight veatgr For a training data set
of N points (X, Vi), wherei = 1,2..N, optimum values of the weight vectar andb are
determined by minimizing the weight vectarand formulated using the expression (6.22).
Corresponding cost function [111] is given as follows.,

=

minimize F(w) = =w' (6.23)

W
subjectto yi(w'x+b) > 1;

This formulation is called hard-margin SVM. The scalingttzlci1L is included in the expres-
sion (6.23) for the mathematical convenience. Since SVMddor a hyperplane which
maximizes the margirD), or minimizes the Euclidean norm of the weight veatpexpres-
sion (6.23) is formulated as a constrained optimizatiorbfgmm. Constraints are taken so
that no training data falls in the margiB, The objective functior (w) of the optimiza-
tion problem is quadratic and a convex functionmofThe constraints of the optimization
problem are linear inv andb. Solving constrained optimization problem will produce th
solutions for weight vectoras andb, which further provides the maximal margin hyper-
planew x+ b = 0 with the margin, D £ ﬁ). This constrained optimization problem
is solved using the method of Lagrange multipliers (19954%das) [111]. To solve the
optimization problem first, a Lagrangian function is consted as,

N
Jwb,y) = w3y [y (W +b) 1] (624)

where the auxiliary nonnegative variabkeare defined as Lagrange multipliers. The so-
lutions of the constrained-optimization problem (6.24)determined by differentiating
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(Jw b, y) with respect tov andb and setting the results equal to zero. Corresponding to
this following two conditions of optimality are obtained.

condition 1: w 0

condition 2: Mbby) 0
Application of optimality condition 1 to the equation (6)3%ovides the following expres-

sion (after rearrangement),
N
W= % WYiXi (6.25)
2

Similarly, application of optimality condition 2 to the eafion (6.24) provides the following
expression,

N
Z My =0 (6.26)

It is observed from condition that the solution vectocontainsN training examples. Al-
though the solutionv is unique by virtue of the convexity of the Lagrangian fuontithe
same cannot be said about the Lagrangian multipjietdowever, Lagrangian multipliers
v is a dual variable for each training data point. According&wush-Kuhn-Tucker (KKT)
only those multipliers are assumed nonzero values thatlgxsatisfy the following condi-
tion

¥ [yi (W' +b)—1] =0
The primal problem initially started with a convex cost ftinon and linear constraints, but
it is also possible to construct another problem called guatblem. This second problem
has the same optimal value as the primal problem, but opsoiations are provided by La-
grangian multipliers. The corresponding dual problem efgghimal optimization problem
is obtained by expanding the expression (6.24).

1 N N N
J(wb,y) = Sw'w— > WyYiw' ; — b3 Wit 3 v (6.27)
1= = 1=

Based on the optimality condition of expression (6.26), tthied term in right-hand side
of equation (6.27) is zero. However, from the expressioRHg.following expression is

obtained.
N N

N
T T T
WW=" WYiw X = VYiViYiX X; (6.28)
2 22
By setting objective functiod(w, b, y)= Q(y), equation (6.27) is reformulated by

N

Q(y Zv.—— ZZ WYIIYiX Xj (6.29)
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where they are all nonnegative. The notation has changed 80mb, y) to Q(y) to get the
dual form of the primal optimization problem. The dual peilis stated as follows.

For a training data set & points(x;,Y;), wherel = 1,2..N, Lagrangian multiplierg; where
i =1,2..N, are evaluated to maximize the objective function

N N N

Q)= yv—5 VYiVIYiX X (6.30)
|Zl le =1
subject to the constraints
N
i; " (6.31)
>0

The above dual problem numerically solved (using MATLAB(sagprog function) to get
the optimumy; values. Obtained optimumy are then used to computeby using equation
(6.25) and described as

N
W= ; YiYiXi (6.32)

For support vector$xs, ys} ¥ > 0 andb is computed given as follows.

ys(Wxs+b) =1

b is computed using all support vectors which are availabléntraining sets and their
average is taken for the final computationkof Because the values ¢f are computed
numerically and have numerical errors. Herlees computed as

1 Nvra .
b=— N Z {— —WTXS} ; Ngyis the total number of support vectors (6.33)
SV

Ys

(b) Soft-margin SVM
The above discussion is not applicable for more difficultecatnon-separable patterns.
Fig. 6.20 shows that, a training data due to some reasondalihe wrong side of the
decision surface. So, to consider this type of case the @nts have to be modified to
permit mistakes. To allow errors in training data, slackatales,é (> 0), is introduced in
constraints and described as follows.

wix+b>1-& for yi=+1

wix+b<1-& for yi=-1
New constraints is

T v o
Vilw'xi+b) >1-¢& (6.34)
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wherei =1, ........... N, it is also needed to penalize the errors in the objectivetfan. So,
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Figure 6.20: SVM classifier (soft-margin)

an extra cost is introduced in the objective functions teesent errors. The new optimiza-
tion problem becomes as follows.

1 N
minimize-w'w+C Y\ §
MY

subject toy; (W' x +b) > 1—& (6.35)

& >0

This formulation is called soft-margin SVM, whetds a user-specified positive parameter.
The paramete€ controls the tradeoff between complexity of the machinethechumber

of non-separable pointsC is also referred as the regularization parameter. \hes
assigned a large value, it implies that the designer of tpeat vector machine has faith
in the quality of training sample. But whé&his assigned a small value, the training sample
is considered to be noisy and less emphasis should theteggotaced on it. As discussed,
minimizing the first term in equation (6.35) is related to ®¢M and the second term
z ¢i is an upper bound on the number of test errors. As discussgiuhgian multipliers

|

are used and the objective function of the dual problem faaiaing sample{(xi,yi})i’\':1
(non-separable patterns) is described as follows.

ZV"Z VYIVIYiX X; (6.36)
=1
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subject to the constraints

N
i; Wy =0 (6.37)

O<y<C

The slack variable§; is not appearing in the dual problem. The dual problem forctse

of non-separable patterns is almost same as the case afijiseparable patterns. The
objective functionQ(y) to be maximized is the same in both cases. But the condraiat

v > 0 for separable patterns andy; < C for non-separable case respectively. The final
decision boundary’x+ b = 0 is computed in the same manner as for Hard-margin case
and described as follows.

N T
> Vi
|

X+b= %%MiniTXj 4—i NZSV [E—WTXS} (6.38)
] ] NSVS:]_ yS

(c) Nonlinear SVM

The SVM formulation discussed till now, require that tragiexamples belong to class 1
and class 2 can be linearly represented i.e. the decisiondaoy must be a hyperplane.
But for real life data sets, the decision boundaries areineat. This type of data set which
is called input space and solved using nonlinear SVM.

Fig. 6.21 shows that the decision boundary of input spacetisimear. Hence to linearly
separate, input data are mapped into a high-dimensiontalréeapace using non-linear
transformatiort!(x) which is expressed as follows.

W(x) = {¥(x1), P(X), W(X3),eomr..... 3 (6.39)

whereW(x1), W(x2), ....are nonlinear mapping functions. Fig. 6.22 representsabe t
mappings occur in SVM (i) nonlinear mapping of an input veatdo a high-dimensional
feature space that is hidden from both the input and outputdnstruction of an optimal
hyperplane for separating the features obtained in stepdhis replaced by¥(x;).
With the nonlinear transformation, the optimization peghlin equation (6.35) becomes as
follows.
T N
m|n|m|ze§w W+CiZEi

subject toy; (W' W (x)+b) > 1— & (6.40)

>0
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Figure 6.21: Non-linear separation of input and featurespa
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Figure 6.22: Two mappings in a support vector machine (ilinear mapping from the
input space to feature space; (ii) linear mapping from tla¢uiee space to output space

The corresponding dual form of equation (6.40) is

N 1N N
V=232 2 ¥ Wyiyiy; (P 0)W0x))) (6.41)
subject to the constraints
N
i;"'y' (6.42)
0<y<C

The problem associated with this approach is, in the featpeee lot of dot products
W(xi).W(xj) have to be calculated. But in general, if the feature spabigrsdimensional,
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W(xi).W(x;) will be expensive to compute. Hend&x) can be expensive to compute. This
type of explicit transformation is avoided, it is observeaguation (6.41) that to construct
the decision boundary the evaluatiordé¥ (x)W(x;) is required in the feature. By referring
(6.38), the decision boundary in feature space (for noali®/M) is described as follows.

N N
Z > vy T () W(xj) +b=0 (6.43)
=i

Thus, in feature space’ (X)W(xj) is computed directly using the input space vectors
X andx;. It is not required to know the feature vect¥(x) or even mappingp itself. A
kernel functiorK [110] is used to perform this transformation and reduce ¢meputational
burden and expressed as follows.

K (%, x}) = W(x)TW(x)) (6.44)

There are different kernel functions like polynomial, smchand RBF used in SVM. RBF
kernel is expressed as follows.

v 2
K(Xi,Xj) = (—%) (6.45)
where o is defined as kernel parameter of RBF function. To know wireghkernel is
actually an inner product between two points or not Merddreorem [111] is used which
is described as follows.

Letk(x,X') be a continuous symmetric kernel that is defined in the clogedval p; < x <
p2, and same fox'. The kerneK(x,x) can be expanded in the series as follows.

00

K(x,X) = z AiWi (X)W (X) (6.46)
i=1

with positive coefficientg\; > 0, for alli. Necessary and sufficient requires for this expan-
sion to be valid, converge absolutely and uniformly is giasrfollows.

PL P
/ 1/ KOO (X (X )dxd¥ > 0 (6.47)
P2 /P2
The above expression holds for Bl.), for which

P1
/ 2(x)dx < o (6.48)
p:

2
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wherep; andp; are the integration constants. The featiep&) are called eigen functions
of the expansion/; are called eigenvalues. For positive eigenvalues, theek&rx, x)

is positive definite. Mercer’s theorem is important becatigéves information whether a
kernel is actually an inner-product kernel in some spaceha&huing to use in SVM. These
kernel functions are used in SVM to replace the t&¢f(x)¥’ (xj) of equations (6.41) and
(6.43). Computation speed depends on training sampldse tfaining sample increases in
number, solution of classical SVM through quadratic prograng becomes complex and
reduces the computing speed. This problem can be solved lesist square support vector
machine (LS-SVM) which provides fast implementations withaffecting its merits. LS-
SVM is described in the next subsection.

6.5.4 Classification using Least Square Support Vector Mache (LS-
SVM)

In 1999, Suykens and Vandewalle [112] proposed a least sqpeasion of SVM classifier.
Inequality constraints are used in traditional SVM but L&\suses equality optimization
constraints. Hence, to solve a set of linear equationsadsté quadratic programming,
one can employ least square easily. LS-SVM has proved thapatational cost is low for
various applications [113]. Based on these advantagessichiapter LS-SVM is selected
for SEIG fault classification. First a two class or binary E8M is described, which is
then extend to multiclass LS-SVM, described in followingtpH this subsection.

(a) Binary LS-SVM

For a training data set dfi points(x;,yj), i = 1,2,....,N, wherex, ¢ RV is theith input
data set ang; € Ris theith output data set. In LS-SVM based classifier, the classibica
problem can be formulated as follows.

o 14 1
Minimize :  Fs(wb,e) = Sw'w-+ ¢§i;e|2 (6.49)
Subject to equality constraint:y; [leP(xi) +bj=1-¢, i=12.,N (6.50)

Lagrangian function of expression (6.49) to train LS-SVMsdifier [112], is given as:

N N
Asl) = w5 S 3 W Wor) +b-1ra)  (65)

wherey are Lagrange multipliers (which are different from thosesdM, since equality
constraints are used for LS-SVM). Lagrange multipligrsf LS-SVM in are either pos-
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itive or negative. Based on KKT theorem, the optimality ctiod of equation (6.51) are
expressed as follows.

0J N
9 swbey)
w0 7 Zvy. (6.52b)
9J
LAWY —o i =9¢8 (6.52c)
oe
3J
w:o = Y [W'W(x)+b] -1+e, i=i2..N (6.52d)
|

By substituting equation (6.52a)-equation (6.52c) int®2@), the aforementioned equa-
tions can be equivalently written as follows.

0o VYT b 0
S (6.53)
Y 5+2Z7 |y i
y1¥(x1)
Y2 (x2)
whereZ =
NP (X)) |
The feature mappin®(x) is a row vectory = [y1,¥2, ..., YN] T, V= [V, V2, o..... W™ and

1=[1,1,...1)7. InLS-SVM, as¥(x) is usually unknown. As discussed in non-linear SVM
Mercer’s condition is applied to get the matdZ which is given as follows.

Z" = yiy;W(x)W(x)) = yiy;K (%, X}) (6.54)

The decision function of LS-SVM classifier is expressed gdarnel function [113] and
expressed as:

(6.55)

N
yyiK(x,x)+b
i; 1Yl

The Lagrange multiplierg’s are proportional to the training erroesin LS-SVM, while
in traditional SVM, many Lagrange multiplieggs are typically equal to zero. So sparsity
is lostin LS-SVM [113]. So far binary classification is dissed. But in this chapter four
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different types of faults are considered so how LS-SVM wddksnulticlass problems de-
scribed as follows.

(b) Multiclass LS-SVM
SVM and LS-SVM were originally designed to classify two dgsoblem. To effectively
extend this binary classification machine to multiclasssiféecation machines, many re-
searchers are proposed different approaches such as mus-~adl (short of one class ver-
sus all the rest) [114] and one-versus-one [115].

To solveC class problem using one-versus-all method requré®vVM models
[116]. Theith LS-SVM is trained with all of the training examples in thh class with
positive labels, and rest of the training examples with tiegdabels. Hence for a training
data set oN points(x;, Vi), i = 1,2,....,N, wherex; £ RN is theith input data set ang ¢
{1, 2...,1} is the class ok;. Hereith LS-SVM solves the following objective function

Minimize: Fs(wb,e)==(W)TwW +¢= Zﬁz (6.56)

[(W)TW(x)+b] >1-¢€, if yj=i
[(W)TW(x))+b] > 1+, if yj#i
Equation (6.56) is solved using the procedure discussdakeipart &) of this subsection,
finally for C class problem, there adecision functions given as follows.
(Wh)TW(x)+bt
(W) TW(x)+b?

(6.57)

(W) TW(x)+-b®
X is assigned to the class which has the largest value of theidefunction and expressed
as
classofx = argmax_;, ¢ (W) W(x)+b) (6.58)

Another alternative to solve multiclass classificationipeon using SVM and LS-
SVM is one-over-one method. It was introduced by Knerr in@89[117] that by con-
structing all possible two-class classifier from a sef ofasses. In this method total number
of constructed classifiers afécz;l) where each one is trained on training examples from
two classes. For training data from tite and clasgth classes, the following objective
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function is solved.
Minimize:  Fs(wb,e) = ~(wi)Twi 4 ¢ (ei")z (6.59)
. b ) 2 2 Z .

- . G _
[.(.WJ)TLP(X‘) +..b”} = 1_6.’5]’ o= (6.60)
[(WHTWee) +b] > —1+¢!, if y=]
Wheree:j > 0. After all @ classifiers are constructed, voting strategy is used ta-dete
mine the class of [116]. If sign([(w/})TW(x) + b']) saysxis in theith class, then the vote
for classi is added by one. Otherwise, the clgss added by one. Based on this voting,
class is assigned to
Number of classifiers required for One vs All (OVA) method @and for One vs One
(OVO) are@. In the recent literature it is reported that when the nunabetasses in-
creases OVO performs well [115]. So for SEIG fault classiiimaOVO LS-SVM classifier

is selected. Next section presents results and discuskthis@hapter.

6.6 Results and Discussion

In this chapter, the main objective is to create differepesyof faults for SEIG system and
to classify them using the proposed LS-SVM classifier. Irpthia3 mathematical modeling
of SEIG is developed and implemented in MATLAB/Simulink @owment. Simulation re-
sults of the developed SEIG system are validated througérerpntal results as described
in chapter 3. The same developed model is used in this chap®udy balanced and
unbalanced conditions of SEIG. The following four types aiilfs are considered for the
study.

1. C1-Three phase short circuit fault;

2. C2-Line-line fault;

3. C3-Capacitor opening in one phase of capacitor bank;
4. C4-Single line opening at three phase load.

Using the mathematical model of SEIG and MATLAB/SimulinkKferent types of faults
are initiated. For each type of fault, SEIG stator voltagmals are sensed and negative se-
guence component computed as it retains the informatioandigturbance condition. The
Empirical Mode Decomposition (EMD) method is then appliecdach negative sequence
component for obtaining the intrinsic mode functions (IMF&irst 6 IMFs are selected
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6.6 Results and Discussion

and then, Hilbert Transform is applied on these IMFs. Fuyttiee features of each IMF
such as energy, standard deviation of the amplitude andcept@sour are obtained. So,
eighteen number of features are selected for each faultyakighese features are used to
study and classify faults of SEIG system by using varioussifeer methodologies such as
MultiLayer Perceptron (MLP) neural network, Probabitisieural Network (PNN), Sup-
port Vector Machine (SVM), and Least Square Support Vectacivne (LS-SVM). In this
study 140 different cases of each type of fault are taken &érand 100 cases selected
randomly for training and testing of these classifiers mash&inal size of the matrix is 560
x 18 which used as input to each classifier. Fig. 6.23 shows alflaw which describes
the steps required to classify the four different types aiGstault.

Sensing of SEIG voltage signals

‘ Computation of negative sequence voltage ‘

‘ Decomposition of signals using EMD ‘

[over ] [amr2 | [ves | [avea | [mes | [ vr4 |

Cor ] L ([ ] [wr J[wr | [Cor |
Calculation of energy, standard deviation of the
amplitude and standard deviation of the phase contour
‘ Training and testing of data using different classifier ‘
A A2

Figure 6.23: Flowchart of the proposed technique to clp<s3IG faults.

The performance of each class is analyzed by computing #ssi@ler accuracy defined
below.
(Total number of cases Total number of misclassified cages

n= Total number of cases (6.61)

Table 6.1 shows the results obtained using LS-SVM classifidrthe average accu-
racy obtained is 99.5 % for one fold. The diagonal elementabfe 6.1 represent correctly
classified faulty signals and off-diagonal elements regmmemisclassification cases. As ob-
served from Table 6.1 that out of 400 testing sets only twesas$class C2 are misclassified
and other 398 cases are correctly classified.

To show the effectiveness of the LS-SVM classifier, classifon accuracy obtained
by LS-SVM is compared with other three classifiers. For edabstfier, features are ex-
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tracted using HHT. The comparison result is presented ineTal2. To have a correct
evaluation, the input matrix is reshuffled and given to edelssifier and average accu-
racy obtained. Four-fold cross-validation is considemdtfaining/testing data partition-
ing. Average classification performance in terms of acguresing LS-SVM, SVM and
PNN classifier is presented in the Table 6.3 and the overaibae accuracy obtained using
classifiers MLP, PNN, SVM and LS-SVM are 92.75 %, 97 %, 98.25% 29.25 %. From
the obtained results it is observed that LS-SVM performd twetlassify the faulty signal
into a distinct class. As already described to avoid thexaitaion stage of SEIG and
transient pulsations detection and classification of $aait essential. Hence, HHT with
LS-SVM classifier is suitable to detect and classify diffargypes of SEIG faults.

Table 6.1: SEIG fault classification results obtained usiktlr with LS-SVM for 1st fold.

Cases C1l C2 | C3 C4
C1l 100 | O 0 0
Cc2 2 98 | O 0
C3 0 0 100 | O
Cc4 0 0 0 100
Classification efficiency in % 100 | 98 | 100 | 100
Misclassification efficiency in %| 0 2 0 0
Overall efficiency 99.5 %

Table 6.2: Comparison of fault classification results uglifigrent classifiers

Classifier MLP PNN SVM LS-SVM
Cases Cl |C2|C3 |C4 | |CL|C2|C3 |C4 |C1|C2|C3 |C4|CL|C2|C3 |CcC4

C1 92 | 4 2 2 98 | 2 0 0 99 | 1 0 0 100 | O 0 0
C2 4 94 |1 1 4 9% | 0 0 3 97 | O 0 2 98 | 0 0
C3 3 2 93 2 1 0 98 1 0 0 100 | O 0 0 100
C4 3 2 3 92 0 1 1 98 | 0 0 0 100 | O 0 0 100

Classifiern (%) | 100 | 98 | 100 | 100 | 99 | 97 | 100 | 100 | 98 | 96 | 98 98 92 94 | 93 | 92

Overalln (%) 92.75 97.5 99 99.5
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Table 6.3: Average classification accuracy obtained owarfiold using four different clas-
sifier

Fold/Classifier MLP | PNN | SVM | LS-SVM
1 92.75| 97.5 | 99 99.5

2 90.75 | 97 98.5 | 99

3 90.75| 975 | 985 | 99.5

4 88.5 | 96 97 99
Average accuracy in % 90.6 97 98.25 | 99.25

6.7 Summary of the chapter

In this chapter, transient analysis for SEIG system is mprtesktaking different types of
faults such as three phase short circuit, line-to-linetfaihgle line opening at load and
single phase capacitor opening. During three phase shoditciault and line-to-line fault
SEIG re-excitation time is more compared to the pre-fautitaion time for building rated
voltage. Single line opening at load leads to sustainedapinlstorque which may damage
the induction machine if the fault is not cleared quickly. éancluded, the fault detec-
tion and classification are mandatory to avoid de-excitetoSEIG and torque pulsations.
Due to non-linear and non-stationary nature of SEIG statttage, Hilbert-Huang trans-
form (HHT) is selected for analysis of the fault voltage sigand its statistical features
extraction. Extracted statistical features are processaty different classifiers such as
MultiLayer Perceptron (MLP) neural network, Probabitisieural Network (PNN), Sup-
port Vector Machine (SVM), and Least Square Support Vectachine (LS-SVM). To have
a correct evaluation, the input size of the matrix is reshdfind given to each classifier.
The overall average accuracy obtained using classifiers MNR, SVM and LS-SVM are
92.75 %, 97 %, 98.25 % and 99.25 %. In this study, it is obsethatlLS-SVM among
above classifiers provides higher classification accuracy.
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Chapter 7
Conclusions and future scope

In this thesis, various aspects such as voltage controlautidetection schemes of SEIG
stand-alone system along with proposed new schemes arnedtusing simulation and
laboratory experiment. Finally, This chapter presentiofzhg concluding points along
with the future scope of this research work presented intti@sis.

7.1 Conclusions of the thesis

W An analytical expression for the minimum value of capadatarequired to develop SEIG
rated voltage and frequency is derived.

B Mathematical model of wind turbine driven SEIG system iseeed.

B Simulation of the wind turbine driven SEIG system is caroedin MATLAB/Simulink
environment. The performances of wind turbine driven SBIGem taking different types
of load such as resistive load— L load, induction motor (IM) load are discussed.

B Laboratory experiments are carried on SEIG system witlstigsiand IM load to verify
its performance without using any controller. It is obseértleat SEIG excitation fails with
overload and IM load.

B Simulation results of SEIG system with wind variations dse@iscussed and presented.
B \oltage can be compensated to some extent by increasingxtitateon capacitance
value.

B Simulation and experimental results of SEIG system wittaca@pnce variation are pre-
sented, discussed and compared.

B SEIG system with Generalized Impedance Controller (Gl@gigeloped to control volt-
age and frequency during wind speed variations and loaasiwg by computing optimal
values of proportional and integral gains within stableezarsing PSO technique. Further,
simulation is carried out to study its performance with wspeted variations, resistive and
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IM load.

B Performance of GIC based SEIG system (with computed optirggdortional and in-
tegral gains) is assessed through harmonic analysis. Hatahonic Distortion (THD) of
voltages and currents at generator and load side are with&%.

H A new technique is proposed to compute SEIG peak voltage ttsibert transform and
COordinate Rotation Dlgital Computer. Simulation is cagrout by taking a varying si-
nusoidal voltage signal to implement the proposed pealageltomputation technique in
MATLAB/Simulink environment.

W Further, simulation is carried out to study the performaoic&IC based SEIG system
using the proposed peak voltage computation techniquaglyrime mover speed varia-
tions and load switching.

B To implement the proposed control technique experimeretaipsis developed using a
commercially available TMS320F2812 DSP processor. Furt@igoratory experiments are
carried for GIC based SEIG system to maintain rated voltagmd load switching.

B Transient analysis for SEIG system is presented takingraifit types of faults such as
three phase short circuit, line-to-line fault, single lmgening at load and single phase ca-
pacitor opening.

Bl As observed from transient analysis of SEIG system, duhregtphase short circuit fault
and line-to-line fault SEIG re-excitation time is more caamgd to the pre-fault excitation
time for building rated voltage. It is also observed thagknrine opening at load leads
to sustained pulsation torque which may damage the induatiachine if the fault is not
cleared quickly.

B Hence, fault detection and classification are mandatoryaddade-excitation of SEIG
and torque pulsations.

Bl Hilbert-Huang transform (HHT) is selected for analysis lué fault voltage signal and
its statistical features extraction. Extracted stattieatures are processed using different
classifiers such as Multi-Layer Perceptron (MLP) neuralvoek, Probabilistic Neural Net-
work (PNN), Support Vector Machine (SVM), and Least Squaup@®rt Vector Machine
(LS-SVM).

W To have a correct evaluation, the input size of the matrieshuffled and given to each
classifier. The overall average classification accuraces@mputed for all these four clas-
sifiers to study their performance. The overall averageracgtobtained using MLP, PNN,
SVM and LS-SVM classifiers are 92.75 %, 97 %, 98.25 % and 99.2i %hat order.

M In this study, the accuracy obtained by using LS-SVM (99.259Aigher compared to
the other three classifiers.
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7.2 Scope for future work

7.2 Scope for future work

As discussed the limitations of this research work, the saifithe thesis can be extended
as follows.

W The proposed technique for peak voltage computation iSexiufdr balanced resistive,
R—L and IM load. However, suitable technique for peak voltagamatation in case of
unbalanced load can be exploited.

B Fault analysis is done here using Hilbert-Huang transfd#idT) in simulation level,
however real time implementation of HHT for SEIG fault sigman hardware can be con-
sidered as the future scope of this work.

B Integration of fault detection unit with GIC based SEIG sysis also an attractive future
research scope.
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Appendix A

In subsection 4.5.2 Theorem 5.5 and Theorem 5.6 (Chapte3]pdfe used and presented in this Appendix.
Characteristic equation of time-delay system is known asigpolynomials. Pontryagin first studied these
guasi-polynomials and derived necessary and sufficierditions for the roots of these polynomials to have
negative real parts.

Theorem 5.5

LetC*(s) a quasi-polynomial, and by substitutisgr jw rewrite as
C*(jw) = G (w) + |Ci(w) whereC; (w) andC;j(w) represent, respectively, the real and imaginary parts of
C*(jw). C*(s) is stable if and only if

() G (w) andC;i (w) have only simple, real roots and these interlace.

(i) C/(wo)Cr (o) — Ci(wo)C/ (awn) > 0, for somewy, in the rangg —o, ).
whereC/ (w,) andC/ (wy) represent the first derivative with respecta®f C; («wy) andCi(wy), respectively.
Time-delay system is stable for only the real root€diw) andCi(w). In this context, Theorem 5.6 (Chapter
5 [18]) is presented here to know the nature of rootS,¢tv) andCi(w)

Theorem 5.6

Let M; andN; represent the highest powers ©ande®, respectively, inC*(s). Let ni be an appropriate
constant such that the coefficients of terms of highest @€igré; («,) andCi(wy,) do not vanish atv = n.
Then for the equationS; (w) = 0 orCi(w) = 0 to have only real roots, it is necessary and sufficient that i
each of the intervals

=2+ < w < 211w+ nN1, 1y =lo, los1, los2,...
C: (wp) or Ci(an) have exactly 4 N; + Mj real roots for a sufficiently largk. Description of how this theo-
rem is used to know the nature of the rootpfw) or Ci(w) presented here taking a first order time-delay
system.
Let a first-order time delay system with delay time of 10 s resented by,

G(s) = 7o 1
Let value ofkp=1.8 andki=0.2. Now the characteristic equation of the closed-loaqmbees

C(s) =28+ s+ (1.85+0.2)e"1®
Quasi-polynomial of the above characteristic equatiorbrexs

C*(s) = e'®C(s) = 0.2+ 1.85+ (28’ + )€™
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ExpressiorC*(s) is rewritten by changing variables= %. Then the expression f@*(s) is rewritten as
C*(8) = (0.0282+0.15)°+ 0.185+ 0.2
For this new quasi-polynomiall; = 2 andN; = 1. The real and imaginary parts 6f(§) after substituting
S= j@ are presented as follows.
C(®) = 0.2— 0.1&@sin@® — 0.0262cos @)
Ci(®) = @[0.184 0.1cog &) — 0.02asin(®)]
From the right hand side of imaginary part following two exgsions are obtained
w=0,or
0.18+ 0.1cog @) — 0.02¢sin(w) =0
It is observed from the first expression that one root of thagimary part iSa, = 0. The positive real roots ob-
tained from second expressions are= 8.0812,0, = 8.8519,a» = 13.5896,4 = 15.4332,0 = 19.5618,
3 =218025......
Nextn = 7 is selected so thain(n) # 0 to check the conditions mentioned by Theorem 5.6. Roatillist
tions ofC; (@) is presented in Fig. 7.1 which will help to apply the Theorem.

1
f f [ [ [ f
| | | | | |
0.5 I I I I | I _
| | | | | |
| | | | | |
0 : 1 ¥ | ™ « : )ﬂl «
| | | |
: I Y | dr+7ld 6m-ml4, | 6m+7/4
0.5 2r-7l4 | :27T+7T/4 : : : : |
1 | | | I | |
0 5.49 7.06 11.78 13.35 18.06 19.63 25
Frequency (rad/s)

Figure 7.1: Root distribution of; (@)

From the figure it is observed th@t(@) has only one root in the interv, 27— 7 =0, i.e, rootat
the origin. SinceCi (@) is an odd function ofy, it follows that in the interval =27, 7], C;(@) will have only
one real root. As seen in the same figure tﬁaﬁ)) has no real roots in the intervp@{l, 97"]. Hence,éi(a))
has only one real root in the interval

[—2m+ 7.2+ 7],
which not satisfy the conditionMy + M1 = 6 for |, = 1.
Further, takd, = 2, so now the number of real roots must b & M; = 10. As seen in the figure in the
interval,

[—4m+ 7,4+ 7],
the functior(A:i(cD) has only five real roots. With the same procedurd{fet 3,4, ... it is concluded that the
number of real roots of; (@) in the interval

[—2lym+ F. 21+ 7],
is always less thanlN; + M; = 4l; + 2. So based on the Theorem 5.6 it is concluded that the ro(ﬁsﬁ@ﬁ
are not all real, hence the gains are considered are notwtitaistable zone.



Appendix B

The generalized rotational expression for vectors is gagfollows:

/

X X
— Rot(8) (7.1)

/!
y y
where(X,y) and(x’,y’) are input and output vectors respectively for rotation. rghe

co —sin
Rot(p) = * ¢ (7.2)

sing  cosp

Applying two successivRotson a vector, that is rotating a vector through two differerglasg, andg, in
succession is equivalent to rotating the vector once, ipdyam Rotonce, through an angle equal to the sum
of the two anglegp + @. We can write the trigonometric equation as follows:

cof@+ @) —sin(g+ @) cosp —sing cosp  —sing 7.3)
sinlg+@) cod@+ @) singg  cosp singg  cosp .
This equation may be written as in the following expression
Rot(@ + @) = Rot(@)Rot(¢) (7.4)
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