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Abstract

Wireless sensor-actor network (WSAN) is a collection obrese conservative sensors and
few resource-rich actors. It is widely used in various aggilons such as environmental
monitoring, battlefield surveillance, industrial processitrol, and home applications. In
these real-time applications, data should be delivered mihimum delay and energy. In
this thesis, delay and energyfieient protocols are designed to achieve these objectives.
The first contribution proposes a delay and energy awaredgwdion protocol (DEACP)
to improve the network performance. It consists of two-léwerarchicalk-hop clustering
and backup cluster head (BCH) selection mechanism to peoga@brdination among
sensors and actors. Further, a priority based event fom@grdechanism has also been
proposed to forward the maximum number of packets withinttbended delay. The
simulation results demonstrate theetiveness of DEACP over existing protocols. In the
second work, an interference aware multi-channel MAC maitglAMMAC) has been
suggested to assign channels for the communication amadesno the DEACP. An actor
assigns the static channels to all of its cluster membersdiosor-sensor and sensor-actor
coordination. Subsequently, a throughput based dynanaarai selection mechanism
has been developed for actor-actor coordination. It isriatefrom the simulation results
that the proposed IAMMAC protocol outperforms its competitprotocols. Even though
its performance is superior, it is susceptible to be attddiecause it uses a single static
channel between two sensors in the entire communication.

To overcome this problem, a lightweight dynamic multi-chen MAC protocol
(DM-MAC) has been designed for sensor-sensor coordinatitath sensor dynamically
selects a channel which provides maximum packet recepttta among the available
channels with the destination. The comparative analysisvstthat DM-MAC protocol
performs better than the existing MAC protocols in terms dofedent performance
parameters. WSAN is designed to operate in remote and éesiironments and hence,
sensors and actors are vulnerable to various attacks. Ththfoontribution proposes a
secure coordination mechanism (SCM) to handle the dataafoing attacks in DEACP.
In the SCM, each sensor computes the trust level of its neigidp sensors based on the
experience, recommendation, and knowledge. The actoyassathe trust values of all its
cluster members to identify the malicious node. Secure alggitithm-3 is used to compute
the message authentication code for the data. The sensctssalneighbor sensor which
has the highest trust value amonglthopsensors to transfer data to the actor. The SCM
approach outperforms the existing security mechanisms.

Keywords. DEACP, Delay, WSAN, Energy, IAMMAC, DM-MAC, Channel, SCM.
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Chapter 1

Introduction

Wireless sensor network (WSN) is a collection of autonomseissors to monitor the
environmental conditions [1]. These sensors coordinatenginmthemselves to collect
information from the deployed area and transfer it to a/&iake station. Usually, the sink
has higher communication and computation capabilitieagpared to the sensors. WSN
plays a significant role in various real-time applicationsls as battlefield surveillance,
environmental monitoring, industrial process controlaltie care monitoring and many
more [2]. A typical WSN architecture is shown in Figure 1.1.

Internet

Figure 1.1: Architecture of wireless sensor network

WSN has unique characteristics to discriminate from wagleetworks such as mobile
ad-hoc networks (MANET) and cellular networks. In WSN, thember of nodes is more
as compared to MANET. Path lifetime is also less in WSN duehianoel fading, energy
depletion, node failure, node addition, and node deleti®ansors are usually deployed
randomly and they configure themselves into a network. In \WSH not feasible to have
a global addressing mechanism due to high node density. dfidse WSN applications are

1



Introduction

data-centric, so data flow in the network exhibits many4te-trdfic pattern [3]. In WSN,
sensors collect environmental information and transfer ihe sink, however, they can not
perform any actions in the deployed area.

To alleviate this limitation, an expansion of WSN has evdlas wireless sensor-actor
network (WSAN) which has actors in addition to the sensorgeldorm an action in the
deployed area [4]. Usually, an actor has higher commuminabattery, and computation
capabilities as compared to a sensor. It participates iti4nap communication to transfer
and receive data, and typical examples of actors in a WSANbwayater sprinklers, robots,
and electrical motors.

Sensing Processor &
Unit ADC Storage -~

A

» Transceiver Je—

Y

A A

Power

Figure 1.2: Sensor node architecture

A sensor node normally consists of fiveffdrent components such as sensing unit,
analog to digital converter (ADC), processor & storagengciver, and power unit
(Figure 1.2). A sensor generates an analog signal by settstnghysical area, which is
converted into a digital signal using ADC. The digital sigisatransmitted to a processor,
which in turn consists of micro-controller that performsmuuting operations. A sensor
transfers its data to the destination using a transceives.pbwer unit supplies power to all
the components in a sensor node [5].

Actuation Processor &
Unit <-| DAC {=| Controller <>{ Storage

A

l«<>| Transceiver |e>

A A A

Power

Figure 1.3: Actor node architecture

An actor node consists of six féierent components: actuation unit, digital to analog
converter (DAC), controller, processor & storage, transeand power unit (Figure 1.3).
The working principle of power unit, processor & storage] &nransceiver is similar to that

2



1.2 WSAN Architecture and Working Principles

of sensor node. The controller unit controls all the comptse an actor. The DAC unit
converts the digital signal into an analog signal. The aainainit performs actions in the
physical area [6].

1.1 WSAN Applications

WSAN supports various applications. Few of them are desdriielow [7, 8, 9].

e Environmental Monitoring The sensors are used to detect environment conditions
such as habitat, air or water quality, hazard, and disasteritoring. The actor
performs an action, if any abnormal event happens in the toiamg area.

o Military Applications In military applications, image sensors are used to dekect
presence of enemy targets and tasks. The smart weapons dndaaoe can be
considered as actors for destroying the targets and resthennjured soldiers.

¢ Health Care ApplicationsSensors are used to monitor the patient behavior. An actor
can take necessary actions based on the patient’s heatfitioan

¢ Industrial Process Controlln industry, sensors are usually deployed to detect any
type of faults in the machine. An actor rectifies the faulta imachine.

e Security and Surveillancevideo and acoustic sensors are installed in the airports,
buildings, and subways to recognize abnormal events. leanprmal event happens
in the monitoring area, then the actor performs actions.

e Home IntelligenceWSAN is also used tofeer a convenient living environment for
human beings.

1.2 WSAN Architecture and Working Principles

It describes how the nodes are organized and communicatédd edch other to
perform network activitiesféciently. WSAN consists of automated and semi-automated
architectures [10, 11]. In an automated architecture, ®@snsense the environmental
conditions of the deployed area. The sensed informationrectty transferred to an
actor in a multi-hop fashion, and the actor performs rapiibas in the target location.
The automated architecture improves the network lifetimd delay as information is
transferred directly to an actor as shown in Figure 1.4. leraisautomated architecture,
initially sensors send their data to a sink, and the sinkgsses the collected information.

3



1.2 WSAN Architecture and Working Principles

Figure 1.4: Automated architecture of WSAN

Subsequently, it issues the commands to an actor which iestet® the target location
to perform actions. Figure 1.5 shows the semi-automatelitaoture and its working
principle is identical to the traditional WSN architectur&he automated architecture
performs well as compared to the semi-automated archreeetith respect to network
lifetime and delay parameters. Due to inherent advantage8V®AN automated
architecture over semi-automated one, more propositiame been made on automated
architecture [12]. In this thesis, we have worked in the sdirextion to design energy and
delay dficient protocols in WSAN.

lE Sensor Event area

Figure 1.5: Semi-automated architecture of WSAN

WSAN supports three types of data communication modes sachvant-driven,
periodic, and on-demand [13, 14, 15]. In the event-drivexdeyevhen an event occurs the

4



1.2 WSAN Architecture and Working Principles

sensor transfers its data either to a sink or an actor basteedWSAN architecture. In the
remaining time, sensors do not send any information to thiei actor. Hence, siriéctor
does not know whether the sensors are alive or not. The datarission latency is an
important parameter in the event-driven mode. In the pearinotde, sensors periodically
transfer their data either to an actor or a sink based on th&NV&chitecture. Data
gathered in periodic mode does not require quick deliverthéodestination. This mode
consumes a lot of energy from the sensors as they have to s¢éageriodically. In the
on-demand mode, users gather the event information baséaeonnterest. They send
instructions to the sink as per their requirements in a $ipedormat. Based on the merits
and demerits of the event-driven and periodic mode of datastnission, Manjeshwaat
al. have proposed a hybrid protocol foffieient information retrieval in sensor networks.
It combines the features of event-driven and periodic mddkata transmission [16].

/ Communication Plane

/Coordination Plane

Management Plane

Application Layer

Transport Layer

Network Layer

Data Link Layer /

/

Figure 1.6: WSAN protocol stack

Physical Layer

The protocol stack of WSAN consists of fivefidirent layers such as physical, data
link, network, transport, and application as shown in Fegar6. The functionality of
each layer is similar to the layers of wireless ad-hoc netaiorThe application layer
provides more operations such as in-network operations, @aggregation, and external
guery processing. WSAN protocol stack also consists ofetlplanes: management,
coordination, and communication. The management plaresgonsible for managing the
power, actor mobility, and node failure problems. Coortdoraplane handles coordination
among nodes in WSAN and issues instructions to the commiimngalane for establishing
communication in the network [17].



1.3 WSAN Design Objectives

Due to distinctive characteristics of WSAN, existing pmits of wireless sensor

networks and ad-hoc networks may not perform well in WSAN][18The unique

characteristics of WSAN are:

1.3

The

HeterogeneityThe sensors have limited communication resources anerpgibwer.
However, an actor has high transmission range, computatinmhbattery capabilities.
Thus, researchers do not give much significance to the ermpang@meter of actors
while designing protocols.

Deployment A vast number of sensors are thrown in the target area weh#ip
of a helicopter or truck. In addition, few actors with largartsmission range and
longer battery life are also deployed. The failure of fewssgmodes do notfiect
the network performance, but the failure of actors are gostl

Coordination Unlike WSN, WSAN comprises of heterogeneous nodes i.as@s
and actors. The coordination needs to be three-fold, betseesor-sensor, between
sensor-actor, and between actor-actor. Further the cuairdns need to befficient
for performing the desired action in the area of deployment.

WSAN Design Obijectives

unigue characteristics of sensor-actor networks armd demand of real-time

applications have created a lot of challenges on protocedsgd in WSAN. The design
objectives of sensor-actor networks are [19]:

Small Node SizeKeeping the sensor node size smaller improves the netwask c
and lifetime.

Self Configurability In WSAN, nodes to be self configurable to manaffeaive
communication with less power consumption.

Adaptability In WSAN, path lifetime is less as compared to WSN due to actor
mobility and changes in the network density. The protocdl8V&AN should be
adaptive to network density and actors mobility.

Reliability: To achieve reliability the protocols must support errorntcol
mechanisms.

Fault Tolerance In WSAN, sensors and actors are deployed in a harsh envennm
The nodes should hence be fault tolerant.



1.4 Research Challenges and Objectives

e Security In real-time applications, sensor and actor nodes perfgperations in an
unattended area. The adversaries may capture importanrdat nodes. So, secure
protocols are required in WSAN to prevent from active andspasattacks.

e Quality of service (QoS) SupporThe communication protocols of WSAN should
provide QoS support to have high packet delivery ratio andimmim delay for
real-time applications.

1.4 Research Challenges and Objectives

Considering the design objectives of a WSAN it reveals thajpmthrusts need to be given
to the coordination mechanisms, medium access control (M@ocol design to achieve
better QoS parameters, security issues for reliable dditzedeetc. It has been observed
from the literature that several propositions have alrdsn made [20, 21], however there
exists a scope to improve the performance of WSAN by desggimproved protocols.
Keeping this in mind, the research objectives of the thasisaad down to

(a) design an energy and delay aware coordination and comatiom approach to
perform reliable actions in an event area, which includes

e coordination mechanism among sensors and actors to retlackutden on
sensors.
e a priority based event forwarding mechanism to deliver tleimum number

of data packets within the bounded delay.

(b) design an energyfigcient multi-channel MAC protocol to improve the network
lifetime and channel contention, which contains

¢ sleepwake-up algorithm to reduce energy dissipation in the ngtwo

e contention based protocol to improve the packet deliverg.ra

(c) design a lightweight distributed multi-channel MAC fwool for sensor-sensor
coordination.

(d) design a trust based security model to handle the dateafding attacks which
include black hole, gray hole, and sink hole attacks.



1.5 Thesis Organization

1.5 Thesis Organization

The thesis is organized into sixffirent chapters including introduction and conclusion.
The four contributions made out of the thesis are indepedratahbelong to dierent layers

of the WSAN protocol stack. Hence, in place of dedicatingmasate chapter for literature
survey, the related work is presented separately in eaghtehi@ bring out the motivation
for the contribution made.

Chapter 2: A Delay and Energy aware Coordination protocol (CEACP)

A coordination protocol has been proposed to deliver the@shinformation to an actor
within the bounded delay. It is a two-level hierarchiahop clustering algorithm. In the
first level, sensors form K-hop cluster by placing actor nodes as cluster heads. In the
second level, sink acts as the cluster head and forms archmsteng actors. The sensors
which arel-hopaway from actors are called edaynodes. The actor electselay node as

a backup cluster head (BCH) based on the residual energyhantbtle degree. The BCH
resumes the data gathering process when an actor leavdagter o help its neighboring
actor. Further, a priority based event forwarding mecharhias been proposed to forward
an event information based on its bounded delay. The prapogerdination protocol
outperforms its competitive protocols.

Chapter 3: IAMMAC: An Interference aware Multi-channel MAC protocol

The IAMMAC protocol discusses how channels are assigneithéocommunication among
nodes in the DEACP (Chapter 2). An actor acts as a cluster toed¢-hop sensors and
computes the shortest path for all the sensors. An actatipastthe cluster into multiple
subtrees and assigns a non-interference channel to eatkesulbhe actor electsralay
node as a backup cluster head (BCH) based on the residugiyesied the node degree.
An actor broadcasts the BCH information to the remaimglgy nodes using a common
control channel. Theelay sensors use the same channel of BCH to communicate with
it. However, the other cluster members do not change théar daannel. Subsequently,
an interference and throughput aware multi-channel MAGqua has been also proposed
for actor-actor coordination. The proposed MAC protocabroves the network lifetime,
end-to-end delay, packet delivery ratio, and goodput aspemed to the existing MAC
protocols.

Chapter 4. A Dynamic Multi-channel MAC (DM-MAC) protocol fo r Sensor-Sensor
Coordination

In IAMMAC protocol, a static channel is assigned between tsemnsors for entire
communication to transfer data to the actor (Chapter 3).nEkeugh its performance is
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1.5 Thesis Organization

superior, it is susceptible to be attacked because it usegle static channel between two
sensors in the entire communication. To overcome this proph lightweight dynamic

channel selection mechanism has been proposed for sesrsmrscoordination. Each
sensor dynamically selects a channel that has the maximukepeeception ratio among
the available channels with the destination. The comparamalysis shows that DM-MAC

protocol performs better than the existing MAC protocolteirms of diferent performance

parameters.

Chapter 5: A Secure Coordination Mechanism for Data Forwardng Attacks

A secure coordination mechanism (SCM) has been suggesteahttie data forwarding
attacks in the DEACP (Chapter 2). Each sensor computes thsage authentication code
for data using the secure hash algorithm-3 (SHA-3) and ghieeg (between sensor and
actor). The message authentication code is appended tcatheadd transferred to the
actor. The trust value of each sensor is computed based ahrées parameters such as
experience, recommendation, and knowledge. The sensmtsell-hop sensor which
has the highest trust value among its neighbors to deliveedé#ia to an actor. The SCM
approach outperforms the existing security mechanisms.



Chapter 2

A Delay and Energy Aware
Coordination Protocol

In WSAN, coordination among nodes is required to performabd actions in the
environment [22, 23]. Coordination is defined as the org#tion of the diferent elements
of a complex body or activity so as to enable them to work togie¢itectively. In WSAN,
coordination among the nodes is divided into three categosensor-sensor, sensor-actor,
actor-actor coordination. The primary objective of a serssmsor coordination is to gather
event information in the deployed area with minimum energgge. Sensor slegative
mechanism is the primary technigue to minimize the numbeaative sensors in the
deployed area. The sensors periodically go to sleep sta¢eltiwe the data redundancy and
improve the sensors’ lifetime. Coordination between a @eaad actor helps the sensor
to transfer its data with minimum energy to the nearest adtarious authors have used
cluster based techniques to achieve this objective [24, Z3listering is the process of
dividing the nodes into groups, where each group agrees @mtaat node called as the
cluster head. The cluster head gathers the data from alldtgognembers, aggregates the
data and sends it to a sink. Further, an actor-actor codrdmananages to perform reliable
actions in the event area. A single actor can not perfornoastindependently in the event
area, due to its energy and transmission range constriiaetge, actors coordinate among
themselves to perform actions by optimally allocating satgkeach other. The actor-actor
coordination has been divided into action-first and deniist coordination mechanisms.
In the action-first coordination, an actor begins the acaod then informs it to other
actors. The actors are allowed to take their decisions eagntly whether to join in
the action or not. On the other hand, in decision-first cowtion, the actor communicates
with its neighbor actors before performing any actions m¢lient area assuming its own
constraints.
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2.1 Related Work on Routing Protocols in WSAN

The rest of the chapter is organized as follows. Section strbes related work on
routing protocols in WSAN to list out their merits and denri The proposed delay
and energy aware coordination protocol is discussed in@e2t2. Section 2.3 presents
simulation results and analysis. Finally, Section 2.4 samres the chapter.

2.1 Related Work on Routing Protocols in WSAN

The essential function of a network layer is to forward thdorimation to the
destination [26]. In WSAN, sensors monitor the environmeamd deliver the data to an
actor. An actor processes the sensors’ data and perfdiioelt actions in the deployed
area. The design goal of any routing protocol in WSAN needseto

(a) Simple The routing protocol should be simple and memdficeent because of small
sized sensors.

(b) Energy-gficient The routing protocol must consume less energy and shollizeut
resource-rich actors properly to reduce the communicatenhead on sensors.

(c) Self-organizing and Scalablein WSAN, nodes are deployed in a physical area
without proper planning. Hence, the routing protocol sddug self-organizing. It
should be scalable to adapt the changes in node density.

(d) Distributed In large scale sensor networks, distributed routing ol perform
well as compared to centralized mechanisms. Single poilordéain a centralized
control system reduces the network reliability.

The existing routing protocols of WSAN are broadly classlifieto cluster based and
non-cluster based protocols. The cluster based protoatisaly divide the nodes into
groups using their physical properties. The key idea ofdipestocols is to use the features
of actor to minimize the overhead on sensors. The non-clbased protocols use flooding
mechanism to learn about their neighbors. These protoalsot structure the physical
network into virtual groups. The working principles of thieister as well as non-cluster
based protocols are discussed below along with their camtiparanalysis.

2.1.1 Cluster based Routing Protocols

Clustering is defined as the virtual partitioning of the r®ihto various groups based on the
distance between them [27]. In WSAN, cluster head managesatnbers in inter-cluster
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and intra-cluster routing for proper utilization of resces. The gateway node works as
an intermediate node for two cluster heads. The processusfering is a combination of
two phases namely, cluster formation and maintenance eloltfster formation phase, the
sensors are segregated into groups based on their pregpénteach group, a sensor acts as
a cluster head to manage its group members. The maintenhase fries to maintain the
cluster as long as possible.fi&rent cluster based protocols are described below with thei
working principles to analyze their relative merits and @eits.

Eduardcet al. have designed a hierarchical, reliable, and enefiggient routing protocol
(HEROP) [28]. It uses meta-data to create enefjgient clusters. HEROP is a scalable
approach which considers sensors energy while transmittata to them. Hence, it is
an energy fiicient mechanism. It also provides fault tolerance routing eeliable data
transmission in the network. However, HEROP does not censfte node heterogeneity
property. The actors mobility control, coordination amaagors and sensors are also
not addressed properly. A hierarchical geographic clugigorotocol (HGCP) has been
proposed in WSAN [29]. In HGCP, an area is segregated intaaligrids. The grids are
used to distribute the workload optimally among actors. dahegrid, a sensor which has
the highest residual energy acts as a cluster head. It pgsfdata aggregation and forwards
to the closest actor. The reduction in grid area leads todimadtion of more clusters and
degrades the network lifetime. HGCP does not address thg garameter properly which
is important in real-time applications of WSAN. Finally,assumes that both the sensors
and actors are static.

A quality of service (QoS) aware routing protocol (QARP) Hmeen suggested for
WSAN [20]. In QARP, whenever a sensor identifies an eventtharecks the subscription
table to find out whether any interest on the event is regdter not. If any node is
registered for it, then the sensor selects a path to tratfsfgpacket based on its priority.
A queuing model has been designed to transfer low priorigkes in a less-expensive
path to reduce energy consumption in the network. It useddifusion technique to
transfer the event information to the actors. QARP consideat both the sensors and
actors are static, which is a non-realistic assumption fanynWSAN applications. It
does not utilize resource-rich actors properly, which eausxtra communication burden
on sensors and degrades the network lifetime. Tomneasd. have designed an event
driven clustering protocol (EDCP) [30], where clusters gemerated around an event as
it occurs. In the sensor-actor coordination, the actor ttaots an aggregation tree for
the sensors in its transmission range. A real-time auctiotopol has been designed for
actor-actor coordination. In the overlapping area, anragtoch has the highest residual

12



2.1 Related Work on Routing Protocols in WSAN

energy and also takes less completion time for an action thimswuction. EDCP utilizes
actors properly in data communication to reduce the burdeseasors. It also uses greedy
routing scheme to improve packet delay in sensor-actorduoation. EDCP does not
perform well where multiple events occur concurrently.

Fei et al. have proposed a hierarchical enerdiiogeent routing protocol (HEERP) to
improve the network lifetime [31]. The network area is detdinto domains and each
domain has an actor and a set of sensors. A master is selestddmly among the
sensors to perform data aggregation. HEERP constructaladbmains and zones around
an actor, which is similar to the hierarchical geographigstdring protocol (HGCP). In
HEERP, sensors perform data aggregation process, whichdigthe network lifetime.
To improve the network lifetime, weighted bi-partite matghprotocol (WBMP) employs
resource-rich actors as cluster heads [32]. An actor dslig® event information from
its associated cluster members and performs reliableraciiothe event area. To reduce
the latency between sensing and acting tasks, the actonmzes its coverage area based
on the sensors density. Further, WBMP does not address thg pigrameter féectively.
Shahzackt al. have suggested a delay and throughput aware protocol (DioAIR)prove
the network performance [33]. It consists of static and rneosctors. The network area is
segregated into grids and each grid consists a set of séatsoss and actors. It tries to find
the proper placement of actors to improve the network perémice.

Zhicenget al. have developed a sensor-actor coordination protocol ($&R.) In SCP,
an actor acts as a cluster head and sends its residual enargydink. The sink constructs
a weighted actor Voronoi diagram and sends back to the deitwally, every actor informs
its Voronoi region information to its cluster members. Swadransmit their data to the
actor using shortest path tree to reduce the packet delagquires complete topological
information and also consumes a lot of energy to calculaelkiortest path tree. SCP does
not consider sensor-sensor and actor-actor coordinali@ssumes that both the sensors
and actors are static in nature. A distributed actor pasitigp and clustering protocol
(DAPCP) has been proposed in WSAN [35]. In DAPCP, actors aatlaster heads to
minimize the communication burden on sensors. K@pindependent dominating set is
used to find the actor’s position. It also uses node degresrer while selecting a cluster
head to improve the packet delay. A complete network topo&dgnformation is essential
to computek-hopindependent dominating set. Itis an energficeent mechanism as actors
are utilized properly in the communication.
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2.1.2 Comparative Analysis of Cluster based Routing Protams

In the previous section, cluster based routing protocole Haeen discussed with their
relative merits and demerits. To derive an overall infeegral the cluster based protocols
under consideration have been simulated in a common phatiising NS-2 simulator. A
radio model has been considered to compute the energy cptisamvhile transmitting
and receiving the data as shown in Figure 2.1.

|b bitjpacket I E(b.d) 4 Epx(b) |b bitf packet |
Transmit . T t Receive
™ Electronics [ Tx Amplifier | Electronics >
Eelx*b Ea-mp*b*dﬂ Eelsc*b

Figure 2.1: Radio energy dissipation model

The free spaceH;s) and multi-path fadingE,) channel models have been utilized
depending on the distance between the transmitter andveeceihe free space channel
model has been utilized, if the distance between transmite receiver is less than
thresholdd,, otherwise multi-path channel model has been utilizeddonmunication. The
energy required to transmitla— bit message over the distand€E+x(b)) and to receive
the messageexx(b)) are represented as,

ETX(b) = ETX—eIec(b) + ETX—amp(b, d)
_ bEeIec+ bEfsdz, d< do (21)
| bEeiec+ bEmgd?, d > do

ERX(b) = ERX—eIec(b) = bEelec (2-2)

where,dy = ‘/Ef7/Emp- Electrical energyKee) depends on digital coding, modulation, and
filtering mechanism of the signal. The amplifier energy &rgl* or Eq,,d* depend on the
distance between transmitter and receiver and the acdeftigterror rate. The simulation
parameters like duration of simulation, fiia flow, etc. are listed in Table 2.1, which are
used in all protocols. Various performance metrics likerage end-to-end delay, average
energy dissipation, and packet delivery ratio are used &byae the performance of the
cluster based protocols.

The comparative analysis for these metrics are shown inrésgR.2 - 2.4. It can be
observed that HEROP dominates the other cluster basechgoptbtocols in terms of
superior performance in all the three metrics. Even throdfiROP is scalable, fault
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tolerant, and energyfiécient, it does not consider node heterogeneity and actobslityo
Hence, there exists a scope to design new endigyent cluster based routing protocols
in WSAN.

Table 2.1: Simulation parameters for analyzing cluster aod-cluster based routing
protocols

Parameters Values
Network area 1000x 1000n?
Simulation duration 200 s

Traffic flow CBR

MAC layer IEEE 802.15.4
CBR packet interval 0.05s
Number of sensors 100 - 1000
Number of actors 3-12

Seed value 0

Actor’s mobility speed 0-16ms
Mobility pattern Random waypoint

—

Transmission range of a sensgr 100 m
Transmission range of an actof 300 m

Packet size 64 B
Initial energy of a sensor 2J
Eelec 50nJ/bit
Efs 10pJ/bit/m?
Emp O.OOlIﬁJJ/bit/m4
16X 10°
=7 QARP
-©-HEROP
141 -@-scpP
-£EDCP
12 -A-HEERP
=¥ WBMP

-*-HGCP
—+DAPCP
-B-DTAP

-
o

Average end-to-end delay (s)

I

f60 200 300 400 500 600 700 800 900 1000
Number of sensors

Figure 2.2: Average end-to-end delay for cluster basedmguirotocols
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Figure 2.3: Average energy dissipation for cluster basating protocols
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Figure 2.4: Packet delivery ratio for cluster based rougirggocols

2.1.3 Non-cluster based Routing Protocols

The non-cluster based routing protocols either use floodmgroadcast mechanisms for
communication. They do not structure the physical netwot& virtual groups. Ciferent
non-cluster based routing protocols are described witin Wharking principles to analyze
their relative merits and demerits. Durresial. have proposed a delay and energy aware
routing protocol (DEARP) to improve the network performari86]. DEARP consists
of random wake-up scheme and geographic routing. The pyimljective of random
wake-up scheme is to wake-up a sensor for a specific duratiemdry time slot. In the
geographical routing phase, it uses a greedy mechanisrartsfér data to the forwarding
candidate set. It provides a loop-free path to the destindtr transferring the data, but
data may not reach the destination if holes exist in the ndétw8ince WSAN is a dense
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network, there is less scope for the existence of holes invaank.

Anycast tree based communication mechanism (ATCM) coatstian anycast tree with
its root at the sensor [37]. A sink can dynamically join aslvesl it can leave the sink
tree. In ATCM, every sensor forms an anycast tree. If a siimsjin the network, a new
branch is added to the anycast tree. A sensor uses its angbéestor transferring data
to the nearest sink. Every sink periodically sends a beaeckat to refresh anycast table
entries. ATCM approach is similar to the directfdsion routing protocol. The anycast
table size is controlled by storing only nearest sink infation. It performs well when the
updates from a sink are not frequent. ATCM mechanism has dieamated using IEEE
802.11 MAC protocol, which has been designed explicitiidrANs. IEEE 802.11 MAC
protocol is not suitable for energy constrained networkaelg, WSN and WSAN. Ngagt
al. have suggested a delay sensitive routing protocol (DSRREfiable communication
in the network [22]. The network area is segregated intalrgrids for event monitoring.
DSRP is a reliability centric framework and uses fault tafgrdata aggregation mechanism
to eliminate the faulty sensors in the network. DSRP has beeulated using IEEE 802.11
MAC protocol and considered both the sensors and actorsaie g he actors are not used
properly in the network establishment and data transmggh@ases. Hence, DSRP creates a
lot of communication burden on resource conservative serswl thus reduces the network
lifetime.

Durresi et al. have designed a geometric broadcast routing protocol (GB&P
provide energy ficient packet broadcasting in the network [38]. In GBRP, sotdke
local decisions while forwarding data to the destinationprbvides low communication
overhead as it does not require neighborhood informatibtwe. dctors are utilized properly
to reduce energy consumption in the sensors. GBRP usesaszpantocols to handle the
broadcast mechanisms among sensors and actors. GBRP dstsapackets in the entire
network area instead of concentrating on a specific regioweP aware routing protocol
(PARP) [39] has two versions and in the first version, evegentbansmits data using same
transmission power. In the second one, a sensor can dyngnadaist its transmission
power for data transmission. PARP requires a lot of spacéote she large size routing
table. It chooses a route which requires less energy whileaii@ing the data. However, it
leads to the degradation of the delay parameter. PARP iseastlfle for a dense network
as the routing table size increases with the increase inanktsize.

Power controlled routing protocol (PCRP) forwards the p#skin a stateless
manner [40]. Each sensor sets its power level based on ti@ndé to the intended
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neighbor. In PCRP, the sensor selects a neighbor accorditigetpacket delay deadline
and energy required to forward the packet. PCRP nekids 3-hopneighbors information
to compute the packet delay, that causes control packeheaédrin dynamic networks.
Due to the transmitter power control, a sensor uses sma#ndting power to the nearest
node. This information may not be sensed by other neighlatsare far away and want
to send the packets at the same time. It causes a lot of paglisians and degrades
the network performance. PCRP has been simulated using 82E.1 MAC protocol
which has specifically designed for WLAN. IEEE 802.11 MAC ool is not feasible
for energy constrained sensor-actor networks. Fuhrmasrprt@osed a scalable source
routing protocol (SSRP) for sensor-actor networks [41]RBSs a reactive protocol and
uses a proactive mechanism for the virtual ring constractio SSRP, the source selects
an intermediate node that is nearest to the destinatios.type of routing may not always
produce shortest paths and also increases the packet-emd-tielay.

Fei has suggested a routing protocol for light monitoringl aontrol application
(LMCA) [42]. In LMCA, sensor-sensor coordination and aetmtor coordination is
performed in separate channels witlfelient capacity, cost, and reliability. The backhaul
nodes are resource-rich and they act as mediators betwesorsand actor networks.
The sensor network uses a data-centric routing archigctdn the other hand, the actor
network uses point-to-point communication to improve tbénork performance. LMCA
uses semi-automated architecture for communication,aviner sink collects all the sensor
data and takes a decision. The semi-automated architaotues high end-to-end delay
and rapid energy depletion on the sensors. The inclusioackhaul nodes also increases
the network design complexity.

2.1.4 Comparative Analysis of Non-cluster based Routing Pitocols

To derive an overall inference, all the non-cluster basedogols under consideration are
simulated using same parameters (Table 2.1) which are wseduister based protocols.

Figures 2.5 - 2.7 show the average end-to-end delay, aversggy dissipation, and packet
delivery ratio, respectively for all the non-cluster bagedtocols. DEARP uses a greedy
mechanism and assures a loop-free path selection whilsféraimg the data. It provides

reliable data transmission, and each sensor uses a panakiesup mechanism to improve

the network lifetime. The PCRP, DSRP, and ATCM protocolsehlagen simulated using

IEEE 802.11 MAC protocol. It has specifically designed foreless local area network

(WLAN) and does not give much emphasis to the enefjgient mechanisms as compared
to the sensor networks.
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Figure 2.5: Average end-to-end delay for non-cluster baseting protocols
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Figure 2.6: Average energy dissipation for non-clusteetdasuting protocols

SSRP may not always produce the shortest paths and requineglete network
topological information. It does not select destinatiotoaproperly, which may cause a
delay in the data transmission. GBRP is useful for only queryed applications. However,
it biases the energy consumption and delay as it uses thddastamechanism to transfer
the data. LMCA uses a semi-automated architecture, whiclyzmes a high delay in the
network. DEARP does not specify how to select a destinatohdrder sensors. It requires
MAC layer information for calculating the sleep scheduleacdfensor and actors mobility
is also not considered properly. It can be observed thatnegpect to all the three metrics
under consideration, DEARP outperforms other non-clussed routing protocols.
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2.1.5 Comparison of HEROP and DEARP

Amongst the cluster based routing protocols HEROP outpadothers with respect to
all the three metrics under consideration. Similarly, DEAR observed to have superior
performance among non-cluster based routing protocols. twh best protocols HEROP
from cluster based protocols and DEARP from non-clustes@me compared to derive an
overall inference regarding their performance.

All the three metrics average end-to-end delay, averageygmssipation, and packet
delivery ratio performance comparison are shown in Figu8efagure 2.9, and Figure 2.10.
It can be observed that HEROP performs better as comparedARDP. Hence, cluster
based routing protocols have a better scope in WSAN due io dlaex merits and the
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present research directions are witness to it. In this enapt cluster based delay and
energy aware coordination protocol has been proposed tmiraphe network lifetime and
to deliver the maximum number of packets within the boundsdyd
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Figure 2.9: Average energy dissipation of HEROP and DEARP
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Figure 2.10: Packet delivery ratio of HEROP and DEARP

2.2 Proposed Scheme

The proposed delay and energy aware coordination protd@BACP) is a two-level
hierarchicalK-hop clustering. In the first level, sensors fornmKahop cluster by placing
actors as cluster heads and in the second level, sink acteaduster head and forms
a cluster among the actors. The sensors whichlamepaway from an actor are called
asrelay nodes. The actor electsralay node as a backup cluster head (BCH) based on
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the residual energy and node degree. BCH resumes dataiggthescess when an actor
performs the actions or leaves the cluster to help its ne@igattor. Each sensor reports data
to the cluster head based on the attribute set defined byukechead. The priority based
event forwarding mechanism is used to transfer an eventnrgbon within the bounded
delay to improve the packet reliability ratio, average eweting time, and average energy
dissipation in the network.

Sensor location | Cluster .| Restricted periodic data
identification | formation | reporting mechanism
Actor-Actor ) Sensor-Actor |, Sensor-Sensor |,
coordination | coordination |’ coordination |

Figure 2.11: DEACP framework

DEACP framework consists of six phases: sensor locatiomtifiigation, cluster
formation, restricted periodic data reporting mechanisansor-sensor coordination,
sensor-actor coordination, and actor-actor coordinasshown in Figure 2.11. A sensor
location identification phase is used to estimate the lonaif sensors based on the received
signal strength. The cluster formation phase describesoddwvel hierarchical clustering
algorithm and backup cluster head (BCH) selection mechariCH selects a cluster head
from therelay nodes based on the residual energy and node degree. Atezbieriodic
data reporting mechanism describes when a sensor has td epevent information
to the cluster head. The coordination mechanisms deal ii#dttere communication in
sensor-sensor, sensor-actor, and actor-actor to fuléilbtijective of WSAN.

2.2.1 Sensor Location ldentification

In DEACP, a set of static sensdds= {S1, S,, ...... , Sqn} are uniformly deployed in an area to
detect and track the events. An optimal number of mobilera&a= {A4, A, ...... , Aan) are
also deployed at proper positions to improve their coveeaiga using — hopindependent
dominant set algorithm [32]. The sensor location can beioéthby embedding a global
positioning system (GPS) device in each sensor, but it coesa lot of energy. Hence, a
GPS device is embedded only in the resource-rich actorsallyi every actor broadcasts
its position andd to the sensors in its transmission range. An actor complugagistance to
the sensor in its transmission range based on the receyeal strength of a reply message
from the sensors [29]. The received power at a distanogree space model is computed
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as,

Pr(d) = [

(2.3)

where,P; is the transmission power ands wave lengthL is system loss factoG; andG;,
denote transmit and receiver antenna power gains, regelgctin the simulatiorG;, G;,
and2 values are defined as 1. The trilateration estimation methaded to compute the
locations of the sensors. There are three possible scemvanien computing the location of
all the sensors in the proposed network architecture.

1. The sensor node can able to communicate with three actors.
2. The sensor node can able to communicate with at most twosact

3. The sensor node cannot communicate with any actor.

Figure 2.12: Sensor location estimation scenario withelactors

In the first situation, a sensor node can communicate witketactors then the location
of the target sensor can be obtained directly using trédditen method. In the other
two scenarios, iterative localization mode is used to camplie sensors location. In
Figure 2.12, the actors are used to estimate the locatiorsefsor. The distance between
an actor and a sensor is computed ¢, d3) using the received signal strength indication
(RSSI) method. It computes the distance between an actoma®hsor based on the
received received power of the signal. The distadde calculated using the Equation
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2.3. The locationX, y) of the target sensor can be estimated as,

d% = (% — X)? + (Y1 — Y)2
d% = (X2 — X)2 + (Y2 - Y)2 (2.4)
di = (s - X)? + (3 — )

_ Fiys2 + Foyis + Fayar
2(X1Y32 + XoY13 + X3Y21)
F1Xs2 + FoXiz + FaXo1

" 2(yaXez + YoXaz + Y3Xa1) (:9)
where,
Fi=xX+y2—d?
Fo=x+y;—ds (2.6)
Fa=xX+y;—d3
and

X32 = (X3 — X2)
X13 = (X1 — X3) (2.7)
Xo1 = (X2 — X1)

Y32 = (Y3 = ¥2)
Y13 = (Y1 — ¥3) (2.8)
Y21 = (Y2 — Y1)

Localized sensor % Sensor

Figure 2.13: Iterative trilateration estimation scenavith at most two actors

Figures 2.13 and 2.14 show the sensor can able to communiithtat most two actors
and cannot communicate with any actor scenarios, respéctin these scenarios, iterative
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2.2 Proposed Scheme

localization is used to estimate the location of a sensothigischeme, the sensors whose
location are computed in the first scenario are referredasiked sensors. These localized
sensors are used to estimate the location of the sensorarthabt reachable to at least
three actors by using trilateration technique. This pregepeats to compute the location

of all the sensors in the network.

Localized sensor % Sensor

Figure 2.14: Iterative trilateration estimation scenavith localized sensors

®
é Base Station § Sensor ﬁ Actor

Figure 2.15: DEACP network architecture
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2.2.2 Cluster Formation

WSAN is a collection of resource conservative sensors awdrésource-rich actors. A

two-level hierarchical clustering model has been desigoegtilize actors properly and

reduce the burden on sensors as shown in Figure 2.15. In #idefuel, sensors are

organized into clusters, where the actor acts as a cluséel &ed in the second level, the
sink acts as a cluster head and forms a cluster among thesabtogvery cluster, sensors
send their event information to the corresponding clustaidn(actor). The actor performs
an appropriate action in the event area based on the sefigonation.

Itis feasible to assign a uniquekto every actor, as few actors are deployed in the network
area. Every actor broadcastsiallo packet to itK-hopneighbors that consist of itd and
K value. The value oK is defined as a ratio of actor and sensor transmission rangenW
a sensor node, which is ii-hopdistance to an actor receivesiallo packet, then it stores
the actor address as its neighboring address. The sensts adain packet to the actor
and forwards theHello packet to its 1-hopsensors. This process repeats until a packet
reaches the actoks-hopneighbors. If a sensor does not receivdedlo packet from any of
the actors, then announces itself as a cluster head to tgbbwging sensors and transfers
the event information to the nearest actor. If a sensor nedeives aHello packet from
multiple actors, then it sendsJain packet to the nearest actor. In our approach, a sensor
may be in the communication range of more than one clustdrsaoh sensors are called
as gatewaynodes. Thegyatewaynodes are used to forward the event information from
one cluster to another. To handle the mobility of actorsyyeeetor should periodically
send their mobility information to the neighbor sensorse Bkeps followed are given in
Algorithm 1.

In the second level, the actors form a cluster, where theagtsas the cluster head. The
sink initiates the cluster formation process by forwardarigello packet to the actors. If an
actor receives &lello packet, then it stores the sink address as its neighbor sgldide
actor sends doin packet to the sink and forwards thello packet to itsl-hopactors. This
process is repeated until a packet reaches thetsih&pneighboring actors. The value of
H is defined as a ratio of sink and actor transmission range.utrsionulation, the sink
transmission range is considered as 1000 m. Whenever anap&rforming an action in
the event area, it will forward the information to the neighhg actors and sink. The actor
cluster formation process is givenitgorithm 2.

The backup cluster head (BCH) selection phase will be edabWenever an actor
wants to perform action in the event area or leaves the cltesteelp its neighboring actors.
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2.2 Proposed Scheme

Algorithm 1: Sensor cluster formation

if nodeid € Athen
A — S; : broadcastHello(id, K)
while hop.distance< K do
accept— 1
Si — forward_to(id, K — -)
end
end
if nodeid € S then
while hop.distance< K do
accept— 1
S; — A : join_cluster(id, hop.distance
S; — forward_to(id, K — -)
end
end

© 00 N O O b~ W N P

[ =
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Algorithm 2: Actor cluster formation

1 if nodeid = Sinkthen

2 Sink— A : broadcastHello(id, 2)
3 while hop.distance< H do

4 accept— 1

5 A — forward.to(id,H — -)

6 end

7 end

g8 if nodeid € Athen

9 while hop.distance< H do

10 accept— 1

11 A — Sink: join_clustelid, hop.distance
12 A — forward_to(id,H — -)

13 end

14 end

The objective of BCH selection phase is to minimize the dversergy consumption and
packet drops in the network. In a cluster, the sensors whieh-hopaway from an actor
are called aselay nodesR = {RS;,RS,, ...... ,RS}. Before selecting anyelay node as
BCH, the average residual enerdyf,) of all therelay nodes in a cluster is computed as,

l m
Emn=— Y R 2.9

where,rn is the number of relay nodes aR( is the residual energy of relay node
Therelay nodes which have more residual energy tBap are eligible to act as a BCH.
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2.2 Proposed Scheme

The backup cluster head suitability scoBCH_S corg for a relay node is depends on the
residual energy of the relay nodR%) and node degreeNDrs). The BCH_Scorg is
computed as,

BCH_S coreis = REgs * NDgg (2.10)

Among the eligiblerelay nodes, the node which has the highest backup cluster head
suitability score is selected as the BCH. Newly elected B&kés over the role of cluster
head and forwards its aggregated data to the actor. The B@bdpmlly compares its
residual energy withen,. If residual energy of the BCH is less th&h,n, then it leaves
the BCH role. The remaining relay nodes perform local etectamong themselves to
elect a BCH. In a worst case, if all the relay nodes are notlaéigo act as a BCH; then
a sensor which has the highest backup cluster head suiadstore has selected as the
BCH. The cluster head switching operation takes place irctuster does notféect regular
network operations in other clusters. When the primarytelusead (actor) comes back to
its original location then it acts as a cluster head. The B€lddion process is described
in the Algorithm 3.

Algorithm 3: Backup cluster head selection mechanism

1 if nodeid € Athen

2 A — R; : broadcastHello(id)
3 REs, < Residualenerdys;)

4 NDs, < Nodedegres;)

5 | R = A :(REs,NDs)

6 Ac — ri : (ACK)

7 | foreachRelay node Rdo

8 BCH_Score, = REg, * NDsg;
9 max«— BCH_S corg,
10 if max< BCH_Scorg, , then
11 max« BCH_Scorg, ,
12 end
13 end

14 | foreachRelay node Rdo

15 | « maxBCH._S cordid)

16 A — R; : broadcastHello(l)
17 end

18 end
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2.2.3 Restricted Periodic Data Reporting Mechanism

The sensors sense their environment continuously and fdravaeport to the cluster head in
a periodic mode. This mode of data transmission increagaseldundancy and consumes
a lot of energy from sensors. To overcome this drawback, @ict=xl periodic data
reporting mechanism has been proposed. It is a combinatiparamdic and event-driven
data forwarding modes. In this mechanism, after the cluist@nation phase, each actor
broadcasts an attribute set which consists of minimum yahueimum dtterence value,
and expected maximum idle time. The attribute set definesnahgensor should forward
its data to the cluster head. The parameters are defined as,

Minimum Value (MV)It is the minimum threshold value for a sensed attributéhdfsensed
data value is greater than the minimum value then the semstwhson its transmitter and
report the data to its cluster head.

Minimum Djference Value (MDV)It is defined as the minimum fierence between two
sensed data values. If theffidirence between two sensed data values is more than MDV
then the sensor switch on its transmitter to forward the tiaiis cluster head.

Expected Maximum Idle (EMI) timelt is the maximum threshold time for which a sensor
can be idle.

The MV parameter minimizes the number of transmissions. #saereports the data
when the sensed attribute is greater than the minimum tbiegshlue. The MDV parameter
further reduces the number of transmissions by removingltipdicate data. It allows the
sensor to transmit data when théfeience between sensed data is more than MDV. If the
threshold values of MV and MDV parameters are not reachesh the sensors will never
communicate to the cluster head. It creates some confusithretcluster head whether its
cluster member is alive or not. Hence, in this approach, EMameter is used to force
the sensors to forward the data packet after a minimum tblegieriod. All these three
parameters under consideration are application speciidV/$AN, various sensors may
detect a similar event. Hence, it is essential to performa dggregation before sending it
to the actor. The intermediate sensors compute the meae oéteived data and forwards
to the actor.

2.2.4 Sensor-Sensor Coordination

It is important to gather event information with minimum @l Hence, the sensor sleep
mechanism has been proposed to achieve this objective. Fossleep duration depends
on its queue utilization. Whenever a sensor goes to the stedg, it should forward its
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2.2 Proposed Scheme

sleep period information to the neighboring nodes. Thepsle®rmation is useful for the
source sensor to identify which sensor is in active statengnits 1-hopneighbors. Every
sensor calculates its active duration as,

AP, 1 xa if gs >0
App:{ p-1 @ 1T Qs > (2.11)

=21 if gs =0

where,gs, is the queue size of the sens®ir AP, is the current active period, afP,_; is

the previous cycle active period. Theandp parameters determine the active duration. In
the proposed scheme, the valuexadindg values are taken as 2 to change the active period
linearly. Each sensor maintains destination informatibfop neighbors, slegpctive
status, number of packets waiting in the queue, and theuaisishergy in the routing table
as shown in Table 2.2. Each sensor periodically forwardsoiising table to thel-hop

neighbors to update the information about its neighbors.

Table 2.2: Sensor routing table

Destination, 1-hop| SleepActive | Residual energy No of packets in queug
neighbor
Actorl | S, Active 0.5J 2
Actorl | Sg Sleep 1.8J 3
Actor2 | S; Sleep 0.73J 4

2.2.5 Sensor-Actor Coordination

The primary goal of a sensor-actor coordination is to transénsor information to an actor
with minimum delay. In DEACP, a sensor transfers its datdéduster head to improve
network lifetime and delay. While transferring data to thaster head, each sensor uses
priority based event reporting mechanism. The objectivisfmechanism is to maximize
the number of reports reaching the destination within thended latency. The priority
based event reporting mechanism acts as an index for roetetisa to meet the bounded
latency and computing the sensors active period.

In the proposed DEACP, a priority queue is used to serve tkatguackets based on
their delay requirement. The end-to-end delay is the summaf queuing, transmission,
propagation, and processing delays. In a dense networkuthiging delay dominates the
end-to-end delay. Hence, the proposed mechanism trieslteeghe queuing delay. The
queuing delay depends on the number of high priority packeiting for transmission
across the link. The queue delay increases with the incri@asetwork contention and
interference among the wireless links.
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O Active O Sleep [IIIIM] Priority Queue

Figure 2.16: Weight graph for sensor-actor coordination

Figure 2.16 shows how sensBs selects a forwarding sensor among its availdblep
neighbors; withds,, being the distance between the serSpand actorA;. Each sensor
is enabled with one priority queue so that the packets areedebased on its delay
requirement. Each sensor selects its neighbor which hasakianum neighbor-score (NS)
among itsl-hopneighbors. The neighbor-score betwegrandS; (NSs;s;) is computed
as,

P(gas;) * RESJ.) (2.12)

do(S;)

where,P(gas;) is the probability of queue availability at sens®y, dy(S;) is the average
waiting time of a packet at sens8f, andREs; is the residual energy of the sensyr The
probability of queue availability at sens8y is denoted as,

NSSiSj = (

M) (2.13)

Plaas) = (L

where,gss; is the queue size of sens8y andmg; is the number of packets waiting in the
sensorS; queue. Each sensor periodically forwards a control packéttwconsists of its
residual energy, slegactive status, and the number of packets waiting in a quetree T
average waiting time of a packet at senSeis computed as,

dy(S)) = S+ Rx s, (2.14)

where,S is the average service time in the senSpandR is the packet arrival rate. The
average service time of a packet at a sei®0s computed as,
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(% " Lﬁ)i ) (2.15)

B (Pac — ani(n)RLe
where,P4 is the probability that the intended sensor being in actigted_e is the packet
size,W is the transmission rate, andis the average backfoduration. If any sensor is
in the sleep state, then the value R, S become zero and infinity, respectively. The
neighbor-score of that sensor also becomes zero. The sarsanniformly distributed in a
unit area, the probability that a sensor is in interferingjoa with its neighbors is computed
as,

I(n) = n.rs,.(Ns,) (2.16)

where s, is the radio range of a sens8yandns;, is the number of neighbors for the sensor
S;. Each sensor needs to ensure that the packet end-to-erydstielald not be more than
the bounded delay. It first calculates the advancemg,@} towards the actof from S; to
S;.

d(A, S) - d(A;, S))

hSi,Sj =
d(A;, Si)

where,d(A;, S)) is the distance between sen&rto actorA;. The maximum hop-to-hop
delay @elay s,) from S; to S; is denoted as,

(2.17)

dela)gi’sj < BDE * hSi,Sj (218)

Each intermediate sensor updates the bounded delay oféhele®Dg) before forwarding
the data to the next hop, using the following equation:

BDE = BDE - (tdept_ tarr) - dtrans - dprop (2-19)

where, {4epi— tarr) IS the elapse time of the packet in a sensigg,s can be calculated using
transmission rate art},.,, is the propagation time. In wireless transmissigag, is in order
of microseconds. Packet delay is the summation of queugsrigsion, propagation, and
processing delaysiglays, s, = dy + dprop + Girans + dproc). The maximum queuing delay
dg-max IS computed as,

dq—max = BDg * hSi,Sj - (dtrans + dprop + dproc) (2-20)

When the data transmission starts, the sensor updatS_sa'mI routing table to make
sure that the transmission completes in Big:. If the bounded delay does not meet, then
the sensor has to forward the packets in another route. Istwase, if any alternative route
is not found, the sensor informs its previous node to seledleernative route for next
transmission.
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2.2.6 Actor-Actor Coordination

The actor-actor coordination manages to perform reliabte@as in the event area. A
single actor can not perform actions independently in thenearea, due to its energy
and transmission range constraints. Hence, actors catediamong themselves to
perform actions by optimally allocating tasks to each otfdre actor-actor coordination
mechanisms are divided into action-first and decision<€wstdination mechanisms. In the
action-first coordination, an actor begins the action aed thforms it to other actors. The
actors are allowed to take their decisions independentBtiér to join in the action or not.
On the other hand, in decision-first coordination, the actonmunicates with its neighbor
actors before performing any actions in the event area daguits own constraints. The
action-first scheme performs well as compared to the decisist with respect to delay
parameter. In this work, we have preferred action-first sehdue to its inherent advantage
over decision-first scheme.

In the proposed coordination mechanism, whenever an aeoceives the event
information from its cluster members, it processes thermédion and updates its event
table. The event information is relayed to the sink througmeighboring actors. Each
actor and sink maintains an event table as shown in Table Z3Xonsists a list of
events, event locations, and actors which are performitigrecon the event areas. In
a cluster, if multiple events occur simultaneously, theningle actor can not perform
actions independently in the event location. In this sdenahe actor seeks the help of
its neighboring actors to perform reliable actions in thergvarea. The actor which is
near to primary actor as compared to the available actotgeaiform actions in the event
area. In our proposed mechanism the actor assumes the seasm location as the event
location information.

Table 2.3: Event table

Events| Position| Actor
Eventl| (X5, Y20) | Actorl
Event2| (xs,Y12) | Actor2
Event3| (xs2,V¥s) | Actor3

2.3 Simulation Results and Analysis

To evaluate the performance of the proposed DEACP routiotppol, simulations have
been carried out using NS-2 simulator. A radio model is abgr®d to compute the energy
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consumption while transmitting and receiving the data Whécdescribed in Section 2.1.
To perform simulation, 100 - 1000 static sensors are degloygformly in a 1000x 1000
m? network area. IEEE 802.15.4 MAC protocol is used for senstiereas IEEE 802.11 is
utilized for actors. The simulation parameters like daaasfer rate, sensors initial energy,
sink transmission range are listed in Table 2.4. In the ppeddEACP, it is assumed
that sensors are static and actors are semi-mobile. Ipitile actors are deployed at
proper positions to improve their coverage area usirgpp independent dominant set
algorithm [32]. If an event occurs, the actor moves to thgdatocation and performs
required action. The actor comes back to its original l@catfter performing actions in
the target location. Three simulation scenarios are censttto analyze the performance
of the proposed protocol with the two best cluster basedmrrguirotocols in WSAN i.e.
HEROP [28] and DTAP [33]. Various metrics such as packeabglity ratio, average event
waiting time, and average energy consumption in the netwogkused to investigate the
performance of the proposed DEACP protocol, and existinQBE and DTAP protocols.

Table 2.4: Simulation parameters for DEACP

Parameters Values
Network Area 1000x 1000n¥Y
Simulation Duration 200s
Traffic Flow CBR
CBR packet interval 0.05s
Number of Sensors 100 - 1000
Number of Actors 3-12
Seed value 0
Sensor’s Transmission Range 100 m
Actor’s Transmission Range 300 m
Sink transmission range 1000 m
K 3
Packet Size 64 B
Bounded Delay 2-35s
Data Transfer Rate 20 pk¥s
Sensor’s Initial Energy 2]
Eelec 50nJ/bit
Efs 10pJ/bit/m?
Emp 0.0013pJ/bit/m?

2.3.1 Simulation Scenario 1

In this scenario, the number of sensors is varied from 1000010 a step of 100. Each
active sensor transfers the data with transfer rate of 2§ 9kfThe performance of the
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proposed DEACP is analyzed with packet reliability rativermage event waiting time,
optimal number of actors, and average energy consumptitve inetwork. It is not feasible
to deploy a huge number of high cost resource-rich actore@mtonitoring area. In the
proposed DEACP, an optimal number of actohg,() are computed based on the number
of sensors and network area [43]. The optimal number of aatoDEACP increases with
the increase in number of sensors for fixed size of network aseshown in Figure 2.17.
Aopt is computed using the following equation.

’ N Efs M
2n Emp dztoBS

where, N is the number of sensors amM is the network region. The average distance
(doss) from a cluster head to the base station is computed as,

Aopt = (2.21)

M
dtOBS = 07655 (222)

= P
o ~ @ © o =
T T T T T T

Optimal number of actors

1S

ﬁ)’o 260 360 4(50 560 660 760 8(30 960 1000
Number of sensors

Figure 2.17: Optimal number of actors vs number of sense®EACP

Figure 2.18 shows the packet reliability ratio of the praggbBEACP for bounded delay
varied from 2 seconds - 3.5 seconds in a step of 0.5. The pediadtility ratio is defined
as the ratio of number of packets successfully deliverechtactor within the predefined
latency to the total number of packets are forwarded by them@s. It can be observed
that the packet reliability ratio in DEACP increases with thcrease in bounded delay and
inversely proportional to the network density.

The event waiting time is defined as thdfdrence in time between the occurrence of
an event to the starting time of an action performed by anradtioe number of events is
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Packet reliablity ratio

Figure 2.18:
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The energy consumption in the network is defined as the anudemergy consumed to

establish the network and to transfer the event informdtimm a source to the destination.

Figure 2.20 shows t

he average energy dissipated by the ggdpoechanism in the network

under backup cluster head scenario and without backupeclbstid scenario. In DEACP,

the BCH mechanism reduces the cluster reconfiguration psdog switching the cluster
head. Whenever the primary cluster head (actor) leavesltistec the BCH performs
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Figure 2.20: Average energy dissipation vs network derisityhe proposed DEACP

data gathering process from its cluster members. It can Bereéd from Figure 2.20,
that DEACP under backup cluster head scenario consumesriesgy as compared to the
normal conditions.

2.3.2 Simulation Scenario 2

In this scenario, the performance of the proposed DEACP nspewed with the existing
HEROP and DTAP cluster based routing protocols. To compageperformance, the
number of sensors varied from 100 - 1000 in a step of 100. Eetiteasensor transfer
20 pktgs. The optimal number of actors is varied based on the nunfosgrnsors. The
event bounded delay is fixed to 2 seconds. The network metwicis as packet reliability
ratio, average energy dissipation, and average eveningditne are used to analyze the
performance of the three protocols under consideration.

Figure 2.21 depicts the packet reliability ratio of the pysed DEACP, and existing
HEROP and DTAP protocols for number of sensors varied fro® -10000 in a step of
100. In WSAN, a lot of packets will be dropped due to the presenf a large number
of sensors, mobility of actors, and network congestion. EACP, a restricted periodic
data reporting mechanism has been proposed to decreasatéheedundancy and tia
flow in the network. The backup cluster head selection mdashars used to reduce the
packet losses in the cluster when a primary cluster headrfjagants to perform actions
in the event area or leaves the cluster to help its neighfaators. It can be observed
from Figure 2.21 that the proposed DEACP achieves 8% morkepaeliability ratio as
compared to the existing cluster based routing protooeldHEROP and DTAP.

37



2.3 Simulation Results and Analysis

-8-DEACP
<©-HEROP
-©-DTAP

Packet reliablity ratio
g & 3.

N
a
T

40

L L L L L L L L
3fOO 200 300 400 500 600 700 800 900 10%0
Number of sensors

Figure 2.21: Comparative analysis of packet reliabilityoravith number of sensors

The average energy dissipation for all the three protoaadeuconsideration is shown
in Figure 2.22. Due to a large number of battery constraieedars, it is crucial to design
an energy #icient routing protocol to improve the network lifetime. IEEBCP, each sensor
goes to sleep state when it does not have any data to sendneigidors. Further, actor
acts a cluster head to reduce the burden on sensors. Heapeogiosed DEACP consumes
27% less energy as compared to the existing routing pratocol
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Figure 2.22: Comparative analysis of average energy digsipwith number of sensors
Figure 2.23 depicts the average event waiting time for thepgsed DEACP, and
existing HEROP and DTAP protocols for number of sensorsedafiom 100 - 1000 in

a step of 100. The number of events is fixed to 2. The average esdting time increases
with the increase in network density for all the three protsainder consideration. In the
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proposed DEACP, each sensor transfers its data directlyet@ltister members and also
considers the delay for transferring data tolitkopsensor before transmitting data to the
particular sensor. Hence, the proposed DEACP outperfoohieees 50% less average
event waiting time as compared to the existing protocols.
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Figure 2.23: Comparative analysis of average event waitmeg with number of sensors

2.3.3 Simulation Scenario 3

In this scenario, the data transfer rate varied from 20 - G8/pkn a step of 10 pkfs.
The number of sensors and actors are fixed to 500 and 7, reghectTwo events are
randomly generated in the network. The event informatimuhreach to the cluster head
(actor) with in the bounded delay of 2 seconds. Figure 2IpB4tiates the average event
waiting time for all the three protocols under considematidt can be observed that the
average event waiting time is directly proportional to tagedransfer rate and the proposed
DEACP performs actions with 25% less delay as compared t@xtrsting HEROP and
DTAP protocols.

The comparison of all the three protocols with respect t&etieliability ratio is shown
in Figure 2.25. In the proposed DEACP, the backup clusted hmachanism is used
to gather the information from cluster members when the amyncluster head (actor)
performing actions in the event area or leaves the clusteelp its neighboring clusters.
Further, a priority based event reporting mechanism is tsddliver the event information
in the bounded delay. Hence, the proposed DEACP achievesigt?packet delivery ratio
compared to its competitive protocols as shown in Figuré.2.2
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Figure 2.25: Comparative analysis of packet reliabilityoravith data transfer rates

Figure 2.26 shows the average energy dissipation in theanktior DEACP, HEROP,
and DTAP. In DEACP, sensor residual energy is consideretiendata forwarding and
backup cluster head mechanisms. The actor acts as a pritogtgrchead to reduce the
burden on resource conservative sensors. Each sensorgekep state when it does
not have any packets to transfer, which improves the sergetsne. It can be observed
that the proposed DEACP consumes 13% less energy as contpdherexisting routing
protocols.
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Figure 2.26: Comparative analysis of average energy dissipwith data transfer rates

2.4 Summary

In this chapter, a delay and energy aware coordination pob{® EACP) has been proposed
in WSAN to improve the network performance. The networkatglity is closely related
to the data freshness and enerdgfyceent data reporting mechanism. Hence, they should
be optimized together. In the proposed DEACP, initially girnal number of actors is
calculated based on the number of sensors and network anezneXgy €éicient two-level
hierarchicalk-hop clustering algorithm has been proposed in WSAN. Wheneverctor
leaves its cluster, the backup cluster head (BCH) gathergvknt information from its
cluster members. The restricted periodic data reportinghax@sm reports only few data
packets using an attribute set defined by the actor to redhacertergy usage and network
congestion. A priority based event forwarding mechanisedgen also proposed to deliver
the maximum number of packets within the bounded delay.

The performance of the proposed coordination protocol hesenlevaluated through
simulations in NS-2. The results are analyzed using vameoefsics such as average energy
dissipation in the network, packet reliability ratio, aneeeage event waiting time. The
simulation results reveal that the proposed coordinatiotogol outperforms the existing
HEROP and DTAP.
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Chapter 3

IAMMAC: An Interference Aware
Multi-channel MAC Protocol

Wireless sensor-actor network (WSAN) is a collection oforgse conservative sensors
and resource-rich actors. Each active sensor traces amnghtsnetwork area and transfers
it to the actor, where actor processes the data and exediit#erg actions in the event

area. WSAN supports IEEE 802.15.4 medium access controldMAandard to provide

communication among nodes. IEEE 802.15.4 MAC standardigeeVl6 non-orthogonal

channels, but the existing MAC protocols do not utilize thekannels to achieve better
performance [44].

Channel 1
Collision
(a) Single channel communication
Channel 1 Channel 2
® <+—0—®

No Collision

(b) Multi-channel communication

Figure 3.1: Data transmission using single channel andi+tlinnel

In Figure 3.1(a), nodes 3 and 4 cannot communicate with etlgr,avhen nodes 1 and
2 are already in communication mode. According to the IEEE BD standard, the ready
to send (RTSklear to send (CTS) messages between nodes 1 and 2 blockd@éé fimm
transferring data to node 4. This problem occurs due to teeotia single channel in the

42



IAMMAC: An Interference Aware Multi-channel MAC Protocol

communication [45]. To overcome this problem, various aesieers have suggested the
use of multiple channels for communication among the nodiép [

In a multi-channel communication, as depicted in Figurgl8,1lnodes 3 and 4 can
communicate with each other using channel 2, whereas nodesl 2 can communicate
with non-interfering channel 1. By using multiple channedse can achieve a higher
throughput in the network than the single channel becaudgpbeuransmissions can take
place in parallel without any interference [47]. Existimggle channel MAC protocols may
not perform well in a multi-channel environment becausg thay create a multi-channel
hidden terminal problem in WSAN [48]. This problem occurseminodes may listen to
different channels, that makes iffaiult to use virtual carrier sensing mechanism to avoid
the hidden terminal problem.

CH~R7¢ CH CH CcH Time
| * 1 ~ - 3 3
o5 X
D Data R 0y
2 cpo CH =) CH
Data = @ == ! (—-,g@’\- !
CH 2 ollision ¢
Oa[‘? Data
CH 2 Data 0, Data
K CH2 X CH2
CH CH Y

Figure 3.2: Multi-channel hidden terminal problem scemari

To understand the multi-channel hidden terminal problet$ consider four nodes X,
Y, Z and W and three channels CH1, CH2 and CH3 are availabtmfomunication among
them (Figure 3.2). If node X wants to communicate with Y, thesends an RTS packet
using the channel CH1. Y chooses channel CH2 for transfethie data, and sends a CTS
packet to X. These control messages reserve channel CH2 itmahsmission ranges of
X and Y. However, when node Y sends a CTS packet to X, node Z3g bulistening
channel CH3, so it does not hear the CTS packet of node Y. Hémdees not notice the
communication taking place between X and Y on channel CH2thAtsame time, if Z
initiates the communication with W and selects channel GHén a collision will occur
at node Y. This problem occurs when a node has a single traes@nd can listen only
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to one channel at a given instant of time. To overcome thiwblaak, various researchers
have worked in the direction using multiple transceivera sensor [49]. These protocols
use a common channel to negotiate for a data channel. Egablittiple transceivers on a
sensor reduces the network lifetime.

The type of antenna chosen for communication also playsabreie in the performance
of a MAC protocol [50]. Generally, antennas are categoriréd omnidirectional and
directional antennas based on their coverage. The omaitdinal antenna radiates radio
wave power uniformly in all the directions. On the other hatiee directional antenna
radiates more power in one direction and reduces the inérée from unwanted sources.
A multi-channel MAC protocol should address issues in clehassignment and medium
access mechanism. The channel assignment mechanismgietitd channel is used by
the node to communicate with its neighbor. The medium acceshanism resolves the
collisions using a particular channel [51]. The stateksf-art research in WSAN reports
about receiver and link based channel allocation mechanisma receiver based channel
allocation, each node is assigned with a channel to receigkeps from its neighbors. In
link based channel allocation, every link is assigned toanokl to transfer data along the
link. It allows better spatial reuse, due to the flexibilityassigning dferent channels to
different senders [52].

A delay and energy aware coordination protocol (DEACP) heenbdiscussed in the
Chapter 2 to deliver the maximum number of packets withinidbended delay. In this
chapter, an interference aware multi-channel MAC protdad been proposed to assign
channels for the communication in DEACP. In IAMMAC protocttie cluster head (actor)
divides the cluster into multiple vertex disjoint subtresesl assigns a static channel to
each subtree. An actor selects a maximum throughput chammmalmmunicate with its
neighboring actor.

The rest of the chapter is organized as follows. Section %4crbes various
multi-channel MAC protocols available in the literaturdigt out their merits and demerits.
The proposed interference aware multi-channel MAC prdtémoDEACP is discussed
in Section 3.2. Section 3.3 presents simulation resultsaaradlysis. Finally, Section 3.4
summarizes the chapter.
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3.1 Related Work

Maximizing the network lifetime is a common objective in sennetworks as sensors are
resource conservative. However in WSAN, both packet detalyreetwork lifetime should
be considered while designing a MAC protocol. The packeaydebn highly impact the
performance of WSAN applications. On the other hand, duéné¢oekistence of a large
number of resource conservative sensor nodes, it is impdxadesign delay and energy
efficient MAC protocols. In WSAN, there are four major energy suoming sources at
the MAC layer such as collisions, overhearing, control bead, and idle listening. An
efficient MAC protocol should consider these factors to impribvenetwork lifetime.

The existing MAC protocols can be classified into a singlencieh and multi-channel
MAC protocols, based on the number of channels accessibkably node. The single
channel MAC protocols gter from high collisions, network congestion, and hidden
terminal problems. These problems degrade the networkimeaince. In the multi-channel
MAC protocol, the overall bandwidth is equally divided tochannels. Further, the
multi-channel MAC protocols are classified into single segiver and multi-transceiver
multi-channel MAC protocols. In the single transceiver thchannel MAC protocols,
each node can transmit or listen on a single channel at amyn ginstant of time. These
protocols may also face the multi-channel hidden termimablem. Carleyet al. have
proposed a single channel MAC protocol for WSAN [53]. It usegacket scheduler to
provide priority for every node in accessing the channehgduin et al. have proposed
a multi-channel MAC protocol for ad-hoc networks (MMAC) [54The time duration is
segregated into slots and each slot is further divided idtb@c trdfic indication message
(ATIM) window and data transmission phase. In the ATIM wind@ach node transfers
its channel negotiation messages in the default channelhelrata transmission phase,
a sender transfers its data to the destination using thgressidata channel. Chen al.
have proposed a MAC protocol for ad-hoc networks [55]. limsilsr to MMAC protocol.
However, the time duration slot is variable.

A quality of service (QoS) aware multi-channel MAC protot@s been proposed in
sensor networks [46]. It supports dynamic channel assighmeechanism and each
sensor node is equipped with a directional antenna. It italsk@ for short packet
transmission under low tfidc networks. A multiple channel reservation MAC protocol
has been proposed to tackle the channel conflict problem [B6F a fully distributed
MAC protocol and does not require time synchronization. kDea al. have proposed a
channel allocation mechanism for hybrid multi-channel MgGtocol to improve network
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performance in sensor networks [45]. Each sensor Bgegpneighborhood information
to select an interference free channel. Compu8#tpneighborhood information causes
control packet overhead and reduces the network lifetimeng&t al. have proposed
a multi-channel cooperative multiple-input multiple-put (MMIMO) MAC protocol in
sensor networks [57]. The sensors are organized into chysted each cluster head selects
few cooperative nodes to forward data to other clusters.irff@a-cluster communication,
different channels are assigned to adjacent clusters to redlistoos. In inter-cluster
communication, cooperative MIMO links are used to impradve hetwork lifetime and
throughput [58]. The multiple transceiver protocols cansua lot of energy. Hence, these
protocols do not perform well in the energy constrained senstworks.

In the multi-radio model, each node consists of two radiosramsmifreceive data
independently. It improves network performance at the obshergy consumption. Bahl
et al. have analyzed the impact of a multi-radio communication ehad the network
performance [59]. They reveal that a multi-radio platforffecs significant benefits for
wireless systems. Wanet al. have proposed an energytieient protocol for wireless
LAN [60]. An interference aware channel assignment has Ipgeposed for multi-radio
wireless mesh networks [61]. It uses a multi-radio conflreipdp to model the interference
between routers. It is simulated using IEEE 802.11 MAC protowhich is not suitable
for sensor networks. Diabt al. have proposed a multi-channel MAC protocol with
multi-interface sink in sensor networks [62]. It is an exd®m to hybrid multi-channel
MAC (HMC-MAC) protocol and considers interference causgdhe technologies [63].
Liu et al. have proposed a dynamic multi-radio and multi-channel MB&IVIA) protocol
for sensor networks [64]. Each sensor dynamically selecktaanel based on the spectrum
availability. DMMA uses a multi-radio sleeping mechanism itprove the network
lifetime.

The multi-radio multi-channel MAC protocols improve thetwerk performance
compared to single radio mechanisms but reduces the séhfinne. All the existing
MAC protocols do not consider the channel utilization, rféeence, and capacity. These
protocols do not perform well in WSAN, because of its unigbaracteristics. Hence, there
exists a scope to design new multi-channel MAC protocolSN&AN. To address all these
issues, in this chapter, an interference aware multi-oblgonotocol has been proposed to
assign channels for sensor-sensor, sensor-actor, arrebatbo coordination in WSAN.
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3.2 Interference Aware Multi-channel MAC Protocol

In the proposed interference aware multi-channel MAC (IAK®) protocol, the cluster
head (actor) divides the cluster into multiple vertex digj@subtrees and assigns a static
channel to each subtree for sensor-actor coordination. clor-actor coordination, an
actor selects a maximum throughput channel to communicakeits neighboring actor.
This proposed IAMMAC protocol improves the average packafyl goodput, packet
delivery ratio, and average energy dissipation in the n&kwdhe network assumptions
for AMMAC protocol and protocol framework are discussedowein detail.

3.2.1 Network Assumptions

The following assumptions are considered while desigriieg AMMAC protocol.

(a) Let there beC number of non-orthogonal channels with same bandwidths are
available. Out o€ channels one channel is used as control channeCaiicdchannels
are used as data channels. The control and data channekearéouransfer control
and data messages, respectively.

(b) Each sensor node is equipped with a half-duplex transcaive directional antenna.
Hence, a sensor can either transmit or receive data only mgke €hannel.

(c) The actor node is equipped with multiple radios and on eadmnfT number of
channels are available.

(d) The sensors are static, but actors are semi-mobile nodesally, the actors are
placed in fixed positions. If an event occurs, they move t@tteat locations, perform
the required actions, and come back to their original |ocesti

3.2.2 IAMMAC Protocol Framework

The IAMMAC protocol framework (Figure 3.3) consists of tRrgphases: channel

assignment for sensor-sensor and sensor-actor coomdinadi contention based MAC

protocol, and channel selection mechanism for actor-awbordination. The channel

assignment for sensor-sensor and actor-actor coordinptiase decides which channel
is used by the sensor to communicate withlitopsensor in the vertex-disjoint subtree
for transferring the event information to the cluster headdr). The contention based
MAC protocol resolves the collisions while using a partaouthannel in the vertex-disjoint

subtree. In the channel selection mechanism for actor-aotwrdination, an actor selects a
maximum throughput channel to communicate with its neigimigoactor.
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Channel assignment Contention Channel selection
for sensor-sensor and  |[—>{ based MAC }— for actor-actor
actor-actor coordination protocol coordination

Figure 3.3: IAMMAC protocol framework

Channel Assignment for Sensor-Sensor and Actor-Actor Codatination

A multi-channel MAC protocol should address the problemshannel assignment and
medium access mechanism. The channel assignment mechaecstes which channel
is used by the node to communicate with its neighbor. The umediccess mechanism
resolves the collisions when using a particular channeé difoposed IAMMAC protocol
uses the link based channel access mechanism and conteased MAC protocol. Two
sensors in a cluster are said to interfere each other, if sosdéransmission interferes with
another sensor. To eliminate the interference among sgnsach sensor should use a
channel, which is dierent from its interfering sensors. In our proposed chaas&bnment
mechanism, an actor calculates the shortest path to ai ofuster members (sensors) in a
cluster using Dijkstra’s algorithm.

This mechanism reduces the burden on sensors. For cafhgutag shortest path, every
link is assigned a weight/\(s, s;) using the sensor remaining energy. Tg s, represents
the link weight between sens& andS;. It is computed using the residual energy of
sensorS;. After calculating the shortest path, an actor divides tluster into multiple
vertex-disjoint subtrees all rooted at the actor. Therllaotates a non-interference channel
to each subtree. It is similar to the link based channel atlon mechanism. The actor
assigns a non-interference channel tdHsop relaynodes using greedy based mechanism.
The actor checks whether the distance between theréhay nodes is more than the
sensor interference range, while assigning the same chamite any otherelay node.
The channel assignment information is transferred usingnancon control channel. The
1-hopsensor assigns the same channel t8-t®pchild sensors in the subtree as shown in
Figure 3.4.

The proposed channel assignment algorithm reduces thenehanterference in the
inter-subtrees, but still interference exists in the wsudtree. In the link based channel
allocation, a non-interference channel is assigned toydirét. So, the data is transmitted
on that link using the assigned channel. A channel is asdifpresvery sensor except the
actor. Hence, the receiver should use the same channel ch Wia sender is transmitting
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the data.

<> Channel | > Channel 2 > Channel 3

@ Relay node “ Sensor m Actor

Figure 3.4: Channel assignment in a cluster

<«>» Channel ]| <> Channel2 <> Channel 3

Relay node % Sensor @ BCH

Figure 3.5: Channel assignment in a cluster under backgperlhead scenario

Figure 3.5 depicts the channel assignment under the badusfechead (BCH) in a
cluster. Among theelay (sensors which are-hopaway from actor) nodes, the actor selects
a relay node as the BCH based on the backup cluster head score whilgsdsibed in
Section 2.2.2 (Chapter 2). After selecting a BCH fromrlay nodes, the actor broadcasts
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this information to the remainingelay nodes using the common control channel. All the
relay nodes communicate with the BCH using the same channel, butdlresponding
child sensors channels are not disturbed. The leaf nodesféradata to theelay nodes
using multi-hop communication, then thelay nodes forward the received data to BCH.
An actor acts as the cluster head when it comes back to itmatigcation.

Contention Based MAC Protocol

Only channel assignment mechanism can not resolve thefdrdace caused by the
child sensors in the subtree. It should be further reducedidayg contention free or
contention based MAC protocols. The contention free MACiqgrol requires tight time
synchronization which creates a lot of burden on resournsewative sensors and provides
less throughput under low fifec conditions. Hence, the proposed IAMMAC protocol uses
a contention based MAC protocol. If two sensors want to compaie with a common
parent, then the sensor who wins in the contention phasefénanits data to the parent
node. The carrier sense multiple ac¢esBision avoidance (CSMACA) mechanism is
to used in the contention phase. The control messages asfanad using the common
control channel to improve network throughput. If a sensmsinot have data to transmit,
then it will go to sleep state and forward its sleep duratmng1-hopneighbors. The sleep
period reduces the energy consumption and idle listening in the network.

Channel Selection Mechanism for Actor-Actor Coordination

A delay aware MAC protocol is required for actor-actor caoation in WSAN. Energy is
not an important parameter while designing a MAC protocoldctor-actor coordination
because an actor is a resource-rich node. A throughput bagkidchannel MAC protocol
has been designed for actor-actor coordination. Each sotonbedded with two radios for
sensor-actor and actor-actor coordination. So, the datarnission in a sensor-actor phase
does not interfere with the actor-actor coordination. Trterference is considered while
computing the channel throughput. The proposed multiHseBNIAC protocol selects a
channel which provides maximum throughput among the aailahannels [65]. This
leads to finding a better channel from source to destinatrahiacreases the network
performance. In this protocol, time is segregated into beaatervals. Each beacon
interval is further divided into ad-hoc fifec indication message (ATIM) window and data
transmission phase as shown in Figure 3.6. During ATIM windihe actors negotiate
for maximum throughput channel with the destination to $fanthe data. The channel
negotiation between source and destination is done via anconcontrol channel. In
the ATIM window, each actor should listen to the control alanand sends its control
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messages.

ATIM window Data transmission

Figure 3.6: Channel architecture for actor-actor coortitima

Let us consider a scenario where actpwants to transfer data to the acty. Actor
A senses the control channel, if it is idle for distributecerfiame spacing (DIFS) time,
then it generates a random badk-ttme in the range [O¢w — 1]. Where,cw is the size
of the contention window. When the back-dimer reaches to zero, the actdy sends
a ready to send (RTS) packet. If it is successfully receittel actorA; waits for a short
interframe spacing (SIFS) time and sends a clear to send)(@acBet. The actol; sends a
probe packet to actdk; that consists of maximum throughput channel among theablail
channels. After receiving a probe packet, the asjarhecks the channel with its neighbors.
If it does not provide interference then it sends a confiramagacket else sends an invalid
message. This MAC protocol tries to reduce the collisiond sglects a channel which
provides highest throughput among the available chanfaks steps followed are given in
Algorithm 4.

Algorithm 4: Channel selection in actor-actor coordination
1 Channel(Ng, SN MR)

2 foreach Channel Gdo

5 Y = AGar'-]¢chchk(1—Qch)
Téo n¢tZ7(1-Q7)

4 max«— \IJCO

5 if max< W¥¢, then

6 ‘ max«— ¥Y¢, BC « C;

7 end

8 end

9 A - A RTYBC)

10 A — A CTS

Let us consider an actdx; sends data to the acté; over channeC. The throughput
for channelCe, from actorA; to A; is calculated as,

AGA| ¢CckZCck(l - Qcck)
En: ¢rZr(1 - Qr)
T=0

\Pf;;j (t) = (3.1)
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where,‘I’Z°,§j (t) denotes the throughput of chani@| between actorg; andA; at timet.

AG,, denotes aggregated throughput of the agtgrand it is the sum of the data rates that
are delivered to actol;. Thegc, represents the service probability of chan@gl Qc,
represents the channel loss probability and it is the rdtrmimber of packets dropped and
number of packets successfully transferrggl, defines the channeC() service rate. The
Zc,, is the sum number of packets that are successfully traresrand number of packets
that are dropped. The service probabiliy () of the channeC is calculated as,

wcck M CCck

n
Z chk M CCck

Cek=0

¢Cck = (32)

The wc, provides the window size at the back-¢ime t and MCc, calculates the
maximum capacity of chann€ly. According to Shannon’s theorem, the channel capacity
not only depends on its bandwidth, but also depends on tle@vest signal strength and
interference [66]. The maximum capacityCc,,) that a channeC can provide between
actorA; andA; can be computed as,

ck
LA

MCc., = Blo _—
Cek 92 GN + REXJ

1+ (3.3)

where, GN is the white Gaussian noise powd,is the bandwidth of the chann€l,
and Iﬁjﬁj is the received signal power by the senggr The @jﬁj value depends on the
node density and probability of a node in active state. FRﬁg provides the interference
information at sensod; in channelCy. The channel interference is estimated as,

Ris = __ > Doy + ) CSe, (3.4)

NSy * Ma a CaeC CereC

Where,ngkj value is close to zero then it indicates the cha@ghas less interference
from its neighborsns,, represents neighbor set of acfgr, which is useful to calculate the
interfering actors withA; during data transmission on chaniizk. Ma 4, is the expected
transmission time (ETT) betweeA; and A;, D¢, represents the interference-aware
resources for channél,, andCSc, defines channel switching cost. In our simulation, the
channel switching cost is fixed to 224. The ETT between actok andA, is calculated
as,

1 PS

Ma A = —

AT B

where, p denotes the probability of an unsuccessful transmissi®8.and B represent
probe packet size and bandwidth of the chai@gl respectively. The probabilitg can be

(3.5)
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computed as,

p=1-(1-pra)(1 - pra) (3.6)

where, psq and p,q define the probability of packet loss in the forward and reger
directions, respectively. The interference aware ressufar channeC,y is estimated as,

DCck = MA&,AJ' * nSQ\J (37)

In the IAMMAC protocol, an actor assigns a set of channelsgaluster members. The
sensors transfer data to their corresponding parent naeileg assigned data channels. It
is a centralized approach and reduces burden on the sendes.nd@he actor performs
reliable and timely actions in the event area based on theos&€nnformation. If an actor
alone can not perform appropriate actions in the event dnea, it can seek the help of
neighboring actors. An actor selects a maximum throughipaticel among the available
channels to communicate with its neighboring actors. Thanobkl selection mechanism
for actor-actor coordination calculates the channel fatence level using ETT parameter.
The ETT calculation consumes a lot of energy but gives ateuesults in the channel
interference level. Hence, it is used in the actor-actordination, because actors are
resource-rich nodes.

3.3 Simulation Results and Analysis

The performance of IAMMAC protocol is evaluated using NS2uliator. Each sensor is
enabled with single radio and directional antenna wheraasctor is embedded with two
radios for sensor-actor and actor-actor coordination tiglelchannels and omnidirectional
antenna are enabled on each radio of an actor. In simuldkiersize of the data packet is
defined as 64 bytes, beacon interval is 100 ms, and the ATIMovirsize is 20 ms. The

number of channels is varied from 3 to 4. 100 - 1000 staticasnasre placed uniformly

deployed in the 1008 1000n? area.

In the proposed IAMMAC, we have assumed that actors are sswbile. Initially,
the actors are deployed at proper positions to improve ttwierage area usinkrhop
independent dominant set algorithm [32]. If an event ocdines actor moves to the target
location and perform required actions. The actor comes badk original location after
performing actions in the target location. The simulatiangmeters are listed in Table 3.1.
A radio model is considered to compute the energy consumptitle transmitting and
receiving the data which is described in Section 2.1 (Ch&)teT hree simulation scenarios
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are considered to analyze the performance of the proposetMIRC protocol with its
competitive MAC protocols.

Table 3.1: Simulation parameters for AMMAC

Parameters Values
Simulation Duration 200 s
Traffic Flow CBR
CBR packet interval 0.05-0.016s
Routing protocol DEACP
Sensor’s Transmission Range 100 m
Actor’s Transmission Range 300 m
Optimal number of actors 3-12
K 3
Seed value 0
Channel Switching Cost 224us
Number of sensors 100 - 1000
Sensor’s Initial Energy 2J
Packet Size 64 B
ATIM window size 20 ms
Beacon interval 100 ms
Data Transfer Rate 20 - 60 pktgs
Number of channels 3-4
Eelec 50nJ/bit
Ets 10pJ/bit/m?
Emp 0.0013pJ/bit/m

3.3.1 Simulation Scenario 1

The simulation has been carried out by varying the numbehahgels as either three or
four. The number of sensors being varied from 100 - 1000 irejp et 100. Based on the
number of sensors, an optimal number of actors varied from 2t Each active sensor
transfers 20 pkfs. Along with the proposed IAMMAC protocol, the existing pwools like
DMMA [64] and MMIMO [57] are also simulated using same paraeng for performance
comparison. The network metrics such as average end-tolelayg, packet delivery ratio,
average goodput, and average energy consumption are uaedlyae the performance of
all the three protocols under consideration.

Figure 3.7 depicts the average end-to-end delay for threargis and similar results
are shown in Figure 3.8 for four channels. The simulatiorultssindicate that the
average end-to-end delay increases with the increaseworietlensity and it is inversely
proportional to the number of channels. In the proposed IAAQ\protocol, the contention
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between intra-subtree sensors are minimal. However, tteg-subtree contention still
exists. A contention based MAC protocol has been used tbhdureduce the contention.
The proposed IAMMAC protocol performs well as compared te #xisting DMMA,
MMIMO MAC protocols. Further, the proposed IAMMAC delivetise data with 8% and
11% less time as compared to the existing mechanisms fa thiannels and four channels,
respectively .
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Figure 3.7: Comparative analysis of average end-to-endydeith number of sensors
(number of channels 3)
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Figure 3.8: Comparative analysis of average end-to-endydeith number of sensors
(number of channels 4)

In WSAN, the packet delivery ratio depends on the link lifeti and congestion in the
network. The IAMMAC protocol reduces the network congesthry transferring data
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through multiple channels. The control and data packetdraresferred using control
channel and assigned data channel, respectively. Each iacémabled with multiple
channels to improve the network performance. Figures 393ah0 show that the proposed
IAMMAC protocol achieves 12% and 11% more packet delivetioras compared to the
existing DMMA and MMIMO MAC protocols for three and four chagls, respectively.
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Figure 3.9: Comparative analysis of packet delivery ratithwumber of sensors (number
of channels= 3)
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Figure 3.10: Comparative analysis of packet delivery raitbh number of sensors (number
of channels= 4)

WSAN consists of a vast number of battery constrained sensor it is important
to design an energyflicient MAC protocol. In IAMMAC protocol, a sensor goes to
sleep state whenever it does not have any data to send. An rachoces the burden
on sensors by performing energy consuming tasks namelytestigpath calculation and
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channel allocation for all the sensors. Hence, averagggm@nsumption in the network
for IAMMAC protocol is less as compared to the existing DMMAAMMIMO MAC
protocols. Figures 3.11 and 3.12 depict that the averagggnensumption in the network
increases with the increase in network density and inverselportional to the number of
channels for a constant data transfer rate.
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Goodput is an application level throughput and can be defasetie number of useful
bits that have been delivered to the destination per uné.titrexcludes protocol overhead
bits and retransmitted data packets. Figures 3.13 and [Bi&ate the performance of the
proposed IAMMAC, existing DMMA and MMIMO MAC protocols withespect to average
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goodput in the network. The average goodput increases Wwihnicrease in number of
sensors and number of channels. The goodput depends ortdheastsfer delay and packet
delivery ratio. As, IAMMAC protocol achieves less transgi® delay and more packet
delivery ratio as compared to DMMA and MMIMO MAC protocols.ekice, IAMMAC
protocol produces 13% and 11% more average goodput as cethjgathe existing MAC
protocols for three and four channels, respectively.
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3.3.2 Simulation Scenario 2

In this scenario, the data transfer rate varied from 20/pkts60 pktgs in a step of 10 pkfs.

The number of sensors and actors are fixed to 500 and 7, regbgcThree channels are
used to transfer the information in the network. Figure 3lépicts the average end-to-end
delay for data transfer rate from 20 - 60 pkts The average end-to-end delay increases
with the increase in data transfer rate for a constant nurmbsensors and channels. In
the proposed IAMMAC protocol, a sensor transfer its datehdctor using its assigned
non-interference channel and the actor can receive fronipfeusensors as it uses multi
channel communication. Hence, our proposed IAMMAC protacbieves 9% less average
end-to-end delay as compared to its competitive protocols.

N N N N
i [N} w iN
T
152

Ny
T

=
©

- |IAMMAC
-©-DMMA
--MMIMO

Average end-to—-end delay (s)

Iy
0

e
o~
o

I I I
25 30 55 60

s 40 45 50
Data transfer rate (pkts/s)

Figure 3.15: Comparative analysis of average end-to-elay déth data transfer rates

= |AMMAC
-©-DMMA
--MMIMO

o]
a
T

e}
o=

Packet delivery ratio

[=2]
@

D
o

T

5%0 25 30 35 40 45 50 60
Data transfer rate (pkts/s)

Figure 3.16: Comparative analysis of packet delivery raiib data transfer rates

59
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The performance of the proposed IAMMAC protocol, existinglIA and MMIMO
MAC protocols with respect to packet delivery ratio for 20 @ pktgs is shown in
Figure 3.16. The simulation results indicate that the padetivery ratio is inversely
proportional to the data transfer rate for a constant nunabesensors. The network
congestion increases with the increase in data transtefaat fixed network resources, it
leads to degrade the packet delivery ratio. It can be obdeéhat the proposed IAMMAC
protocol achieves 10% more packet delivery ratio as congpswethe existing MAC
protocols.

I
w

1.25¢

I
N
T

1.15p

-
[
T

1.05f

-2 |AMMAC
-©-DMMA
--MMIMO

Average energy dissipation (joules)

0.8% . . .
0 25 30 55 60

35 4‘0 4‘5 56
Data transfer rate (pkts/s)

Figure 3.17: Comparative analysis of average energy @dseipwith data transfer rates

S
o

N
o
T

n
O 35-
m
3 >
— 30F £
>S5
o
B 25
o
(@)}
@ 20r
[@)]
©
L5 = IAMMAC]| 1
< -6-DMMA
10 --MMIMO

I I I
%0 25 30 55 60

35 4‘0 4‘5 56
Data transfer rate (pkts/s)

Figure 3.18: Comparative analysis of average goodput vath ttansfer rates

Figure 3.17 shows the average energy consumption in theorkefar 500 sensors with
data transfer rate varied from 20 plgs 60 pktgs. In the proposed IAMMAC protocol,
the actor acts as cluster head and assigns static chantelktaster members. The sleep
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3.3 Simulation Results and Analysis

mechanism is introduced in the sensors to improve the nktlfetime. A sensor goes to
sleep state, whenever it does not have any data to send. [AMISIAC protocol consumes
6% less average energy as compared to the existing DMMA andMUW/MAC protocols.

The average goodput of the proposed IAMMAC protocol, esggDMMA and MMIMO
MAC protocols for data transfer rate of 20 - 60 pkts shown in Figure 3.18. The results
indicate that the average goodput increases with the isergadata transfer rate for a
constant number of sensors. It can be observed that the IARd@tocol achieves 35%
more average goodput as compared to the existing MAC pristoco

3.3.3 Simulation Scenario 3

In this scenario, the number of sensors is varied from 100010 a step of 100. Three

number of channels are used to transfer the informatioreimétwork. The performance of

the proposed IAMMAC protocol is analyzed for 20 - 60 gktgsing metrics such as packet
delivery ratio, average end-to-end delay, and averagggmgssipation in the network.
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Figure 3.19: IAMMAC protocol packet delivery ratio with nio@r of sensors

The packet delivery ratio of the proposed IAMMAC protocot foree channels with
data transfer rate is varied from 20 - 60 gkt a step of 10 pkts. Similarly, the number
of sensors are also varied from 100 - 1000. Figure 3.19 dethiat the packet delivery ratio
decreases with the increase in data transfer rate and nwh&ensors.

Figures 3.20 and 3.21 illustrate the performance of the ggeg IAMMAC protocol
with respect average end-to-end delay and average enesgipalion in the network for
data transfer rate of 20 - 60 pjds It can be observed that the average end-to-end delay
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and average energy consumption of the IAMMAC protocol areatly proportional to the
number of sensors and data transfer rate.
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3.4 Summary

A delay and energy aware coordination protocol (DEACP) leenlproposed in Chapter 2
to deliver the maximum number of packets with in the boundeldyd In this chapter,

an interference aware multi-channel MAC protocol has beepgsed to assign channels
for sensor-sensor, sensor-actor, and actor-actor cadroimin DEACP. In the proposed
IAMMAC protocol, an actor acts as a cluster head Kehop sensors and computes the
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3.4 Summary

shortest path for all the sensors. Then, the actor partitioa cluster into multiple subtrees
and assigns a non-interference channel to each subtree.séfts®rs which aré&-hop
away from an actor are representedralaly nodes. The actor selectsrelay node as

a backup cluster head (BCH) based on the residual energyhendode degree. After
selecting a BCH from theelay nodes, the actor broadcast this information to the rem@inin
relay nodes using the common control channel. All teay nodes communicate with
the BCH using the same channel, but the corresponding ceiidass channels are not
disturbed. The leaf nodes transfer data tortay nodes using multi-hop communication,
then therelay nodes forward the received data to BCH. Further, a throughpare
dynamic multi-channel MAC protocol is also proposed foroa@ctor coordination. The
performance of the proposed IAMMAC protocol has been amalyasing metrics such
as packet delivery ratio, average end-to-end delay, agegagdput, and average energy
dissipation in the network. The obtained simulation resuidicate that the proposed
IAMMAC protocol has superior performance as compared toakisting DMMA and
MMIMO MAC protocols.
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Chapter 4

A Dynamic Multi-channel MAC
Protocol for Sensor-Sensor Coordination

Wireless sensor-actor networks (WSAN) is a collection afsees and actors. Generally,
these networks are deployed in an unprotected environmaetise the physical world and
perform reliable actions on it. These networks are alwagseptible to various kinds of
attacks. Our objective is to design an enerdfyceent MAC protocol which can protect
sensors’ data from the attackers. An interference awargi-gchdnnel MAC protocol
(IAMMAC) has been proposed in Chapter 3. In IAMMAC protocalh) actor acts as a
cluster head foK-hopsensors and computes the shortest path for all the sendwrsclor
partitions a cluster into multiple subtrees and assignsraim&rference channel to each
subtree. Thus, a static channel is assigned between tworseos entire communication
to transfer data to the cluster head (actor). Even thougbeitiormance is superior, it is
susceptible to be attacked because it uses a single stahioelbetween two sensors in the
entire communication.

To overcome this problem, various authors have designedrdynchannel selection
mechanisms in sensor networks [67]. In dynamic channetsefe mechanisms, each
sensor selects the best channel dynamically based on thiesreich as channel capacity,
throughput, and packet delivery ratio among the availabinoels. Due to the ample
amount of resource constrained sensors, it is also impadatesign a lightweight MAC
protocol for WSAN. To achieve these objectives, in this ¢egm dynamic multi-channel
MAC protocol (DM-MAC) has been designed for sensor-sensordination. Each sensor
dynamically selects a channel which has the maximum paeketption ratio among the
available channels with the destination.

The rest of the chapter is organized as follows. Section dstribes various existing
lightweight MAC protocols for sensor networks and ad-hotwoeks. The proposed
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dynamic multi-channel MAC protocol for sensor-sensor damation is discussed in
Section 4.2. Section 4.3 presents simulation results aatysis. Finally, Section 4.4
summarizes the chapter.

4.1 Related Work

In this section, some of the existing lightweight MAC prattecfor sensor networks and
ad-hoc networks are analyzed to list out their merits andafgsn Sensor-MAC (S-MAC)
is a contention based protocol [68]. Each sensor uses adpeneake-up mechanism
to improve its lifetime. The sensor active period is basedtsmadio characteristics.
However, a sensor sleep duration depends on the applicagqnrement. In S-MAC,
sensors periodically exchange their schedule with neighfoo synchronization. Due to
high latency in the packet delivery, S-MAC does not meet dgirements of WSAN.

To overcome these drawbacks of S-MAC protocol, &fral. uses a dynamic duty cycle
for sensors [69]. Each sensor dynamically adjusts its wakperiod based on its average
packet delay. Initially, a common duty cycle is adopted fbitee sensor nodes. If a receiver
experiences an intolerable packet delay, then it will deutd duty cycle by reducing the
sleep period. Hence, it achieves less packet delay undey hesdfic conditions. Later,
Polastreet al. have designed a MAC protocol for sensor networks to reduzddlay in data
transmission [70]. It uses a noise floor estimation meclmafis finding an accurate active
channel for data transmission. Phainal. have proposed a MAC protocol to handle the
sensors’ mobility [71]. In a static sensors scenario, itasl&-MAC protocol to conserve
energy; otherwise, it adopts the IEEE 802.11 mechanism.chhage in received control
message signal strength indicates the node mobility.

Lu et al. have proposed an energy aware MAC protocol for sensor nkesN@R]. It
overcomes data forwarding interruption problem that existS-MAC. It uses a staggered
wake-up scheme to transfer data in the network. A sensor-wpkauration depends
on its level in the data aggregation tree. Langendeenl. have proposed a T-MAC
protocol for sensor networks [73]. It reduces sensor idleogethrough the dynamic
duty cycle mechanism. In the active period, packets arestnétted in burst of variable
size. T-MAC protocol uses a handshake (RTS-CTS-Data-ACKghanism to reduce the
number of collisions. Initially, a common duty cycle is atiegh for all the sensor nodes.
The distributed energy protocol has been proposed to redneggy dissipation in the
network [74]. It dynamically assigns a wake-up period basethe sensor residual energy.
Chatterjeaet al. have proposed a lightweight MAC protocol [75]. The numbedafa
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slots depends on the network load. The slot informationasest in a data distribution
table (DDT) and it is periodically updated among all the reodehe maintenance of DDT
causes an extra overhead and high energy consumption irethvenk. Hence, it is not
suitable in sensor networks. An enerdii@ent multi-token based MAC protocol has been
proposed to improve the network lifetime [76]. It providesilt tolerant and reliable data
transmission.

A schedule based multi-channel MAC protocol has been pexpos sensor
networks [67]. The sink disseminates the global time to #st of nodes in a network
using hierarchical structured tree. The control packetd wming information are sent
before data transmissions so that the time synchronizammuracy may depend on
traffic flow in the network. Muniret al. have designed a distributed MAC protocol for
WSAN [77]. It considers the actors are static, which is noappropriate assumption in
real-time applications. It uses a single channel for datarnanication in the network. In
our proposed DM-MAC protocol, a multi-channel MAC protodw@s been suggested to
improve the network performance. Shehal. have proposed on-demand multi-channel
MAC protocol for ad-hoc networks [78]. This protocol divilehe entire bandwidth into
one control channel anddata channels. Each node consists of two half-duplex tearers
to operate on the control and data channels separately.liBgabultiple transceivers on
sensor consumes a lot of energy and also decreases the kéfatone. In our proposed
DM-MAC protocol, a single transceiver is used in sensorsiprove the network lifetime.

Tie et al. have proposed a cooperative asynchronous multi-channé ratocol for
ad-hoc networks [79]. This protocol causes control packetleead and consumes a lot
of energy to broadcast the control information to all of isgihbors. Fucaet al. have
described a multi-channel MAC protocol for ad-hoc netwdM8ACCW) [80]. It uses
the channel width adaption technique to improve the netywerkormance. In MMACCW,
the sender and receiver get more bandwidth channel, if #fectbetween them is more as
compared to other nodes. Tsuetnal. have proposed a MAC protocol for mobile ad-hoc
network (MANET) [51]. It uses a single transceiver and desdhe beacon interval into
channel negotiation and data transmission phases. Howteeefixed length of channel
negotiation interval limits the channel utilization.

lan et al. have analyzed the impact of channel selection mechanisoisagirandom,
lowest channel first, and soft channel reservation on kstdoral multi-channel MAC
protocol [81]. The random channel selection techniqueaariyg selects a channel from the
available channels. The lowest channel first techniquectsetelower numbered channel
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from the available channels. The soft channel reservagidmiique selects a channel which
has previously transmitted the data successfully. If thgtnoel is not available, then
the sender may select a channel randomly or using lowesnhehéinst technique. The
soft channel reservation mechanism reduces the multirddndden terminal problem as
compared to the random and lowest channel first techniquresur proposed DM-MAC
protocol, each sensor selects a channel based on the clpaaket reception ratio (PRR).

Ozlem et al. have described a multi-channel MAC protocol for sensor pets/
(MC-LMAC) [82]. It is an extension to the single channel ba&i$¢AC (LMAC) protocol
for sensor networks. MC-LMAC selects the interference amutention-free channels to
transmit data in parallel on fierent channels. MC-LMAC is a scheduled based channel
access mechanism and requires tight synchronization athengpdes. Thus, it consumes
a lot of energy from sensors and also increases the conteleps overhead in the
network. A dynamic multi-channel energytieient MAC protocol has been designed for
sensor networks [83]. It uses an adaptive receiver indiatelti-channel rendezvous and
predictive wake-up scheduling mechanism. It substagt@dhances the channel utilization
and transmission capability by dynamically selecting aimum interference channel. It
selects a sensor as a cluster head to reduce the netwarkdfeill the existing lightweight
MAC protocols for sensor networks may not perform well in WsAue to its unique
characteristics.

An interference aware multi-channel MAC protocol (IAMMA® discussed in the
Chapter 3. In IAMMAC protocol, an actor acts as a cluster hiead-hop sensors and
computes the shortest path for all the sensors. The actbtiguas a cluster into multiple
subtrees and assigns a non-interference channel to eatbesulbhus, a static channel is
assigned between two sensors for entire communication lustéec. In many applications
of WSAN, sensors and actors are deployed in an unprotectatbement to sense the
physical world and perform reliable actions on it. Thesevoeks are always susceptible
to various kinds of passive and active attacks by malicioaden. If a static channel is
used between two sensors in the entire communication, Heeattacker can easily attack
the network. In this chapter, a dynamic multi-channel MA®tpcol (DM-MAC) has
been proposed for sensor-sensor coordination to overcoese drawbacks. Each sensor
dynamically selects a channel which has the maximum paeketption ratio among the
available channels with the destination.
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4.2 Proposed Dynamic Multi-channel MAC Protocol

In wireless networks, interference plays an important roledegrading the network
performance. Due to the broadcast medium, data transmifsim a node interfere with
its neighboring nodes resulting in lower throughput anchbrgdata latency. In WSAN,
interference is very high, due to the dense node deploymehtimited bandwidth. In
DM-MAC protocol, every sensor selects the channel for dataraunication that provides
highest packet reception ratio (PRR) with respect to theirEson among its available
channels to improve the network performance.

4.2.1 Channel Selection Mechanism for Sensor-Sensor Coandtion

Each sensor can transmit data using single channel (an®agatlable multiple channels)
because it is embedded with only one half-duplex transcei8e, each sensor selects a
best channel among the available channels based on theatlpmwhket reception ratio. In
communication theory, the bit error rate (BER) is definedhasprobability that a receiver
fails to receive an incoming bit, because of signal to imtefice plus noise ratio (SINR).
Unfortunately, the BER-SINR cannot be measured directlyramio transceivers [84].
Hence, recent studies have used a PRR with SINR model [85, B@ket reception
ratio (PRR) is defined as the probability that a receiver assiully receives all bits in
an incoming packet on a particular channel and it is compased

PRR;,(sp) = prs,(sp’©? (4.1)

where,prs; (sp) is the probability that sens@; receives an incoming bit of packedff) of
sizex(sp on channeC. The prs,(sp) depends on the signal eneryand the two-sided
power spectral noise densiyD/2. Theprs,(sp) is computed as,

prsj(sp) =1- Z( %) (4.2)
1 e 1
Z(x) = Nor f e7dt=(1- gef(y/ V2)) (4.3)

y
where,ge f() function is the Gaussian error function. The SINR at tloeneer of packet
spis computed as,

E M
SN= — % (4.4)

where, Mg, is the modulation rate andg is the noise bandwidth. Eq. 4.5 is derived by
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substituting Eq. 4.2 to Eq. 4.4 in EqQ. 4.1.

X(p)
PRR; (sp) = (% + % (gef(1 /%\')D (4.5)

The link throughput also depends on the channel utilizatitence, each sensor selects
the best channel to improve the network performance. In DMEMbrotocol, each sensor
selects a maximum PRR channel to transfer its data to themetiate sensor. DM-MAC
protocol not only finds the better channel from the sources®eto destination actor and
also increases the network performance.

In the proposed DM-MAC protocol, time is divided into beagotervals. Each beacon
interval is further divided into ad-hoc fifec indication message (ATIM) window and
data transmission phase. During ATIM window, the sensor llag packets to transmit
negotiates maximum PRR channel with the destination. Ther# negotiation between
source and destination is performed in the common contaostieél. During ATIM window,
each sensor should listen the control channel to send itsadanessages. When a sensor
S; wants to transfer data t8;, it senses the control channel. If the channel is idle for a
distributed interframe spacing (DIFS) time, then the seSsgenerates a random badko
time from the range [Ocw — 1], wherecw is the size of the contention window. When the
backdt timer reaches to zero, the sen§psends a ready to send (RTS) packet. In the RTS
phase, the sens@; sends information about the channel that consists of maximRR
channel with respect to the destinatf®pamong the available channels. After receiving the
channel information, sens&; sends a clear to send (CTS) packet to seBsand switches
to the selected channel to receive data from seB8soilhis contention based mechanism
reduces the number of collisions and selects a maximum PBRRehamong the available
set of channels. The steps followed are giveAlgorithm 5.

The objective of sensor-actor coordination is to deliver sensor data to the nearest
actor with minimum energy and delay. In our proposed archite, an actor acts as a
cluster head for K-hop sensors. Thus in a cluster, sensatstbeir data in a multi-hop
fashion to the cluster head (actor). The sensors whiciidrepaway from an actor are
denoted aselay nodes. If an actor leaves the cluster to help its neighbaattigr, then
arelay node acts as a backup cluster head based on its residuay emetqiode degree.
The sensors transfer the data torlay node using dynamic channel selection mechanism.
Therelaynode selects a highest packet reception ratio channeltsféradata to the cluster
head (actor).
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Algorithm 5: Channel selection in sensor-sensor coordination

1 Channel(Ng, S N Mg)
2 foreach Channel Gdo

X
|| e (2 oo (5
4 max«— PRR,
5 if max< PRR;, then
6 max« PRR,
7 BC « Ci
8 end
9 end

10 Sj — Sy RT&BC)
11 Sk — S;: CTS

An actor-actor coordination manages to perform reliabteas in an event area. Single
actor can not perform actions independently in the evera,adee to its energy and
transmission range constraints. Hence, actors coordarateng themselves to perform
actions by optimally allocating tasks to the actors. In BecB.2.2 (Chapter 3), a dynamic
channel selection mechanism for actor-actor coordinadtias been proposed to deliver
the data from one actor to another actor with minimum delagchEactor dynamically
selects a channel, which provides highest throughput arttegvailable channels. The
dynamic channel assignment mechanism for actor-actodawation is used in this chapter
to analyze the DM-MAC protocol with our previously propodédMMAC protocol, and
the existing DMMA and MMIMO MAC protocols.

4.3 Simulation Results and Analysis

To evaluate the performance of the proposed DM-MAC protosohulation has been
performed in NS2 simulator. Each sensor is enabled withlsirgdio and directional
antenna whereas an actor is embedded with two radios foobisantr and actor-actor
coordination. Multiple channels and omnidirectional aumi@ are enabled on each radio for
an actor. In simulation, the length of the data packet is ddfes 64 bytes, beacon interval
is 100 ms, and the ATIM window size is 20 ms. The number of cke&nis varied from

3 to 4. 100 - 1000 static sensors are placed uniformly in tf@301000n? area. In
the proposed IAMMAC protocol, we have assumed that act@sami-mobile. Initially,
the actors are deployed at proper positions to improve ttwierage area usinkrhop
independent dominant set algorithm [32]. If an event ocdines actor moves to the target
location and performs required actions. The actor comelks tmaits original location after
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performing actions in the target location. The simulatiangmeters are listed in Table 3.1.
A radio model has been considered to compute the energy egtigun while transmitting
and receiving the data as described in Section 2.1 (Chapt@wd simulation scenarios
are used to compare the performance analysis of the projpddedAC protocol with its
competitive MAC protocols such as IAMMAC, DMMA, and MMIMO.t&dard metrics
like average end-to-end delay, packet delivery ratio,ayeenergy dissipation, and average
goodput are used to analyze the protocols under considerati

Table 4.1: Simulation parameters for DM-MAC

Parameters Values
Network Area 1000x 1000n7
Simulation Duration 200s
Traffic Flow CBR

CBR packet interval 0.05s
Routing protocol DEACP
Seed value 0

Number of Sensors 100 - 1000
Number of Actors 3-12
Number of Channels 3-4
Channel Switching Time 224us
Sensor’s Transmission Rangd.00 m
Actor’s Transmission Range 300 m
ATIM Window Size 20 ms
Packet Size 64 B

4.3.1 Simulation Scenario 1

The simulation has been carried out by varying the numberhahgels as either three
or four. The number of sensors is varied from 100 - 1000 in p ef€100. Based on
the number of sensors, an optimal number of actors is varad B to 12. Each active
sensor transfers 20 pkss Along with the proposed DM-MAC protocol, its competitive
protocols like IAMMAC, DMMA [64], and MMIMO [57] are also simlated using the
same parameters for performance comparison.

Figure 4.1 depicts the packet delivery ratio for three clegsiand similar results are
shown in Figure 4.2 for four channels. It can be observed phaket delivery ratio is
inversely proportional to the number of sensors. In WSAN;, gacket delivery ratio
depends on the link lifetime and congestion in the netwottke DM-MAC protocol uses
multiple channels to reduce the network congestion. Thearaband data packets are

71



4.3 Simulation Results and Analysis

transferred using control and assigned data channel, ataggg. In DM-MAC protocol,
each sensor selects a channel which has the highest packgtion ratio among the
available channels. Hence, DM-MAC protocol achieves 2% 2¥dnore packet delivery
ratio as compared to its competitive protocols for threefand channels, respectively.
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The average energy dissipation in the network for the pregpd3M-MAC protocol,
existing IAMMAC, DMMA and MMIMO MAC protocols for three chamels is shown in
Figure 4.3. Similar results are illustrated in Figure 4. #4féur channels. WSAN consists of
a large number of sensors, so it is important to design amgme#icient MAC protocol. In
IAMMAC protocol, an actor reduces the burden of sensors bofopming energy consumed
tasks such as shortest path calculation and channel aiindat all the sensors. However,
in DM-MAC protocol, each sensor selects the channel dynalhgiavhich provides highest
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packet reception ratio among the available channels. Hethesproposed DM-MAC

protocol consumes more energy as compared to IAMMAC protdiocan be observed that
IAMMAC protocol consumes 3% and 5% less average energy coedpa the proposed
DM-MAC protocol and existing DMMA and MMIMO MAC protocols fothree and four

channels, respectively.
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In the proposed DM-MAC protocol, each sensor dynamicallgcte a channel which
has the highest packet reception ratio among the avail&alenels in a multi-hop fashion
to transfer the data to its cluster head (actor). The actomhcally selects a channel
which has the highest throughput among the available chemtmeommunicate with its
neighboring actors. In the proposed DM-MAC protocol, dymaichannel assignment
causes extra communication overhead and delay in seletttenghannel. However, in
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IAMMAC protocol the contention between intra-subtree sgasare minimal as static
channels are assigned to sensors by the cluster head (Bwtogmmunication. Hence,
IAMMAC protocol delivers data with 1% and 1.5% less time aspared to the DM-MAC,
DMMA, and MMIMO MAC protocols for three and four channelsspectively as shown
in Figures 4.5 and 4.6.
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Figures 4.7 and 4.8 illustrate the performance of proposkHNDAC, and existing
IAMMAC, DMMA and MMIMO MAC protocols with respect to averaggoodput in the
network for three and four channels, respectively. It caolieerved that average goodput
increases with the increase in number of sensors and numiodiaonels. The goodput
depends on the data transfer delay and packet delivery. rdtihe proposed DM-MAC
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protocol achieves more packet delivery ratio as comparigsd ¢ompetitive MAC protocols.
Hence, the proposed DM-MAC protocol achieves 1% and 2% meseage goodput as
compared to the existing IAMMAC, DMMA, and MMIMO MAC protod® for three and

four channels, respectively.
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4.3.2 Simulation Scenario 2

In this scenario, the data transfer rate is varied from 2@/pko 60 pkigs in a step of
10 pktgs. The number of sensors and actors are fixed to 500 and 7 cteshe Three
channels are used to transfer the information in the netwitik standard network metrics
such as packet delivery ratio, average energy dissipaicegrage end-to-end delay, and
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average goodput are used to analyze the performance ofdpesed DM-MAC protocol
and existing IAMMAC, DMMA, and MMIMO MAC protocaols.
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Figure 4.9 depicts the packet delivery ratio for data transite from 20 - 60 pkts
of all the four protocols under consideration. It indicatiest the packet delivery ratio is
inversely proportional to the data transfer rate for a camstumber of sensors. It can be
observed that the proposed DM-MAC protocol achieves 5% rpaoket delivery ratio as
compared to the existing IAMMAC, DMMA and MMIMO MAC protocsl|

Figure 4.10 shows the average energy consumption in theonefar 500 sensors with
data transfer rate is varied from 20 - 60 gktsin IAMMAC protocol, the actor acts as a
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cluster head and assigns static channel to its cluster nrembl®wever, in the proposed
DM-MAC protocol, each sensor dynamically selects a chawh&h has the highest packet
reception ratio among the available channels. It creatafelolon the sensors and degrades
the network lifetime. Thus, IAMMAC protocol consumes 1%desverage energy as
compared to the proposed DM-MAC protocol and existing DMMAdaMMIMO MAC
protocols.
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The performance of the proposed DM-MAC protocol, existiayIMAC, DMMA and
MMIMO MAC protocols with respect to average end-to-end gdtar 20 - 60 pktgs have

been compared as shown in Figure 4.11. It indicates thatwbege end-to-end delay
increases with the increase in data transfer rate for 50€ossm@nd 3 channels. It can be
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observed that IAMMAC protocol delivers data with 0.5% lestag as compared to the
DM-MAC, DMMA and MMIMO MAC protocols.

The average goodput of the proposed IAMMAC protocol, esggDMMA and MMIMO
MAC protocols for data transfer rate of 20 - 60 pktss shown in Figure 4.12. It indicates
that the average goodput increases with the increase inti@daisfer rate for a constant
number of sensors. The proposed DM-MAC protocol achievesrizfre average goodput
as compared to the existing IAMMAC, DMMA, and MMIMO MAC pratols.

4.4 Summary

In this chapter, a dynamic multi-channel MAC (DM-MAC) pratd has been proposed for
sensor-sensor coordination. The proposed protocol islatediin NS2 along with other
competent protocols. The comparative analysis showshbgiroposed DM-MAC protocol
is energy #icient with actors as the cluster heads. Each sensor selaw@gienum packet
reception ratio channel to communicate with the neighlgps@nsor among the available
channels. It results in achieving higher goodput and pag&ktery ratio as compared to
the DMMA, IAMMAC, and MMIMO MAC protocols. In DM-MAC protocd, increase in
the average goodput is directly proportional to the numlbehannels, since it considers
the channel interference during data transfer. In IAMMAG®tpcol, an actor reduces the
burden of sensors by performing energy consumed tasks susioatest path calculation
and channel allocation for all the sensors. However, in DM&Vprotocol, each sensor
selects the channel based on the channel packet recegimrHance, DM-MAC protocol
consumes much energy as compared to the IAMMAC protocol.

Further, IAMMAC protocol has less average end-to-end datagompared to DM-MAC
protocol. In IAMMAC protocol, channel assignment for semsensor coordination is
static. Static channel assignment causes lower overhekbdiedaly as compared to dynamic
channel assignment mechanisms. However, an attacker sdyiaduce attacks on static
channel assignment mechanisms as sensor always uses thelsanmel for transferring
its data. In many applications of WSAN, sensors and actersi@ployed in an unprotected
environment to sense the physical world, and perform ridiattions on it. Security is also
an important parameter in WSAN, as sensors and actors asgsisusceptible to various
kinds of attacks. The suggested DM-MAC protocol is an afive solution to IAMMAC
protocol to achieve higher security.
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Chapter 5

A Secure Coordination Mechanism for
Data Forwarding Attacks

Wireless sensor-actor network (WSAN) plays a crucial ralecivilian and military
applications such as disaster monitoring, battlefield nooimg, medical monitoring, and
home intelligence. Security mechanisms are required teeellata and node protection in
these applications. However, designing security prosischn arduous task in sensor-actor
networks because of the following challenges:

1. Inthe unlicensed frequency band, anyone can monitortherel. The attackers can
attack the network by eavesdropping or by modifying the datasferring through
the channel.

2. WSAN is designed to operate in remote and hostile envissrima Hence, sensors
and actors are prone to failures and vulnerable to varidasks.

3. The sensors are resource constrained nodes. The rolusitys@rotocols which
consume more energy can not be applied in the sensor nodeattébkers can easily
break the weak security mechanisms. Thus, enefiigient secured mechanism is
required in these networks.

WSAN requires an energyffecient and lightweight security mechanisms to protect the
network from the attackers. The following requirementsusti@onsider while designing
any security mechanism in WSAN.

(a) Confidentiality: It is an assurance of authorized acteskta. The data should not
be revealed to the eavesdropper.

(b) Integrity: It ensures that the data has not been modifignhg transmission.

(c) Availability: The network should always provide semécto authorized parties.
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(d) Non-repudiation: In a successful data transmissiomfeosource to the destination,
both of them should not deny their participation in the attiv

(e) Authentication: A node verifies the identity of the peeda with which it participates
in the data communication.

() Freshness: Data and key should always be fresh. Dathrfess ensures that the
adversary did not replay the old messages. On the other keypfieshness provides
security to the communication.

The attacks in WSAN can be broadly classified into passiveatidte attacks. In a
passive attack, the aim of a malicious node is to observeftiatain the network, but it
does not modify or tamper the data. However, these kind atlkstmay harm the source
and destination. In an active attack, the attacker triesddify the data or sometimes it
does not forward the data packets to the destination. Ustiadl active attacks are easier to
detect than preventing them because the malicious noddawach these attacks in various
ways. Hence, the active attacks are more dangerous thamwgatisaicks. In WSAN, the
data forwarding attacks such as the sink hole, black hole safective forwarding attack
(gray hole) attacks are few active attacks [87]. These kdtaan also be denoted as the
denial of service attacks. In the black hole attack, theckéiadrops all the packets in bulk
instead of forwarding them to the destination. If a sensts as a black hole node in the
network, then the actor is unable to identify the event imfation sensed by the sensor and
it may lead to various problems. In a sink hole attack, thec&tr advertises as a powerful
node and attracts all the ffac. Then, it either drops all the packets or selectively drops
few packets. In selective forwarding (gray hole) attaclk, aftacker selectively drops the
packets either from a particular source or some specificaypata [88].

Data encryption and authentication are the main defensdanéims against various
attacks in wireless networks. Many authentication andygrimn techniques have been
proposed in wireless sensor networks (WSN) [89]. Due to thigue characteristics
in WSAN, the existing authentication and encryption baseotgzols of WSN can
not be applied directly and needs substantial modificatioddvise schemes with less
computational and communication overhead. The statbeshtt research in sensor
networks reveals that data encryption techniques consutote @& energy and degrade
the sensors’ lifetime as compared to the node authenticéithniques. Hence, in sensor
networks, authentication techniques are preferred toafateyption techniques.

80



5.1 Related Work

In Chapter 2, a delay and energy aware coordination prot@BIACP) has been
suggested to improve the network performance. In this @ngpt secure coordination
mechanism has been designed to handle data forwardingaita®EACP. Each sensor
computes the message authentication code for data usingethge hash algorithm-3
(SHA-3) and appends it to the data. The sensor selectsapsensor which has the highest
trust value among its neighbors to deliver the data to thstetthead (actor).

The rest of the chapter is organized as follows. Section &stribes various mitigation
techniques available in the literature for black hole, ghmye, and sink hole attacks.
The proposed secure coordination mechanism for DEACP usls®d in Section 5.2.
Section 5.3 presents simulation results and analysis.|¥sitsection 5.4 summarizes the
chapter.

5.1 Related Work

The typical data forwarding attacks in sensor networks anldar networks are categorized
into black hole, sink hole, and gray hole attack. Variousagshers have suggested
protocols to mitigate these attacks. These are discussed besequel.

5.1.1 Mitigation Techniques for Black Hole Attacks

A black hole attack is a kind of denial of service attack acptished by dropping packets.
The attacker drops all the packets in bulk instead of forimgr¢them to the destination. If
a sensor acts as a black hole node in the network, then aniaatoable to identify the
event information sensed by the sensor and it may lead tousaproblems. Karakehayov
has proposed a routing algorithm to identify collaboratblack hole attack in sensor
networks [90]. It uses two broadcast messages: materiattiensection of suspicious sets
(MISS) and suspicious area mark a black hole attack (SAMBAJdtect the black hole
attack. ldentification of malicious node working in the IDasp can be done with the help
of MISS message. Location of the detected black hole attaaksprovided by SAMBA
message that is related to the physical space. It consunoé®fdnergy from the sensors
and degrades the network lifetime. A multi-path routinght@que has been proposed to
handle black hole attacks in sensor networks [91]. Eachoserses a randomized route to
the base station instead of deterministic multi-path reutélanaging the multiple paths
increases the network overhead and degrades the sengetighdi. A symmetric key
cryptography based technique has been proposed to mitlgatelack hole attacks [92].
The public key cryptography is not feasible in sensor nekkatwecause of their complexity
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and consumes more energy as compared to the symmetric kepgrgphy techniques.

Misra et al. have proposed a black hole attack mitigation technique with help
of multiple base stations [93]. Each sensor transmits ita ¢ all the deployed base
stations so that data may reach to at least one base staticaudes extra computation
and communication overhead on resource conservative rseodes. Sheelat al. have
proposed a black hole mitigation technique using mobilenag@4]. In the normal
conditions, the sensor forwards data to its nearest batierstaln a black hole attack
scenario, data is transferred to the multiple base statibmsdentify the black hole node,
the mobile agent moves across the network and checks evesgrsdf the mobile agent
observes the malicious activity, then it tries to removesiesor from the routing activity.

Samiret al. have proposed an intrusion detection based solution (ID®)anhdle the
black hole attacks [95]. In each cluster, two cluster headssalected. Each sensor uses
primary and secondary cluster head to transfer data andotatckets, respectively. The
control packet contains node identifier and number of dathkegta transferred to the base
station. The control packet information is useful to idBnthe black hole node in the
network. However, it assumes that each sensor istwpdistance to the cluster head. It
is not an energy fécient technique as sensors have to transfer their infoomddr long
distance.

Marti et al. have used the watchdog and path rater techniques to detdiciouns
nodes [96]. Watchdog technique observes the next node irthatpadentify malicious
activities. Path rater keeps ratings for the nodes and tivgraaries from 0 to 0.8, where
0.5 signifies node as neutral. However, the watchdog tedknigeeds to maintain the
state information of the monitored nodes and the transdhggekets, which increases the
memory overhead. The existing techniques for mitigatiagkhole attacks in the literature
either use secret sharing and path diversity [97, 98, 99kayhtborhood interactions and
message overhearing [100]. Implementation of neighbathmessage interaction and
overhearing techniques assume that the neighbors of blalek ditacker node are not
compromised, and can observe and report about the blacknbdles to the source. The
neighborhood overhearing based techniques afeeictere when few sensors that are close
to each other are compromised and collude among themselves.
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5.1.2 Mitigation Techniques for Sink Hole and Gray Hole Attacks

In a sink hole attack, the attacker advertises itself as aegoivnode and attracts all the
traffic. Then, it either drops all the packets or selectively drew packets. A secure
path routing mechanism has been proposed to mitigate thacingb sink hole attacks in
sensor networks [101]. Path risk has considered in routngduce tréic flow to high
vulnerability nodes. Selecting low-risk nodes may leadxpensive energy paths. A sink
hole detection mechanism has been proposed using messgge agorithm [102]. If a
sensor advertises to provide a shorter route to the baserstditen the message travels in
both original and advertised routes. The sink identifiesatteeck when the message digests
obtained from both the routes areffdrent. Transferring same data through two paths
creates message overhead and reduces the network lifehig.et al. have proposed
an intrusion detection system for data forwarding attacksdansor networks [103]. It
identifies a collection of suspected nodes through vahdadata consistency. Ittectively
finds the intruder from the suspected node list by analyziegietwork flow information.
IEEE 802.11 MAC protocol has been used to analyze the pedoce of the detection
mechanism. |EEE 802.11 MAC standard protocol does not parfaell in energy
conservative sensors.

In a gray hole (selective forwarding ) attack, the attacleedively drops the packets
either from a selective source or some specific type of datawBet al. have proposed a
security mechanism to detect the gray hole attack in a hggeenus sensor network [104].
It consists of few powerful sensorsl§) and an enormous number of battery constrained
sensors(S). The powerful sensor acts as a cluster head. If any packet accurs in
a cluster, theLS-sensor reports to the corresponding cluster head. Basdleoreport,
the cluster head identifies whether a node is compromisedobr he cluster head
uses sequential probability ratio test to identify the wialis sensor in a cluster. Yu
et al. have proposed a multi-hop acknowledgment scheme [105].th&llintermediate
nodes in the communication path act as in-charge for datgctialicious nodes. If any
in-charge node detects the malicious information, it wallward an alert packet to the
downstreanfupstream nodes in a multi-hop fashion. It degrades the mktitetime as all
the intermediate nodes participate in the detection psoces

To overcome this drawback, Xiagt al. have proposed a lightweight security scheme
for identifying gray hole attacks [106]. It randomly sekeet set of intermediate nodes
along the path as checkpoints, which are responsible falisgan acknowledgment to the
each received packet. If the intermediate node does naveeerough acknowledgments
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from the downstream checkpoint node, it marks the checkpmwde as a suspect node.
It imposes a lot of burden on randomly selected checkpoidieaand causes message
overhead in the network. Diste al. have proposed arfiecient algorithm to detect black
hole and gray hole attacks [107]. It uses course based aetéethnique. Each node does
not observe all the nodes in the networks. It only obsergasatghbor in a routing path. It
improves the network lifetime and reduces the control paokerhead.

5.1.3 Trust based Mechanisms

A trust model has been designed to defend against the bldekahd gray hole attacks in
sensor network [108]. Each sensor maintains a trust valukeoheighboring nodes. If
the trust value is less than the threshold value, then the moltibe avoided during data
transmission. It does not consider node residual energievidnwarding the data. Hence,
it may decrease the lifetime of low-risk nodes. Bucheggerpgraposed a cooperation of
nodes fairness protocol in the dynamic ad-hoc networks][1@%dds trust manager and
reputation system to the watchdog and path rater schemetrdgtenanager evaluates the
events reported by the watchdog and sends an alarm pachet teighboring node. The
alarm packet contains the information about a maliciousenothe malicious nodes are
isolated from the network to provide secure communicatidiki et al. have proposed a
secured routing protocol based on the trust level of a no@@][1When a sensor wants
to deliver the data to the base station, then it selects abs@&tsch has the highest trust
value among itd-hopsensors. Xin Liet al. have proposed a trust model based on the
packet forwarding ratio [111]. A node packet forwardingoas defined as the ratio of
number of packets forwarded to the number of packets redeiéhe node trust value
depends on the packet forwarding ratio. The above trusdo@sehanisms consider only
whether the sensor forwards the packet or drops it while caimg the trust value of the
particular sensors. In wireless networks, due to networigestion the packet drops also
occur. Hence, we should not depend on the packet forwarditng parameter only while
computing the sensor trust value.

Jiangiaoet al. have proposed a trust based security mechanism to overd¢enabove
drawbacks [112]. It is a distributed mechanism, where eaoB@& trust value is computed
using three parameters: direct trust value, indirect tuase, and mixed trust value.
The direct trust value is generated from the monitoring sod€he indirect trust value
is computed from the recommendation of the indirect neighband aging is performed
to compute the mixed trust value. Later, Theodeteal. have proposed a detection
technique to identify gray hole and black hole attacks [11t3ssigns unique trust weight
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for forwarding packets, acknowledgments, integrity, andrgy. Based on these weights
node trust value is computed. It checks the intermediate mesidual energy and trust
value while forwarding the data. Hence, the high trust vadaodes do not die early. Bin
has introduced cloud theory in sensor networks to estinm&teénsors’ trust value, and it
is a cross layered mechanism [114]. Each sensor uses tpesttation, entropy, and ultra
entropy metrics to compute ifishopneighbor trust value. Tiagt al. have proposed a node
trust prediction mechanism for sensor networks. It prediensor future trust value based
on the past behavior evidence. It uses Bayesian network Imgdend prediction grading
techniques to estimate trust value of the node.

All the existing security mechanisms concentrate only gnare of the attacks from the
black hole, gray hole, and sink hole attacks, but not as aevhol this chapter, a secure
coordination mechanism (SCM) is proposed to handle allitretattacks for the delay and
energy aware coordination protocol (DEACP) proposed inpBdra2.

5.2 A Secure Coordination Mechanism (SCM)

In the proposed secure coordination mechanism (SCM), th@saare assumed to be
trustworthy. Each actor maintains a master key and the dheeg between a sensor
and actor is generated using the corresponding sensor ithanahaster key. The actor
securely transfers the shared key to each of its cluster memising Difie Hellman key
exchange method [115]. It allows two parties that have norimowledge of each other to
jointly establish a shared secret key over an insecure @hamhe actor does not maintain
shared keys for its cluster members and stores only the maste In SCM, each sensor
analyzes the trust level of its-hop sensors based on the experience, recommendation,
and knowledge. The sensor transferslithop neighbors trust value to the cluster head
(actor). The actor analyzes these values and judges thértisabalue for each of its cluster
members. The analyzed trust values are transferred to lseecilmembers. Each sensor
computes the message authentication code for the data asegure hash algorithm-3
(SHA-3) and shared key. The obtained message authenticatide is appended to the
message. The appended data is transferred to the actogkheosensor which has the
highest trust value among iishop neighbors. Once, the actor receives the data then it
computes the message authentication code for the receatachdd compares it with the
sender message authentication code. If both are equaltikeactor accepts the data. It
provides node authentication and data integrity.
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5.2.1 Dynamic Trust Model

In SCM, each sensor calculates the trust of its neighborgyusiree parameters such as
experience, recommendation, and knowledge. Initiallgrggensor is assigned a value of
0.5. The trust value of a sensor is updated periodicallydaseghe three parameters under
consideration [116].

The trust value of sens&; is calculated by its neighboring sens®yron the basis of its
experience as,

1- 7y if A>B
Trex= ((asp) el 2 _ (5.1)
e ETREe: otherwise
A+B u

where, A and B represent the number of successful and unsuccessful tissiens, W
andW, denote the weight of successful and unsuccessful transmsssespectively. They
are chosen based on the number of transmissions taken flaedrust experienced for a
sensor in the successful transaction is in the range frabn- (D). On the other hand, for an
unsuccessful transmissidiTey is less than 0.5. The trust value of senSgiis computed
based on the recommendation as,
S
skisgsk#s,- Tre<«Trg)

Y Tre
Sk#Si,Sk#S; !

Tr, = (5.2)

where, T rgk is the trust of the sens@j given by senso;. T rgi is the trust value of sensor
S; as transmitted from the sens®y (recommender). The trust value of the recommender
as computed by the nod& has a significant importance in the overall trust value. fTrus
value computed by sens8y for S; is represented as,

Trk = WeT reX + WrT rr (5.3)
with W+ W, = 1

where, W, and W, are the weights of the trust of experience and recommendgatio
respectively. In WSAN, the loss of packets is not only dud#rhalicious nodes, but it also
depends on the link quality and network congestion. A sesBould not be judged as a
malicious node with one event, so past interactions shdsidkee considered for estimating
its trust value. It is also called as knowledge. The totattualue for senso8; by sensor
Si is computed as,

Trh=aTrpg+(1—-a)Try (5.4)
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where,Tr, is the previous trust value of sens®y, « is a constant and its range is from 0
to 1. Based on the total trust valuEr() a sensor selects its neighbor to forward its data to
the actor.

In our trust model, every sensor computes the trust valuetsfoeighboring sensors and
forwards them to its cluster head (actor). The actor analyzese values and judges the
final trust value for each of its cluster member. The analyrest values are transferred
to the cluster members. The secure backup cluster head (bB&éttion phase will be
enabled, whenever an actor wants to perform action in thet@vea or leaves the cluster to
help its neighboring actors. In a cluster, the sensors wdrieh-hopaway from an actor are
called agelay nodesk = {RS,RS,, ...... ,RSn}. In SCM, before selecting anmglay node
as a backup cluster head, the average trust valyg) (of all therelay nodes in a cluster is
computed as,

1 m
Tmin=— > Try (5.5)

Therelay nodes which have more trust value thBp, are eligible to act as a backup
cluster head. The secure backup cluster head suitabiliye g8 BCHS corg for a relay
node is computed as,

SBCHS COrgyg = RERS * NDRS * TrRS (56)

Among the eligibleelay nodes, the node which has the highest secure backup cluster
head suitability score is selected as the backup clustet. idewly elected backup cluster
head takes over the role of cluster head and analyzes the/éilus of its cluster members.

5.2.2 Secure Hash Algorithm-3 (SHA-3)

Message authentication mechanism allows the destinatiomegck whether the data is sent
by the valid source or not and also provides data integritythe proposed mechanism,
SHA-3 algorithm has been used to provide data authenticatiule forwarding data to
the actor. The functionality of the SHA-3 has proposed bydé&kc and it is accepted
by the national institute of standards and technology (NIBL7]. It consists of four
cryptographic hash functions such as SHA3-224, SHA3-2560%384, and SHA3-512
and two extendable-output functions namely, SHAKE128 ahh\ISE256. The hash
function works on the binary data and generates fixed lengthud. The output of the
hash function is called as digest or hash value. In SHA3-#2& numerical sfiix 224
indicates the length of the digest. The extendable-outputtfon (XOF) is a function that
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generates the output digest of any desired size.
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Figure 5.1: Sponge construction to generate message &gttem code

Algorithm 6: Sponge construction

Input: ra,bw where ra< bw
Output: string Z with len(Z} ¢
1 SPONGE(f,pad,ra)
2 Require:ra < bw

P = M||padra](IM|) ;
3 S= Ob;

4 P = PollP4ll...[|Pw with |[Pj| = ra;

5 fori=0—-wdo
s= s& (Py|j0®wr) ;

7 s= f(9);

8 end

o | Z=|Sal;

10 while |Z| < ¢ do
11 s= (9 ;

12 Z =Z||sal;
13 end

14 return [Z],;

InterfaceZ = spongéM, ¢) with M € Z;, integer{ > 0and Ze Z}

/* Padding */

/* Absorbing phase */

/¥ Squeezing phase */
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In SHA-3, the six functions are used in the sponge constrnctirhe sponge function
is described as spondefad ra) wheref, pad, anda denotes an underlying function on
fixed-length strings, padding rule, and rate, respectiv&lye functionf maps the single
string of fixed length denoted bywto the strings of same lengthw s called the width of
f). The ratera should be less than the widdw. The padding rule appends a string with
appropriate length to another string so that it can be pametd into a sequence oh-bit
strings. The widthi§w) is the summation of capacitgf) and rate@). The capacitygp)
is twice of desired output sizé)(i,e., cp = 2 x £. The sponge construction framework
consists of two stages: absorbing and squeezing as showgurefs.1. In the absorbing
phase, thea-bit input message blocks are XORed into the outer part cétidue, interleaved
with applications of the functiori. In the squeezing phase, the outer part of the state is
iteratively returned as output blocks, interleaved witplagations of the functiorf. The
number of output blocks is chosen by the user. The numbeedditions in the sponge
construction is based on the number of Bit®quested by the user. The working process
of the sponge construction algorithm is described inAtgorithm 6.

5.2.3 Countering Sink Hole Attack

In a sink hole attack, the intruder tries to attract all tregfic towards itself using false
routing information. Then, the intruder may drop all theffimor selectively drop
few packets. The sink hole attack prevents the actor fromaioioig complete sensing
information from the sensors, and it causes a lot of problentise network. In DEACP,

a malicious sensor can attract theffiafrom its neighboring sensors by announcing false
residual energy information. The malicious sensor can thepentire data received from
its neighbors or drop a few packets from a specific neighligurg 5.2 shows the sink hole
attack in DEACP. In a sink hole attack, the intruder is noibles However, his fects are
noticeable. Thus, the sink hole attack can be handled bytilegemalicious node.

Each sensor forwards the trust values of its neighbors tactor or handling the sink
hole attack. The actor decides the final trust value of itstelumembers. Whenever a
malicious sensor advertises itself as a better neighben the recommendation to the
malicious sensor also increases. The neighboring senkthe malicious sensor provide
a high recommendation. So, the total trust value increamethé malicious sensor. The
experience parameténme, assigned by the neighboring sensors for a malicious nodéevil
low because the malicious sensor drops the packets of ghioeiing sensors. However, the
malicious sensor total trust vallie, is definitely above 0.5 due to the high recommendation
assigned by other nodes. To overcome this problem, the elogaks for anomalies in total
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trust value Try) and experience trust valué I(,) received for the same node in a cluster.
On detecting an anomaly, the actor records the sdtrgf values that do not match with
others. The actor computes mean and variance of the set. &ae walue allows to find
the location of the neighboring node, which teemted by a malicious sensor. The variance
is used to identify the degree of an attack. The actor deesethe trust value for all those
nodes for secure data transmission in the network.

% Compromised sensor

% Sensor ﬁ Actor

Figure 5.2: Sink hole attack scenario in DEACP

5.2.4 Countering Black Hole and Gray Hole Attacks

The black hole node refuses to forward all the packets an@lgidrop them instead of
forwarding them to the destination. In DEACP, a maliciousssg drops the packets to
save its energy instead of forwarding them to the destinagshown in Figure 5.3. In a
gray hole attack, the attacker may refuse to forward few @iscko that they do not reach to
the destination as shown in Figure 5.4. In the proposed tnostel, each sensor computes
the message authentication code for the data using SHA-3@pehds it to the data. The
appended data is transferred to the sensor which has thestighst value among its-hop
Sensors.

The cluster head (actor) computes the unique shared keysemnsor by using a master
key and the corresponding sensor id. It securely sends #redkey to the corresponding
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% Compromised sensor

“ Sensor ﬁ Actor

Figure 5.3: Black hole attack scenario in DEACP

% Compromised sensor

“ Sensor ﬁ Actor

Figure 5.4: Gray hole attack in a selected node scenario ExTP
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sensor. So, whenever a sensor wants to transfer the datatiarthen it uses the shared
key to compute the message authentication code. If any sgmse in the cluster, then the
actor transfers the shared key to the corresponding selmssensor-sensor coordination,
the sensof; computes the hash using SHA-3 algorithm and shared key @estaensos;
and actor). The hash uses the format as,

Si:hg = MACsfi (Si, A, Rand, REs,, Data) (5.7)

The sensob; sends the data and hash to the segan the following format.

Si — S;: (S;, A, Data, REg,, Rand, [], hs)) (5.8)

where,Rand represents the freshness of the datg. denotes the hash or digest of the
data andREg, represents the residual energy of serfSor In sensor-actor coordination,
the intermediate sens&; performs data aggregation to improve the network lifetirte.
computes the hash for the aggregated data using SHA-3 thlgoand shared key (between
sensolS; and actor ). The hash uses the following format

Sj:hg = MAC%(S,-,Ak, Rand, REs;, aggr(Data)) (5.9)

The senso§; sends the aggregated data and hash to the Actoithe following format.

Sj — Ac: (Sj, A, Rand, Rand, REsg,, REs;,

(5.10)
[Si], hs;, hs;, aggr(Data))

When the actor receives a packet, then it computes the nmeessdigentication code
for the received data and verifies it with the sender messatiemtication code. If both
are equal, then the actor accepts the data; otherwise dtsdjee data and sends an alarm
packet to the source. The message authentication codedpsothe data integrity and
message authentication. According to the expected maxiitkertime (EMI) parameter in
the DEACP, each sensor should send the data to an actor aitergvfor threshold amount
of time. If the black hole or gray hole node drops the sensta,dhen the actor does
not receive data from the sensor after the expected maxirdlertime. In this scenario,
the actor sends an alarm message to the corresponding .séh#foe alarm message is
lost, then the actor waits for a random amount of time anénstnits the alarm message
to the corresponding sensor. The sender reduces the axpeiparameter valu€re, of
the sensor to which it has forwarded the data. SubsequérgBiects next best sensor to
forward the data. A sensor is not selected for the routinggss if its trust level is less
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than the minimum threshold. The average trust value of allsgnsors are considered as
minimum threshold value. If the sensor wants to participatde routing process, then it
has to forward the packets honestly in the future.

5.3 Simulation Results and Analysis

The performance of secure coordination mechanism (SCM)vaduated using NS2
simulator. Each sensor is enabled with a single radio, arettibnal antenna whereas an
actor is embedded with two radios for sensor-actor and -aaimr coordination. Multiple
channels and omni directional antenna are enabled on edah ohan actor. In our
simulation, we have used thredfdrent desired output lengths i,é < {32).

Table 5.1: Simulation parameters for SCM

Parameters Values
Network Area 1000x 1000n7
Simulation Duration | 200 s

Traffic Flow CBR

CBR packet interval | 0.05s

Routing protocol DEACP

MAC protocol DM-MAC
Seed value 0

Number of Sensors | 100 - 1000
Number of Actors 3-12
Number of channels | 3

width of the Keccak-f | 100 bits
Number of rounds, 24

Packet Size 64 B
Sensor’s Initial Energy 2J

The width of the Keccak-f functionb(n), number of roundsn¢) are fixed to 100 bits
and 24, respectively. The width\) is the summation of capacitg) and rate a). The
capacity ¢p) is twice of desired output siz€)(i,e.,cp = 2 x £. The ratera € {36} for
100 bits width and 24 rounds. 100 - 1000 static sensors areypuniformly in 1000
x 1000 network area. The optimal number of actors is compussedbon the number of
sensors and network area. 10 % of sensors are consideredi@susarodes to evaluate the
performance of the proposed mechanism. The other netwaodayeders like duration of
simulation, trafic flow, and routing protocol are listed in Table 5.1. A radiodeabis used
to compute the energy consumption while transmitting acdiving the data is described
in Section 2.1 (Chapter 2).
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5.3.1 Simulation Scenario 1

The simulation has been carried out by varying the numbeen$ars from 100 - 1000
in a step of 100. Three channels are used in the network toidaawulti-channel
communication in the network. Based on the number of sengptsnal number of actors
varied from 3 to 12. Each active sensor transfers 20/pkdong with the proposed SCM
protocol, recent protocols like Mobile Agent [94] and IDS[%re also simulated using
same parameters for performance comparison. The netwaricekke packet delivery
ratio, average end-to-end delay, and average energy diigsipn the network are used to
analyze the performance of the proposed SCM with existihgrses.

Figure 5.5 depicts the packet delivery ratio of all the thpestocols under consideration
for number of sensors varied from 100 - 1000 in a step of 100e fthe malicious
sensor nodes the packet delivery ratio in the network deeseas compared to the normal
conditions. Further, it decreases in the data forwarditecks scenario. In SCM, a trust
value is assigned to each sensor to mitigate the packet drdlps network. If a malicious
sensor drops the packet, then its trust value will be redugesensor is not selected for
the routing process if its trust level is less than the mimmthreshold value. If the sensor
wants to participate in the routing process, then it has tevded the packets honestly in
the future. The proposed SCM achieves 10% more packet deliago as compared to the
existing Mobile Agent and IDS mechanisms.
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Figure 5.5: Comparative analysis of packet delivery ratithwumber of sensors

Due to the sink hole attack the average end-to-end delagases in the network. In
SCM, to handle the sink hole attack, each sensor forwardgukevalues of its neighbors
to an cluster head (actor). The actor decides the final talsé\of its cluster members. The
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actor verifies the anomalies Ty, T rey Values received for the same node in the cluster to
identify the malicious node. Figure 5.6 shows that the ayeend-to-end delay increases
with the increase in the number of sensors. It can be obseéhatdhe proposed SCM
transfers the data with 17% less average end-to-end delaprapared to the existing
Mobile Agent and IDS mechanisms.
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Figure 5.7: Comparative analysis of average energy dissipaith number of sensors

When a malicious sensor drops the packet then the sensasdeatransmit their data
to the actor. On the other hand, because of sink hole attaelsgnsors may transmit their
data to the wrong destination. Hence, it consumes a lot aggria the network. In the
proposed SCM model, the sensor transmits its data to theriethate node based on its
trust value. The sensor whose trust value is less than thienoan threshold value can not
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participate in the routing mechanism. Figure 5.7 showstth&aiSCM protocol consumes
14% less average energy as compared to its competitiveitygauatocols.

5.3.2 Simulation Scenario 2

In this scenario, the data transfer rate varied from 20/pkts 60 pktgs in a step of 10
pkty's. The number of sensors and actors are fixed to 500 and 7¢tieshe Three number
of channels are used to transfer the information in the netwBigure 5.8 illustrates the
packet delivery ratio for data transfer rate from 20 - 60 fskt#t indicates that the packet
delivery ratio decreases with the increase in data transter It can be observed that
the proposed SCM protocol achieves 8% more packet deliary as compared to its
competitive security mechanisms.
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Figure 5.8: Comparative analysis of packet delivery ratith wata transfer rates

The average end-to-end delay of all the three protocolsrnuatesideration for 20 - 60
pkty's data transfer rate is shown in Figure 5.9. In the proposéd, 8&ch sensor considers
its 1-hopsensor trust value before transmitting data to it. If anyionals node whose trust
value is less than the threshold value wants to participathe communication, then it
has to transfer the data honestly to the destination. Heéhegroposed SCM handles the
data forwarding attacks properly and delivers data to tiséinigtion with 18% less delay as
compared to the existing Mobile Agent and IDS mechanisms.

The performance of the three protocols under consideratiidm respect to average

energy dissipation for variable data transfer rate is showhigure 5.10. In SCM, the
actor performs resource conservative tasks and reducdsiten on sensors to improve
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the network lifetime. It can be observed that the proposeld 8Ghsumes 16% less energy
as compared to its competitive security mechanisms.
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5.4 Summary

In this chapter, a secure coordination mechanism (SCM) leas Iproposed to counter
the data forwarding attacks for our proposed DEACP (Chd&)tdn the SCM, each sensor
analyzes the trust level of its neighboring sensors bas#uoexperience, recommendation,
and knowledge. The analyzed trust value is transferredg@dtor, and it analyzes these
values to identify the malicious nodes in its cluster regi&ach sensor computes message
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authentication code using the SHA-3 algorithm and appentts the data. The sensor
selects dl-hopsensor which has the highest trust value among its neighien the
actor receives the data, it computes the message authenticade and verifies it with the
received message authentication code. If both are eqeal ttie actor accepts the data. To
evaluate the performance of the proposed mechanism, imiglaied in NS2 and analyzed
using QoS metrics such as a packet delivery ratio, averagi¢ceand delay, and average
energy dissipation in the network. The simulation resultBdate that the proposed security
mechanism performs well as compared to its competitive ar@sims.
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Chapter 6

Conclusions

Wireless sensor-actor network (WSAN) is a variant of wisslsensor network (WSN)
where there are resource-rich actors work in associatidh sensors in the area of
deployment. Unlike sensor networks, it needs sensor-actdractor-actor coordination
and the protocols that work for WSN need substantial modifina at all layers of network.
In this thesis, we have proposed fouffdrent protocols for WSAN that work in flierent
layers. In Chapter 2, a delay and energy aware coordinatimiogol (DEACP) has been
developed to deliver the maximum number of packets with entibunded delay. It is a
two-level hierarchicaK-hop clustering algorithm. In the first level, sensors forrK-dop
cluster by placing actor nodes as cluster heads and in tl@nddevel, sink acts as the
cluster head and forms a cluster among actors. The sensahb atfe 1-hopaway from
an actor are representedratay nodes. The actor electsrelay node as a backup cluster
head (BCH) based on the residual energy and the node degi€E. r&umes the data
gathering process when an actor leaves the cluster to lseheighboring actor. Further,
a priority based event forwarding mechanism has been peapimsforward an event data
based on its bounded delay. The proposed DEACP has beeras#ohuking NS2 simulator.
The simulation results indicate that the proposed cootinanechanism outperforms its
competitive protocols with respect to event reliabilityeeage event waiting time, and
average energy consumption in the network.

In Chapter 3, the suggested interference aware multi-eéH&nAC (IAMMAC) protocol
discusses how channels are assigned for the communicationganodes in DEACP. An
actor acts as a cluster head foK&hop sensors and computes the shortest path for all the
sensors. An actor partitions the cluster into multiple szdt and assigns a non-interference
channel to each subtree. An actor broadcasts the BCH infamm@ the remainingelay
nodes using a common control channel. To communicate withl,B6e relay sensors
utilize the same channel as used by BCH. However, the othustesl members do not
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change their data channel. Subsequently, a throughpueawnaiti-channel MAC protocol
has been proposed for actor-actor coordination. The caatiparanalysis shows that the
proposed IAMMAC protocol performs better than the existMéC protocols in terms
different performance parameters.

Even though IAMMAC protocol performance is superior, itisseptible to be attacked
because it uses a single static channel between two sengbesentire communication. To
overcome this problem, in Chapter 4, a lightweight dynamidtiathannel MAC protocol
(DM-MAC) has been developed for sensor-sensor coordina@ch sensor dynamically
selects a channel which has the highest packet receptiorarabng the available channels
with the destination. The proposed DM-MAC protocol outpenis its competitive MAC
protocols with respect to packet delivery ratio and aveggmmput parameters.

Finally in Chapter 5, a secure coordination mechanism (SG&) been proposed to
counter the data forwarding attacks which include blaclehgray hole, and sink hole
attacks in DEACP. In SCM, each sensor analyzes the trustdéws neighboring sensors
based on the experience, recommendation, and knowledgeaddlyzed trust value are
transferred to the actor, and it analyzes these values mifgéhe malicious nodes in its
cluster region. Each sensor computes message authesricatile using a secure hash
algorithm-3 (SHA-3) and appends to the data. The sensartseleneighbor which has the
highest trust value among iishopsensors to transfer its data to the actor. It is inferred
from the simulation results that the SCM outperforms its petitive protocols.

Scope for future work

The work described in this thesis unwraps some intereséisgarch directions in WSAN.
In coordination mechanism the sensors are deployed unijoimncompute the optimal
number of actors. The optimal number of actors computatibim andom deployment of
sensors is not explored in this thesis and can be considerddtéire study. The accuracy
of sensor location and duplicate Hello packets eliminasioould be analyzed in future. In
secure coordination mechanism data forwarding attackseomsoss are discussed in this
thesis. Various active attacks such as worm hole attacke meplication attack, sybil
attack on sensors can be explored further. In this thesishave considered the actors
as trustworthy and they are free from attacks. Howevemhéurinvestigations can be made
by considering various active and passive attacks on aoctgsin addition to sensors.
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