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ABSTRACT 

 

This project presents a neural network approach to the motion control of an artificial mobile 

robot. The robot is required to move towards its goal in a cluttered environment and 

simultaneously avoiding collision with obstacles of any size and being randomly distributed. We 

have used feed-forward back propagation algorithm to control the robot motion. Our main focus 

is on the steering action of the robot. The algorithm takes input as angle to target, front obstacle 

distance, right obstacle distance and left obstacle distance. Sensors have been used for the 

purpose of getting the inputs on various obstacle distances. The network provides the angle 

through which the robot is to be steered to avoid obstacles. The steering is achieved by 

controlling the speed of motors and hence of wheels to whom they are attached to. The viability 

of the algorithm has been demonstrated through various simulations. The real-world 

experimental outcomes prove the efficacy of the algorithm to navigate the robot successfully. 

Key words: Autonomous mobile robot, feed-forward back propagation algorithm, steering. 

 

  



5 
 

 

CONTENTS 

 

ABSTRACT ............................................................................................................................................ 4 

LIST OF FIGURES ..................................................................................................................................... 7 

LIST OF TABLES ....................................................................................................................................... 8 

CHAPTER-1 .............................................................................................................................................. 9 

INTRODUCTION ................................................................................................................................... 9 

1.1 OVERVIEW .................................................................................................................................. 9 

1.2 MOTIVATION ............................................................................................................................ 10 

1.3 OBJECTIVE ................................................................................................................................ 11 

1.4 THESIS ORGANIZATION ......................................................................................................... 11 

CHAPTER-2 ............................................................................................................................................ 13 

LITERATURE REVIEW ...................................................................................................................... 13 

CHAPTER-3 ............................................................................................................................................ 16 

ROBOTS ARCHITECTURE ................................................................................................................ 16 

3.1 BACKGROUND ......................................................................................................................... 16 

3.2 APPLICAIONS OF MOBILE ROBOTS ...................................................................................... 16 

3.3 FEATURES OF MOBILE ROBOTS ........................................................................................... 17 

3.4 ROBOT ARCHITECTURE ......................................................................................................... 18 

3.4.1 SENSORS............................................................................................................................. 18 

3.4.2 ACTUATORS ...................................................................................................................... 20 

3.4.3 POWER CONVERSION UNITS .......................................................................................... 21 

3.4.4. KINEMATICS & DYNAMICS OF ROBOT ........................................................................ 22 

3.4.5 CONTROLLERS .................................................................................................................. 24 

3.4.6 PROGRAMMING LANGUAGES ........................................................................................ 25 

CHAPTER-4 ............................................................................................................................................ 26 

ARTIFICIAL NEURAL NETWORKS .................................................................................................. 26 

4.1 INTRODUCTION ....................................................................................................................... 26 

4.2 BIOLOGICAL NEURAL NETWORKS ...................................................................................... 27 



6 
 

4.3 COMPARISON BETWEEN ARTIFICIAL NEURAL NETWORK & BIOLOGICAL NEURAL 

NETWORK ....................................................................................................................................... 29 

4.4 BASIC BUILDING BLOCKS OF ARTIFICIAL NEURAL NETWORKS ................................... 30 

4.5 VARIOUS NEURAL NETWORKS ............................................................................................ 31 

CHAPTER-5 ............................................................................................................................................ 38 

ROBOT CONSTRUCTION .................................................................................................................. 38 

5.1 SENSORS ................................................................................................................................... 38 

5.2 ACTUATORS ............................................................................................................................. 40 

5.3 CONTROLLERS ......................................................................................................................... 41 

5.4 POWER CONVERSION UNITS ................................................................................................. 43 

5.5 PROGRAMMING LANGUAGES ............................................................................................... 44 

5.6 MISCELLANEOUS PARTS ....................................................................................................... 45 

5.7 FINAL ROBOT ASSEMBLY...................................................................................................... 45 

CHAPTER-6 ............................................................................................................................................ 46 

SIMULATION & TRAINING .............................................................................................................. 46 

6.1 ONLINE TRAINING .................................................................................................................. 46 

6.2 OFFLINE TRAINING ................................................................................................................. 54 

CHAPTER-7 ............................................................................................................................................ 56 

RESULTS ............................................................................................................................................. 56 

CHAPTER-8 ............................................................................................................................................ 58 

CONCLUSION ..................................................................................................................................... 58 

FUTURE SCOPE OF PROJECT ........................................................................................................... 58 

REFERENCES...................................................................................................................................... 59 

 

 

 

  



7 
 

LIST OF FIGURES 
Sl. No. Description Page Number 

1 Examples of Autonomous Mobile Robots 16 

2 Various applications of autonomous mobile robots 17 

3 Robot architecture 18 

4 Various types of sensors 19 

5 A simple ANN 27 

6 A biological neuron 28 

7 A neuron model 28 

8 A cascaded network 32 

9 An Elman structure 33 

10 A Generalized Regression Neural Network 34 

11 A RBF Network Structure 35 

12 A feed-forward back propagation neural network 36 

13 IR Sensor  39 

14 Ultrasonic Range Finder HC SR-04 39 

15 30 RPM Center Economy Series DC motor 40 

16 Arduino Mega 2560 R3 42 

17 L298 motor driver 43 

18 Li-Polymer battery 43 

19 „T‟ type female and male power connectors 44 

20 A bread-board 45 

21 Jump Wires 45 

22 Photos of in-built robot assembly 45 

23 „Import‟ window 48 

24 Create Network window 48 

25 Neural Network Structure 49 

26 Training the network 49 

27 Performance curve 50 

28 Regression curves for Training, Validation and Testing sets 51 

29 Movement of robot in obstacle ridden environment 52 

30 Movement of robot in presence of moving obstacles 53 

31 Movement of robot in multi-obstacle scenario 54 

32 Arduino workspace 54 

33 Pulse-width modulation 55 

34 Real–world robot movement based on neural networks 56 

35 Robot movement in varying environments 57 

  



8 
 

LIST OF TABLES 
Sl. No. Description Page Number 

1 Associated terminologies of Biological neural networks and Artificial 

neural networks 

29 

2 Comparison between artificial neural network and biological neural 

network 

29 

3 IR Sensor Characteristics 38 

4 Ultrasonic Sensor characteristics 39 

5 DC Motor characteristics 40 

6 Arduino Mega 2560 R3 Characteristics 41 

7 Motor driver Characteristics 42 

8 Battery characteristics 44 

9 Input distances and output angle rotation 46 

  



9 
 

CHAPTER-1 

INTRODUCTION 

1.1 OVERVIEW 

A mobile robot is an automatic robot that can change its position. Automatic guided vehicles are 

typical examples of mobile robots. AGVs operate in specially modified environment. They 

execute various pre-determined tasks along fixed paths. Since an AGV can operate in a pre-

structured environment, they are inalterable. Changing the course of tasks is expensive, and any 

undetermined changes can lead to failure of task. An alternative to such mobile robots is to 

develop autonomous mobile robots. 

The two primary definitions of autonomy are: i) undertaken without external supervision, and   

b) the faculty of self-government. In order to adapt with undetermined conditions and to cope up 

to altering environments, the faculty of self-government is necessary. Self-government means 

that the robot with the help of its own reasoning power can determine its path, instead of 

following any pre-coded programming sequence. 

An autonomous mobile robot has the capability to navigate in its surroundings to execute a 

variety of activities. It is capable of adapting to changes in its environment. It learns from past 

experiences and modifies its behavior as per the situation. It can develop internal representations 

of the environment which will be useful for reasoning processes like navigation. 

The faculty of a mobile robot to navigate around autonomously in its environment renders them 

such applications like: surveillance, inspection, transportation, guidance, etc. Particularly, such 

robots are utilized to carry out operations in environment that are either hostile or inaccessible to 

humans. Examples are underwater robots, planetary rovers. 

They are used in the areas of cognitive science, psychology and artificial intelligence. They are 

excellent methods of testing hypotheses about intelligent behavior, perception and reasoning. 

In order to navigate effectively consists of the capability to determine one‟s position, target 

location and to find out a path in order to reach the target with minimum effort and time. This 

planning usually requires a brief knowledge about the environment and the ability to derive 
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meaningful conclusions from it. For a robot to achieve this desired end, it must be able to learn 

and apply this learning in practical situations. In the current scenario various intelligent systems 

like fuzzy inference systems, artificial neural networks techniques, genetic algorithms, etc. have 

been applied for planning involved in the navigation and motion control of an autonomous robot. 

Artificial neural networks are nonlinear signal processing systems that are developed from 

interconnected elementary processing devices called neurons. 

An Artificial Neural Network (ANN) is an information-processing system that is motivated from 

the functioning of biological neural networks. The basic unit of this system is the novel structure 

of the information processing system. It is comprised of a massive number of highly 

interconnected processing elements (neurons). These neurons work together to solve assigned 

tasks. ANN, like humans, learns by example. An ANN is developed for respective applications, 

such as data classification or pattern recognition. Learning in biological systems involves 

adjustment to the synaptic connections that exist between the neurons. This is true of ANNs as 

well. 

ANN is a kind of artificial intelligence that tries to emulate the functioning of a human brain. 

Instead of using a digital model, where all calculations interpret ones and zeroes, a neural 

network functions by relationships between processing elements called the neurons. The output 

is determined by the structure and weights of various connections. Motivated from the working 

of biological neural networks, ANN is a massively parallel computing system comprising of an 

extremely huge number of simple processers with many interconnections. ANN structure tries to 

utilize some characteristic principles behind the functioning of our brain. 

 

1.2 MOTIVATION 

This project is a part of the rapidly and ever-increasing field of Robotics. It requires a 

combination of different disciplines like computer science, electrical and electronics engineering, 

mathematics and mechanical engineering. This project works on mobile robots which are 

different from industrial robots. Industrial robots are generally stationary, work in a controlled 

environment and have been pre-planned to perform certain activities. But, they have a little role 

to play in our day-to-day life. In contrast to them, mobile robots can play a significant role in our 

daily life. In our life things are not pre-planned. In order to cope with such situations it is highly 
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essential to have mobile robots which can move and perform tasks on their own as per the 

situation. This independent thinking calls for learning and then the application of this learning in 

practical situations. Such kind of robots will be highly useful in space applications, military 

operations, hospitals, museums, libraries, super-markets, sports complexes, airports, railway 

stations, etc. Apart from these examples, we can make significant uses of neural networks 

approach to identify solutions to problems where no significant patterns may be observed. These 

algorithms can be used for a variety of purposes like pattern recognition, image processing, 

bioinformatics, knowledge extraction, forecasting, business applications, healthcare, etc. 

1.3 OBJECTIVE 

The aim of this project is the design of an autonomous mobile robot. This robot should be able to 

think and decide its path while navigating in a cluttered environment. It should traverse its path 

in the minimum possible route and at the same time must avoid collisions with obstacles on its 

way. It should be able to detect obstacles, plan its path and move toward its goal safely. 

1.4 THESIS ORGANIZATION 

The present thesis on “NEURAL NETWORKS TECHNIQUE FOR THE CONTROL OF 

ARTIFICIAL MOBILE AGENTS” has been divided into several chapters. This division has 

been done so as to learn the concepts easily. Also this division helps in separating theoretical 

concepts from the practical aspect of the project. The CHAPTER-1 presents a brief idea on 

mobile robots, artificial neural networks and its application in motion control. There has also 

been a mention about the motivation behind the project, its objective. 

The CHAPTER-2 is about the literature review for this project. It covers the various 

contributions of different scholarly articles, journals in the development of this project.  

The CHAPTER-3 gives a detailed description on mobile robot, its application. There is a 

significant description on robot architecture as this knowledge will be useful in the design and 

fabrication of robot. 

The CHAPTER-4 focuses on neural networks, their applications, and their classification. There 

is also a detailed description about various neural networks. 

The CHAPTER-5 is about MATLAB, specifically about Neural Network Toolbox. This will be 

required for simulations. 
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The CHAPTER-6 gives a brief note on the construction of robot – various parts used and their 

specifications. 

The CHAPTER-7 is about training and simulation experiments. Also we will find a short 

description on practical training of robot based on simulations. 

The CHAPTER-8 is on results obtained while the CHAPTER-9 concludes the thesis. Thereafter 

we will find a reference section mentioning the sources of knowledge which helped in the 

development of the robot. 
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CHAPTER-2 

LITERATURE REVIEW 

Artificial Neural Network is a kind of artificial intelligence. It tries to emulate the functioning of 

a human brain. Instead of using a digital model, where all calculations interpret ones and zeroes, 

it functions through developing relationships among processing units generally called as neurons. 

The output of the network is determined through the weights determined by activation 

functions.[3] 

Motivated by the way a biological neural network functions, ANN consist of a massive parallel 

computing systems comprising a huge number of simple processers with many connections in 

between them. ANN structures try to utilize various characteristic principles on which our brain 

works.[17] 

Neuron is the basic or elemental information-processing unit and is also called as node. This 

elemental unit of human consciousness engulfs some general faculties. Basically, biological 

neurons acquire inputs from other sources, integrates them as per a rule, executes a non-linear 

operation on the result, and then gives the final result as output.[10] 

The organization of neurons into various layers and the way they are in and out a layer is 

generally called as the architecture of the network. There are either no connections or full 

connections between neurons belonging to a particular layer. The number of layers in the 

network is defined as the number of layers of weighted interconnections between the particular 

slabs of neurons. If 2 layers of interconnected weights are present, then there is presence of 

hidden layers. The various types of network architectures are: Radial basis, Cascaded, General 

Regression, Back propagation, Elman, etc. The method adopted for determining the weights is 

the process of training (or learning). The method used to modify the weights in the 

interconnections between the various layers of network with the aim of getting the desired 

response is called training of network. A neuron calculates its output response by using 

activation functions. The output is obtained by applying the total weighted input to an activation 

function. For neurons in the same layer, same activation functions are used. Activation function 

may be linear or non-linear.[11]  
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A single neuron cascaded (SNC) architecture provides compact structures which require less 

time for execution. Its unique growth in network allows automation in design. This network 

combines the strengths of multi-layer and single-layer neural networks.[22] The Elman network 

comprises an input layer, a hidden layer and an output layer. Thus it is similar to a 3-layer feed-

forward neural network. Additionally, there is a context layer also.[23] This context layer is fed, 

without weighing, the output of the hidden layer. Generalized Regression neural network 

requires only a fraction of the training samples that a back-propagation algorithm would 

require.[24] A radial basis neural network is an artificial neural network whose activation 

functions are radial functions.[27] Feed forward was the first and the simplest among the 

artificial neural networks. In this network, the data passes forward in one direction from the input 

nodes through the hidden nodes and to the output nodes, only. Cycles and loops are absent. Each 

neuron in a layer has directed connections to all the neurons of the next layer and vice-versa.[37]. 

The weights associated with these connections are of varying strengths. Often the units are called 

as nodes.  

The aim of planning of motion is to change the state of the robot by computing a sequence of 

admissible motions for the robot. A collision free path for a robot is calculated to traverse from 

the start position to the target avoiding obstacles. The robot has to continuously take in inputs 

through sensors and thereby using this information guide itself through the cluttered 

environment. For this action to be accomplished, it should be able to plan its path. Path-planning 

requires robot to traverse minimum possible route. This may call for certain complex algorithms. 

The robot should have the ability to maneuver successfully across the obstacles. The selection of 

algorithm depends on condition of environment, robot architecture, and resources available.[11] 

Navigation of robot comprises mapping of environment, path planning and path traversal while 

avoiding collisions.[2] Traditionally, path planning focuses on a single external constraint: 

physical obstacles in the environment. This is the only constraint considered in path planning. To 

help in such path planning problems, in recent years, ANN has come out as a powerful approach. 

It is simple to compute simple and efficient to implement.[4] 

For the purpose of simulations a great help comes from the MATLAB Neural Network Toolbox. 

The toolbox gives a complete set of functions and a graphical user interface required for the 

design, implementation, visualization, and simulation of neural networks. One can use both 
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supervised training as well as unsupervised training. Also does it support a variety of training 

functions.[3] The present work uses Feed-Forward Back Propagation Algorithm for network 

training being simple, fast training and easy to implement. The present method is cheap, easy, 

and relatively less complex owing to real-like online simulations. The toolbox‟s modular, open, 

and extensible design simplifies the creation of customized functions and networks. Various 

features of this toolbox are: GUI for creating, training, and simulating neural networks; 

visualization of functions for viewing performance of networks; comprehensive set of training 

and learning functions; support for the most commonly used supervised and unsupervised 

network architectures, automatic generation of SIMULINK models from neural network models. 
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CHAPTER-3 

ROBOTS ARCHITECTURE 
 

3.1 BACKGROUND 

An autonomous mobile robot is a robot which can move in its workspace in order to execute the 

assigned activities. Its ability to learn from past experience helps it to take appropriate decisions 

depending on the situations. The two primary definitions of autonomy: i) work without external 

control, and b) self-government. In order to cope up undetermined situations and to adapt to 

altering environments, the faculty of self-government is required. Self-government means that 

the robot can take decisions of its own and change its actions as per the situations rather than 

following a fixed set of instructions supplied by the user as in industrial robots. 

  

Figure1. Examples of Autonomous Mobile Robots 

3.2 APPLICAIONS OF MOBILE ROBOTS 

The various uses of an autonomous robot are mentioned as follows 

1. In moving items in hospitals. 

2. Warehouses uses. 

3. Military purposes. 

4. Space applications. 
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  Figure2. Various applications of autonomous mobile robots 

3.3 FEATURES OF MOBILE ROBOTS 

A fully autonomous robot can: 

 Work for long period of time without human interference. 

 Avoid situations that are harmful. 

 Gain information about the environment. 

 Move either all parts or some parts depending upon surrounding situations without 

human help. 

An autonomous robot may also learn new skills like new methods of executing its tasks or 

accommodating to changing environment. 

Mobile robots need to answer three basic questions: 

1. Where is it? 

2. Where is it going? 

3. How should it go there? 



18 
 

In order to answer these questions, a robot must perform the following: 

o Make measurements 

o Model the environment 

o Localize itself 

o Plan a path to its goal. 

 

3.4 ROBOT ARCHITECTURE 

In order to accomplish the above mentioned characteristics, we first need to look in the robot 

construction. 

The figure below shows the robot architecture. 

 

Figure3. Robot architecture 

The essential parts are: 

 Mechanical Structure – Kinematics & Dynamics 

 Sensors 

 Actuators 

 Controllers 

 Power conversion units. 

 Programming Languages 

3.4.1 SENSORS 

Sensors are equipment that are used to measure certain properties of the surroundings, such as 

temperature, velocity, weight, size, distance, etc. Sensors are designed measure respective 
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physical properties it has been designed to measure. These input data has a meaningful 

relationship with the properties of the surrounding. All sensors are characterized by certain 

properties describing their capabilities. Some of them are: 

1) Accuracy 

2) Linearity 

3) Repeatability 

4) Measurement Range 

5) Resolution: smallest observable increment in output. 

6) Response time 

7) Sensitivity  

8) Type of output. 

 
Figure4. Various types of sensors 
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Some important types of sensors are explained below. 

Tactile Sensors 

These sensors being designed on the sense of touch can detect physical properties caused due to 

contact with an object. The simplest tactile sensor is a micro switch. 

Infrared Sensors 

These sensors are a type of non-contact sensors. They are extensively utilized in mobile robots to 

detect obstacles. Their operation is: emit an infrared ray, and receiving the rays reflected from 

the obstacles. The robot-object distance is measured as per the rule– the intensity of the reflected 

light is inversely proportional to the square of the distance. Hence these sensors are used to 

measure short distances. 

Ultrasonic Sensors 

The fundamental principle of ultrasonic sensor is: a pulse of a particular frequency is emitted, 

reflected off surfaces and then detected by a receiver. By using the time elapsed and the speed of 

sound we can calculate the distance between the robot and the object. 

Laser Sensors 

Laser sensors are commonly used in mobile robots to measure the velocity, acceleration and 

distance of detected objects. The fundamental principle of this sensor is similar to a sonar sensor: 

a short light pulse is released, the time difference between emitted and detected pulse is used to 

calculate the distance. Typical maximum range of commercially available sensor may be of 

several hundred metres. As per requirements one may choose a shorter range one. 

3.4.2 ACTUATORS 

Actuators are mechanical devices that convert respective input energy into a mechanical motion. 

These forms of inputs can be either in the form of electrical energy, pneumatics, and hydraulic 

energy. The different types of actuators are described as follows: 
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Hydraulic Actuators 

Hydraulic Actuators are devices used to get mechanical work by using hydraulic energy of the 

piston fluid. The mechanical motion may be rotary, linear or oscillatory. Hydraulic actuators 

produce high precise movements. A hydraulic actuator is generally a linear actuator producing 

linear displacement. It generally consists of a cylindrical tube, piston and high density oil. By 

varying the pressure, flow rate of the oil supplied the piston can be displaced by varying 

amounts. A hydraulic actuator is either operated manually or by means of pumps. It is generally 

used in cranes and excavators. 

Pneumatic Actuators 

Pneumatic Actuators utilize the pressure energy of fluid to produce mechanical work, linear or 

rotary motions. These actuators respond quickly to operations like start or stop. Also they can be 

used in place of hydraulic actuators which are prone to leaks. But, these types of actuators suffer 

from disadvantages like: occupy more space, lot of noise is produced and transportation issues. 

Electric Actuators 

These devices use motors to convert electrical energy to mechanical torque. As oil is not used, 

electric actuators are cleaner than hydraulic actuators. These devices are mostly used in engines. 

The servomotor is an example of an electric actuator. 

Mechanical Actuators 

Mechanical Actuators convert linear motions to rotary motions and vice-versa. Devices such as 

chain, pulley, rope-drives, gear-shaft, etc. are used for this purpose. As an example, the rotation 

of chain-sprocket arrangement, in a cycle, causes rotation of rear wheel and hence a translational 

motion is produced.  

3.4.3 POWER CONVERSION UNITS 

Power conversion units are composed of devices used for supplying power for functioning of 

robots. Small mobile machines may need small source of power. Power systems include 

batteries, flywheel and generators, super-capacitors, thermoelectric generators, flywheel and 

tethers. The various types of power sources are discussed hereafter. 
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Rechargeable Batteries 

Rechargeable batteries generate electricity through reactions which can be reversed by passing a 

current in the reverse direction. Ni-Cd batteries are the most common in these types. Owing to 

their cost they are limited to low-power uses. 

Lithium ions (Li+) 

Lithium batteries have huge energy density over Ni-Cd. Li+ is a limited source of power and a 

high current is not allowable. Lithium batteries have to be carefully charged to avoid fire and 

burning because the heating effects during charging can ignite Li+. 

We will use Li+ batteries in our robot. However there are other power sources like fuel cells, 

super-capacitors, generators, flywheel and tethers, not used in our robot, but can be used in 

systems as per conditions. 

3.4.4. KINEMATICS & DYNAMICS OF ROBOT 

3.4.4.1ROBOT KINEMATICS 

Robot kinematics is mathematical and geometrical study of motion of a robot arm w.r.t. a fixed 

reference coordinate system. We do not consider the forces/moments responsible for the motion. 

The two main problems in robot arm kinematics are namely:  forward kinematics and inverse 

kinematics problem. In forward kinematics we determine the coordinate of end-effector when we 

are provided the angles and coordinates of links. In inverse kinematics we determine 

configuration of links provided the configurations of end-effector are provided. 

The kinematics problem is to find a transformation matrix co-relating body coordinate frame to a 

base coordinate frame. The relation between the body reference coordinate to base coordinate of 

reference is referred to by transformation matrix. 

The transformation is represented by the following components: 

a. Rotation Matrix      

b. Translation vector 
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c. Perspective transformation 

d. Scaling 

The various rotation matrices are: 

i. R(x, ø)= Rotation about x axis by an angle ø in anti-clockwise sense: 

R(x, ø) (
   
          
         

)------------------------(i) 

ii. Rotation about y axis by an angle µ in anti-clockwise sense: 

R(y, µ) (
         
   

          
)------------------------(ii) 

 

iii. Rotation about z axis by an angle r in anti-clockwise sense: 

R(z, r) (
          
         
   

)--------------------------(iii) 

If two co-ordinate frames are orthonormal and given by X and A, R to be the transformation that 

maps X co-ordinate into A co-ordinate, 

Then,  X = RA ----------------(iv) 

and A maps with X by the relation 

  A = R
-1

X =  R
T
X  ---------------(v) 

A general method for solving the kinematic equations of a robot manipulator with many joints is 

the use of “homogeneous transformations”. A generalized transformation is now described by a 

single matrix that combines the effects of translation and rotation.   

The entries consist of a 3x3 sub-matrix responsible for the rotation and a 3x1 submatrix 

responsible for translation. Two other partitions may be identified as perspective transformation 

and scaling factor.  
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3.4.4.2 ROBOT DYNAMICS 

Robot dynamics deals with the study of the forces/moments responsible for the robot arm 

motion. Newtonian and Lagrangian mechanics is generally utilized for computing the dynamics 

motion- dynamics equations for various manipulator joints.  

3.4.5 CONTROLLERS 

A control system is a representation or organization of components in a way as to regulate 

command or direct both itself as well as other system. 

The elements of a control system are: 

1. Controlled Variable –Quantity which controlled directly. 

2. Command – The input which can be independently varied. 

3. Indirectly controlled variable – Quantity controlled indirectly 

4. Reference input – A standard signal used for comparison in the closed-loop system. 

5. Actuating Signal –Difference between reference and actual signals. 

6. Disturbance – Any signal other than the reference which affects the system performance. 

7. System Error – Difference between actual and ideal values. 

Some examples of control system applications are steering control of vehicle, speed control 

system, print wheel control system, etc. 

Control systems are classified into the following two basic types: 

1. Open-loop control system (unmonitored or non-feedback control systems) 

2. Closed-loop control system (monitored or feedback control systems) 

A closed-loop control system operating without human operator is called an automatic control 

system. Some examples are centrifugal watt governor, pressure control system, the lever control 

system, etc. 

Advantages of automatic control system are: 

1. Increased output 

2. Improvement in the quality of products 

3. Reduced effect of non-linearity and distortion. 
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4. Response is satisfactory over a wide range of input frequencies. 

However, automatic control system has a tendency to overcorrect errors which may result in 

oscillations of constant or changing amplitude. 

 3.4.6 PROGRAMMING LANGUAGES 

A robot program is used to define manipulator‟s path in its workspace. It combines this feature 

with peripheral actions to reinforce the work cycle. 

Peripheral actions comprise: 

1. Opening and closing of grippers. 

2. Performing logical decision making. 

3. Communicating to various robot parts. 

Also, robot languages have been developed for the ease of control of motions of robots having 

different structures and geometric capabilities. 

The various requirements of a robot programming language are: 

1. Defining expected movement of manipulator. 

2. Sensory control. 

3. Robot-user interface. 

4. The robot can be modeled by defining named variables. 
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CHAPTER-4 

ARTIFICIAL NEURAL NETWORKS 

4.1 INTRODUCTION 

A neural network consists of a very large number of parallel-distributed processors that has 

ability to store experimental information and furnishing it whenever required to be applied. It 

similar to the brain in 2 ways: 

1. The network learns through a learning process, and, 

2. The information is stored by means of neuron-neuron connections called as synaptic 

weights. 

Neural networks can also be defined as non-linear algorithms for image or signal or data 

processing. 

ANN is an information-processing method. The information is processed by means of elements 

called as neurons. The outputs are passed through link connections. The output signal is realized 

by using activation functions on the net input. 

An artificial neuron is characterized by: 

1. Activation functions 

2. Training and learning 

3. Architecture 

ANN models try to use some characteristic principles behind the working of the human brain.  

Neural networks help in deriving conclusions from even imprecise data, complicated 

information, ascertain trends, and discover patterns for both computers as well as humans. 

A neural network may become proficient in analyzing data if it is given training. It can predict 

solutions to that information it has not been trained into. 

Other advantages include: 

1. Self-Organization: Develops a structure of the data received while being taught. 

2. Some network faculties may be kept when some significant network damage occurs. 

3. Real-Time operation. 
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4. Adaptive learning: Ability to gain knowledge on performing tasks based on data provided 

while being trained. 

Figure5. A simple ANN 

4.2 BIOLOGICAL NEURAL NETWORKS  

A biological neural network or a nerve cell comprises the cell body, dendrites, the axon, and the 

synaptic weights. The building blocks are discussed as follows: 

Dendrite –Acquiring information from other neurons. 

Soma – Adds all the incoming information. 

Axon –When input reaches a pre-determined threshold value, the information is passed onto 

subsequent neurons. 

A neuron is the basic element of a neural network. A biological neuron acquires inputs from 

previous neurons, integrates them as per a rule, performs non-linear manipulation on the result, 

and then provides the outputs. 
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Figure6. A biological neuron 

The properties of the biological neuron pose some features on the artificial neurons. They are: 

1. Signals are received by the processing elements. 

2. The weights at the receiving end have the capability to modify the incoming signal. 

3. The neuron fires (transmits output), when sufficient input is obtained. 

4. The output produced from one neuron may be transmitted to other neurons. 

5. The processing of information is found to be local. 

6. The weights can be modified by experience. 

7. Neurotransmitters for the synapse may be excitatory or inhibitory. 

8. Both artificial and biological neurons have inbuilt fault tolerance. 

Figure7. A neuron model 
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Table1. Associated terminologies of Biological neural networks and Artificial neural networks 

Biological Neural Network                                                                   Artificial Neural Network 

Cell Body                                                                                                  Neurons 

Dendrite                                                                                                   Weights 

Soma                                                                                                         Net input 

Axon                                                                                                          Output  

 

4.3 COMPARISON BETWEEN ARTIFICIAL NEURAL NETWORK & 

BIOLOGICAL NEURAL NETWORK 

The major differences between artificial and biological neural network is shown as below: 

Table2. Comparison between artificial neural network and biological neural network 

Characteristics Artificial Neural Network Biological Neural Network 

Speed Faster in processing data. One cycle is 

operated in about nanoseconds. 

Slower in processing information. 

One cycle is operated in 

milliseconds. 

Processing Instructions are operated sequentially, 

one after another. 

Parallel processing of information 

takes place. 

Size and 

complexity 

Difficult to perform complex pattern 

recognition. 

Due to greater number of processing 

elements, more complex pattern 

recognition tasks can be 

accomplished. 

Storage New information in a memory location 

replaces the old information. It is 

strictly replaceable. 

Old information and new 

information co-exist. 

Control 

Mechanism 

A control unit monitors all the 

computing activities. 

No specific control mechanism. 
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4.4 BASIC BUILDING BLOCKS OF ARTIFICIAL NEURAL NETWORKS 

The basic building blocks of the artificial neural network are: 

1. Network architecture 

2. Setting the weights 

3. Activation function 

4.4.1 NETWORK ARCHITECTURE 

The structuring of neurons into various layers and the trend of relationships intra-layer and inter-

layer is referred to as the network architecture. The neurons contained in a layer are either not 

interconnected or fully interconnected. There are various types of network architectures: Radial 

Basis, Cascaded, Back propagation etc. 

ANNs can be of varying size and shape. The network behaves as a vector-valued function which 

takes in an input vector and returns another on the output. Various types of network architectures 

have been discussed later. 

4.4.2 SETTING THE WEIGHTS 

Training process is basically determining the values of the weights. Learning is the process of 

internally training a network. Generally the 3 types of learning methods are as follows: 

1. SUPERVISED TRAINING 

In this process the network is provided with sample inputs and estimated outputs. The 

training sets values to weights and computes outputs which are then compared with the 

expected results. The learning runs till the output is equal to the expected results. These 

weighs are determined as per the learning algorithm. This method is used in pattern 

recognition. Some examples of supervised training are Back propagation network, Hebb 

network. 

 

2. UNSUPERVISED TRAINING 

In unsupervised training the output vectors are not known for the respective input vectors. 

Unsupervised networks are found to be more complex and difficult to implement. It 

involves looping connections back into feedback layers and iterating through the process 

until some sort of stable recall can be achieved. Unsupervised networks are also called self-
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learning or self-organizing networks. Unsupervised training is used in the areas of adaptive 

resonance theory, self-organizing feature maps, etc. 

3. REINFORCEMENT TRAINING 

In this method, the expected answer is not provided to the network. Instead, it is given an 

indication if the output wrong or correct. The network utilizes this data to refine its 

interpretation. If sufficient information is available, the reinforcement learning can readily 

handle a specific problem. In this method a trial and error method is used to map inputs with 

outputs. The network does not know the correct output even if it knows output to be right or 

wrong. 

 

4.4.3 ACTIVATION FUNCIONS 

The output to a neuron is obtained by using activation. For neurons in the same layer, same 

activation functions are used. Activation function may be linear or non-linear. Ex of a linear 

activation function f(x) = x; sigmoidal function is a non-linear function. 

4.5 VARIOUS NEURAL NETWORKS 

The major types of artificial neural networks are: 

1. Cascaded Neural Network 

2. Elman Neural Network 

3. Feed-forward Back-propagation Neural Network 

4. Generalized Regression Neural Network 

5. Radial Basis Neural Network.  

 

4.5.1 CASCADED NEURAL NETWORK 

A single neuron cascaded (SNC) architecture provides compact and simpler models with less 

time consumed for performing tasks. Its unique network structure allows automation in design. 

This network combines the strengths of multi-layer and single-layer neural networks. 

The Cascaded architecture comprises an input layer, hidden layers and an output layer. The input 

layer receives external information as input. Subsequent layers get external information as well 

as outputs of all preceding layers. As the input to a neuron comprises external inputs and outputs 
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of all previous layers it is called as Cascaded. A cascaded neural network can have any number 

of neurons in each layer. The cascading of inputs improves its mapping capability. 

 

Figure8. A cascaded network 

At the beginning we train only one hidden layer having only one neuron between input and 

output. To develop a multi-layer network, hidden layers are added sequentially. 

The cascaded network possesses the advantages of multi-layer and single-layer networks. The 

result is a much simpler architecture that can undergo training and growth, of its own, to get the 

expected response. It is also executes faster. 

4.5.2 ELMAN NEURAL NETWORK 

The ENN is a simple recurrent neural network. It was created in 1990 by Jeffrey L.  Elman. ENN 

comprises an input layer, a hidden layer and an output layer. Hence it is akin to a 3-layer feed-

forward neural network. Additionally, it also consist a context layer. This context layer has its 

input as the output of the hidden layer. This output is then fed to the hidden layer in subsequent 

iterations. This allows for the formation of a short-term memory. ENNs are very helpful in 

forecasting time variation patterns. The image shows an ENN. 
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Figure9. An Elman structure 

 

4.6.3 GENERAL REGRESSION NEURAL NETWORK 

It was proposed by D.F. Specht. It is a type of probabilistic neural network. GRNN requires 

simply a portion of the training inputs that a feed-forward algorithm requires. This characterizes 

GRNN as a useful tool to predict as well as compare performance of system. 

The probability distribution function used in Generalized Regression Neural Network is the 

Normal Distribution. GRNN can solve any function approximation. Unlike back-propagation, it 

does not need an iterative algorithm. A Generalized Regression Neural Network comprises four 

layers namely input, pattern-summation, summation layer and output. 
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Figure10. A Generalized Regression Neural Network 

 

4.5.4 RADIAL BASIS NEURAL NETWORK 

This neural network is an ANN that uses radial basis functions as activation functions. The 

output of the network is a linear combination of these functions (functions dependent on the 

norm w.r.t. a center vector and are radially symmetric about the vector) of the inputs and the 

neuron parameters. RBFNs have applications in function approximation, forecasting time series. 

It was proposed by Lowe and Broomhead in 1998. 

RBFs have three layers- input, hidden alongwith a non-linear RBF activation function and a 

linear output layer. 

Euclidean distance and Gaussian function are taken to be the norm and activation function 

respectively. 

The various features of RBF are: 

1. They are 2-layer feed-forward networks- In the 1
st
 layer weights from input to hidden 

layer is computed followed by the weights of hidden to output layer. 

2. Hidden nodes execute a set of RBFs. 
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3. The output nodes execute linear simulation functions as in a multi-layer perceptron layer 

(MLP) network. 

4. The training is very fast. 

5. The network is adept at interpolations. 

The properties of RBFs are attracting a great deal of interest due to their rapid training, 

generality and simplicity. 

 

Figure11. A RBF Network Structure 

4.6.5 FEED-FORWARD BACK PROPAGATION NEURAL NETWORK 

A FFNN has neurons only connected forward, but there are no backward connections. The term 

“feed forward” refers to the way network processes and recalls functions. The term “back 

propagation” refers to the way network is trained. It is an example of supervised learning. By 

utilizing the expected responses, the back propagation training algorithm makes calculations of 
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errors and changes the weights of different layers traversing backwards-output layer to input 

layer. 

The signals moves forward in one direction-input nodes_>hidden nodes_> output nodes, only. 

Cycles and loops are absent. Each node in a layer has directed relationships to the nodes of next 

layer. Every node in a layer is related to all the units in the preceding layer. These connections 

may be of varying weights. 

The input layer is numbered as a layer with number 0. Any other layer that is not an output layer 

is a hidden layer. These have no connection to the outside world. In back propagation learning, 

every time an input, the output (o) is compared to the expected result (e). Then the squared error 

is calculated:  

Error = (d-o)
2
 

The error indicates the deviation between the expected response for a particular input. In order to 

get the desirable outputs it is required to minimize the total Error. 

 

Figure12. A feed-forward back propagation neural network 

An outline of this supervised learning algorithm: 

1. Initially, set all the weights to some random values. 

2. Repeat 

a) Feed the network with an input „x‟ from the training state. 

b) Compute the network‟s output. 
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c) Change the weights of the nodes. 

3. Stop when Error becomes small. 

Complexity depends on the extent of the network, the quantity of patterns to be trained to, the 

number of epochs, the tolerance of the minimizer and the speed of the computer. Back 

propagation ANNs are extensively used in diverse applications, such as pattern recognition, 

location selection and performance evaluations. 

Note: We shall be using Feed Forward Back Propagation Neural Network in our project. 
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CHAPTER-5 

ROBOT CONSTRUCTION 

As we have discussed in Chapter-3, the various elements of robot architecture are: 

1. Sensors 

2. Actuators 

3. Mechanical Structure- Kinematics and dynamics 

4. Controllers 

5. Power Conversion Units 

6. Programming Languages 

A detailed description of each individual component used in the construction of robot has been 

given herewith. 

5.1 SENSORS 

INFRARED SENSORS 

Name: SHARP GP2Y0A02YK0F 20cm to 150cm IR Range Sensor 

Quantity – 1 piece 

Table3. IR Sensor Characteristics 

PARAMETER Specifications 

Distance measuring range  20 cm – 150 cm 

Supply voltage 4.5 V – 5.5 V 

Output terminal Voltage 0.25 V – 0.55 V 

Average Current dissipation Max. 50 mA 

Difference of output voltage 1.8 V – 2.30 V 
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Figure13. IR sensor 

 

ULTRASONIC SENSOR 

Name: Ultrasonic Range Finder HC SR-04 

Quantity – 2 pieces 

Table4. Ultrasonic Sensor characteristics 

PARAMETER SPECIFICATIONS 

Distance Measuring Range 2 cm – 400 cm 

Working Voltage 5V DC 

Measuring angle < 150 

Working frequency 40 Hz 

Dimensions 45*20*15 mm 

Working Current 15mA 

Easy pin configuration VCC, Trig, Echo, GND 

Trigger Input Signal 10uS TTL pulse 
 

 

Figure14. Ultrasonic Range Finder HC SR-04 
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5.2 ACTUATORS 

DC MOTOR 

Name: 30 RPM Centre Shaft Economy Series DC Motor 

Quantity – 4 pieces (1 piece per wheel) 

Table5. DC Motor characteristics 

PARAMETER SPECIFICATIONS 

RPM 30 at 12 V 

Brush Type Precious Metal 

DC supply 4 V – 12V 

Gear head diameter 37 mm 

Shaft diameter 6 mm 

Motor diameter 36 mm 

Gear head length 21 mm 

Shaft length 22 mm 

Motor length 25 mm 

Gear assembly Spur 

Total length 46 mm 

Motor weight 100 gms 

 

Figure15. 30 RPM Center Economy Series DC motor 
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5.3 CONTROLLERS 

MICROCONTROLLER 

Name: Arduino Mega 2560 R3 

Quantity – 1 piece 

Table6. Arduino Mega 2560 R3 Characteristics 

PARAMETERS SPECIFICATIONS 

Microcontroller ATmega2560 

Input Voltage(recommended) 7 V-12V 

DC Current per I/O Pin 40 mA 

Input Voltage(limits) 6V-20V 

DC Current for 3.3V Pin 50 mA 

EEPROM 4KB 

Operating Voltage 5V 

SRAM 8KB 

Flash Memory 256 KB of which 8KB used by bootloader 

Digital I/O Pins 54 (15 provide PWM output) 

Clock Speed 16 MHz 

Analog Input pins 16 
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Figure16. Arduino Mega 2560 R3 

 

MOTOR DRIVER 

Name: L298 Motor Driver Kit 

Quantity: 2 pieces (1 piece per 2 motors) 

Table7. Motor driver Characteristics 

PARAMETER SPECIFICATIONS 

Operating PWM frequency Max. 20KHz 

Bidirectional Control of 2 DC motors Max. 2 A each 

Operating Supply Voltage Max. 46V 

 Multi watt 15 package 

 Current Sensing output 

 Over temperature protection. 
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Figure17. L298 motor driver 

 

5.4 POWER CONVERSION UNITS 

BATTERY 

Name: Lithium Polymer 3 Cell, 11.1V, 2000mAh, 20C discharge Battery 

Quantity – 1 piece 

Figure18. Li-Polymer battery 
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Figure19. „T‟ type female and male power connectors 

Table8. Battery characteristics 

PARAMETER SPECIFICATION 

Battery Voltage 11.1V 

Number of cells 3 

Battery weight 195 gms 

Battery capacity 2000 mAh 

Dimensions 10.5 * 3.5*3 cm 

Maximum constant discharge current 40 A 

Recommended battery cut off voltage 9.9V 

Maximum charging current 4.0 A 

 

Note: All these components have been bought from Nex-Robotics, Navi Mumbai, 

Maharastra, India. 

5.5 PROGRAMMING LANGUAGES 

We have used MATLAB for the purpose of Simulation. C- Language has been used to run the 

robot. 
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5.6 MISCELLANEOUS PARTS 

BREAD BOARD and JUMP WIRES. 

Figure20. A bread-board 

Figure21. Jump Wires 

 

5.7 FINAL ROBOT ASSEMBLY 

The pictures shown below are the assembled pictures of in-built mobile robot. 

 

 

 

 

 

Figure22. Photos of in-built robot assembly 
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CHAPTER-6 

SIMULATION & TRAINING 

6.1 ONLINE TRAINING 

As a robot moves in its environment towards the goal it is likely to encounter obstacles. The 

robot task in such a condition is to safely reach its goal without any collisions with the additional 

requirement of choosing the most optimum. A threshold distance (safe distance) needs to be 

maintained as it moves towards the target. The robot is being continuously fed with inputs- 

distance from obstacles, by means of sensors. By the available data it has to undergo either of the 

following operations on encountering an obstacle: 

 If forward obstacle distance < threshold distance (safe distance) then look for other 

direction, left or right. 

 If left obstacle distance< threshold distance turn right or move ahead 

Table9. Input distances and output angle rotation  

Sl.No. f.o.d.(cm) l.o.d.(cm) r.o.d.(cm) T.A.(degrees) TURNING 

1 16 80 16 90 left 

2 16 16 80 -90 right 

3 80 8 80 -30 right 

4 20 60 40 55 left 

5 30 80 50 55 left 

6 12 80 80 90 left 

7 20 40 80 -55 right 

8 12 12 12 -85 right 

9 40 12 12 0 straight 

10 20 8 8 10 small left 

11 80 12 12 0 straight 

12 20 8 8 -10 small right 

13 80 12 80 0 straight 

14 80 12 12 0 straight 

15 80 80 80 -85 right 

 

f.o.d.: distance from front obstacle (cm) 
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l.o.d.: distance from left obstacle (cm) 

r.o.d.: distance from right obstacle (cm) 

T.A.: the angle by which the robot turns on detecting an obstacle. 

We will explain by means of an example. Let us take sl. no. 7 as an example. If f.o.d., l.o.d. and 

r.o.d. are 20 cms, 40 cms, 80 cms respectively then the robot will move in straight line towards 

the goal. If any of the distances is less than the safe distance then the robot will turn clockwise 

will by 55
0
. (We have used the notation clockwise(-) for right turn and anti-clockwise(+) for left 

turn.) After turning through the robot continues to move towards the target unless it encounters 

another obstacle where the above procedure is again followed. 

In the real-world the above conditions, as mentioned in table, rarely occur. In such a case the 

robot has to take decisions on its own based on the given data. For this training purpose will use 

the MATLAB neural network toolbox. 

STEPS for TRAINING 

1. We will first give the input values by creating a 15x3 matrix in the workspace named „input‟ 

and then transpose it. 

2. We will now provide the output values by creating a 15x1 matrix in the output named 

„output‟ and then transpose it. 

3. Open Command Window and then the toolbox by using „nntool‟. 

We will „Import‟ inputs to this network. The „input‟ will appear in Input data box. The „output‟ 

is also fed by „Import‟ and it will appear in Target data box. 
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Figure23. „Import‟ window. 

4. A new network is created named „network1‟ by clicking on „New‟ button. We then give the 

Input data and Target data. We have set the number of hidden neurons to 10. Then click on 

„Create‟. The „network1‟ will appear in „Networks‟ box. 

 

Figure24. Create Network window 
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5. Double-click on „network1‟ to generate the network. The output, evaluated by the network, 

is stored network1_outputs (appear in Output data box) and the error is stored in 

network1_errors (appear in Error data box).The figure below shows the structure of the 

network. 

 

Figure25. Neural Network Structure. 

6. Now the network is trained by clicking on „Train Network‟ 

 

Figure26. Training the network. 
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The training activity has to be performed repeatedly for more than 80 times to get lesser values 

of mean square error, regression=1, and desired output = actual output. The figure below shows 

the results of 1 training run. 

 Figure27. Performance curve 

0 2 4 6 8 10 12 14 16

10
-4

10
-2

10
0

10
2

Best Validation Performance is 2.5383e-05 at epoch 10

M
e

a
n

 S
q

u
a

re
d

 E
rr

o
r 

 (
m

s
e

)

16 Epochs

 

 

Train

Validation

Test

Best



51 
 

Figure28. Regression curves for Training, Validation and Testing sets 

7. Save the network. 

After the training has occurred now the network is ready to be used for simulation. 
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We now use the network in a program where the robot moves towards its goal in an environment 

containing obstacles. The algorithm is as follows: 

1. Input the start and target positions.  

2. Input the position of obstacles. 

3. Determine the angle in which robot should move. 

4. Load the network 

5. Run an iteration: 

 Moving the robot towards the goal. Determine the speed of movement. 

 Calculate distance of obstacles from robot. 

 Give safe distance conditions. 

 The robot-obstacle distance is fed to the neural network and the network computes the 

angle to be taken by the robot. 

 As the robot reaches the target it stops. 

 

Figure29. Movement of robot in obstacle ridden environment 

The following algorithm shows the movement of robot in moving obstacles scenario 

1. Give the initial and target coordinates. 

2. Give the initial positions of the obstacles. 

3. Load the network. 

4. Run an iteration 

 Moving the robot towards the goal. Determine the speed of movement. 
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 Moving the obstacles and set their velocities. 

 Calculate distance of obstacles from robot. 

 Give safe distance conditions. 

 The robot-obstacle distance is fed to the neural network and the network computes the 

angle to be taken by the robot. 

 As the robot reaches the target it stops. 

 

Figure30. Movement of robot in presence of moving obstacles. 

 

The following algorithm shows the movement of robot in multiple obstacles scenario: 

1. Give the initial and target coordinates. 

2. Give the initial positions of the obstacles. 

3. Load the network. 

4. Create an array- obdist 

5. Run an iteration 

 Calculate the robot-obstacle distance and store in obdist 

 Sort the array obdist in ascending order and store in another array „p‟. The first 3 values 

of p give the location of nearest obstacles.  

 Input these obstacles to the network and the network computes the angle to be taken by 

the robot. 

 As the robot reaches the target it stops. 
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Figure31. Movement of robot in multi-obstacle scenario. 

6.2 OFFLINE TRAINING 

In online training we were giving Euclidean distances as input to the neural network. In practical 

situation the sensors detect the obstacles and also the distance between robot & obstacles. 

In this case, we need to write a C program in Arduino software. The objective is to turn the 

robot. The program controls the dc motors by controlling the amount of signal. Depending on the 

strength of signal, the motor driver controls the speed of the 2 dc motors attached to it. By 

changing the speeds of different signals we are controlling the steering action of the robot. 

 

 
Figure32. Arduino workspace 
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In the following figure, regular time periods are marked by green lines. This period is the inverse 

of Pulse Width Modulation frequency.For example, each green line at 2 milliseconds implies a 

pulse width frequency of 500 Hz. A call to analogWrite() is on a scale of 0 – 255. If the call is 

analogWrite(63) the duty cycle is 25%(on for one-fourth period), and if analogWrite(191) duty 

cycle is 75%(on for three-fourth of  the time) for example. A case of 100% duty cycle means dc 

motor is operating at full speed while the dc motor is running at half the maximum speed implies 

50% duty cycle. 

Figure33. Pulse-width modulation 

  

http://arduino.cc/en/Reference/AnalogWrite
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CHAPTER-7 

RESULTS 
The various graphics below show the movement of robot towards its goal avoiding the obstacles: 

    

 

   

 

       

Figure34. Real–world robot movement based on neural networks. 
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This project uses feed-forward back propagation neural network for the mobile robot‟s path 

planning. The functional aspects of the suggested neural network were experimented in some 

workspaces. Initially experiments were conducted in a surrounding meant for training. It was 

observed that the robot avoids all obstacles. And it traverses each path from the given initial 

position to the target position safely. Next experiments were done in the unknown surrounding 

for the robot.  These simulation results have been shown in the previous chapter. The above 

figure shows the navigation of robot in an unknown environment. Also the simulation 

experiments showed that the algorithm is effective for obstacles of any shape, number and 

location. Also the location of goal does not affect the effectiveness of the algorithm.  

 

Figure35. Robot movement in varying environments. 

This algorithm has been used in static environment. But this algorithm can work well in dynamic 

environment as well because of continuous inputs from the sensors. 
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CHAPTER-8 

CONCLUSION 

 

The project work conducted presents the findings that we got by using the feed-forward back 

propagation neural network in proposing a path planning for the mobile robot by utilizing inputs 

received from sensory data. The simulation examples show that the proposed algorithm is 

acceptable for solution for optimum path planning.  Also the real-time experiment results 

confirmed the same by comparing online and offline path traversed which came about to be 

approximately same. Also by applying this algorithm, with simple control rules, robot was able 

to from straying away to un-optimized paths. However, it fails if the goal is closely surrounded 

by obstacles on all sides. But, his problem can be fixed by judiciously controlling various 

parameters.  

FUTURE SCOPE OF PROJECT 

In this project we have used Feed Forward Back Propagation Algorithm for a static environment. 

In future this work may be conducted by using other neural networks like radial basis functions, 

cascaded network, regression network, etc. Also we can use other intelligent techniques like 

genetic algorithms, fuzzy logic, etc. Another variation could be to navigate the robot in a more 

complex environment – moving target, moving obstacles, maze complexes, traps. Even in this 

algorithm one can try to reach the obstacle in spite of being heavily surrounded by obstacles. We 

can work on multiple-robot to multiple-target problems.  

This work is for overland robot. Similar works may be conducted for underwater vehicles as well 

as for unmanned aircrafts. 
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