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ABSTRACT 

 

With the advancement of electronic industry the requirement of   low power supply is essential as 

numerous industrial and commercial devices rely on power converters for regulated and reliable 

DC power source. The demands of DC-DC converters are increasing exponentially because of 

their high efficiency, small size as well as simple architecture. The complexity in   modelling of 

DC –DC converter mainly depends on its usage and its sophistication as it ranges from simple 

analogue design for low cost application to digital and self-adaptive model for better performance. 

This paper comprises of method for obtaining the small signal model of DC-DC buck converter 

by   linearizing it using state space averaging technique. Both state space as well as non- linear 

model of Buck converter is the simulated in MATLAB and desired response is observed. This 

paper also discuss the methods of design and  implementation of controller  for Buck converter 

.The purpose of the compensation is to modify the dynamic characteristics of the converter in order 

to satisfy the performance specifications of the Buck converter. The performance specifications of 

the converter are maximum peak overshoot, settling time and steady state requirements and should 

be stated precisely so that the optimal control of the converter can be obtained. In this research we 

are interested in two approaches that are commonly used in the digitally controlled design of buck 

converter, the pole-zero matching approach, which provides a simple discrete time difference 

equation, and the systematic pole placement method. This thesis also focuses on a new alternative 

adaptive schemes that do not depend entirely on estimating the plant parameters is embedded with 

LMS algorithm. The proposed technique is based on a simple adaptive filter method and uses a 

one-tap finite impulse response (FIR) prediction error filter (PEF). Simulation results clearly show 

the LMS technique can be optimized to achieve comparable performance to classic algorithms. 

However, it is computationally superior; thus making it an ideal candidate technique for low cost 

microprocessor based applications 
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Chapter 1 
 
 

INTRODUCTION  
 

 

1.1 Introduction  

In power system accurate and precise power regulation is a desirable factor , It is needed to solve 

the problem of time varying parameters such as component tolerance , unpredictable load changes, 

effect due to aging of components,  changes  in ambient conditions , unexpected external 

disturbance and improper knowledge of load characteristic . For the design and control of DC-DC 

converters, the use of digital controllers have been increased tremendously, as it helps us several 

ways to improve the performance and dynamic characteristics of DC-DC converter. In comparison 

to the analog controllers   digital controllers are flexible design and require less passive component 

thus reducing the size and cost of design. Unlike analog controllers digital controllers are less 

sensitive toward system parameter variation as well as external disturbances. It is easy to change 

or modify the control algorithms in digital controllers as well as advance control algorithms such 

as adaptive control, non-linear control and system identification algorithms can be implements 

easily.  

For the closed loop control design of DC-DC converter mainly two control structure can be applied 

namely current mode control and voltage mod control. Since an additional signal conditioning 

circuit having high speed current sensor is required in current control mode it makes the system 

costly. Hence the digital voltage preferred as it is easier and simple to design. The digital PID 

controller is commonly used in control loop design of converters. This is because the PID control 

parameters are easy to tune and the designed controller is easy to implement.   

In this thesis buck converter is chosen for modelling and design .The control method chosen to 

maintain the output voltage from the buck converter was PID controller. For tuning the gains of 

PID controller many topologies can be implemented like pole zero cancellation, pole placement 

etc. Pole placement as well as pole zero cancellation technique compares the actual output voltage 

with the reference voltage. The difference between both voltages will drive the control element to 

adjust the output voltage to the fixed reference voltage level. The classical PID controller having 

fix gain do not give satisfactory result due to uncertain parameters and load variation hence, there 
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is need arises of self- tuning or adaptive controller which can be reliable and give accurate 

response. Adaptive digital controllers offer a robust control solution and can rapidly adjust to 

system parameter variations. 

 

1.2 Motivation  

With the growing need of electronic industries, the need of accurate and having less ripples is also 

increasing tremendously. In current era, where fast processing micro-controllers are taking the 

place of analogue parts the need of describing the system became inevitable. In practical 

implementation there are many uncertain parameters which needs to be taken care of hence 

advance control technique are required. The switched-mode DC-DC converters are most widely 

used power electronic circuit because of its high conversion efficiency and performance. These 

are non-linear and variable structures whose structure change with time due to switching action.  

1.3 Objective of thesis  

The present thesis is focused on following objectives:-  

 To develop the mathematical model of dc-dc buck converter  

 To design small signal model of buck converter using state space averaging  

 To study the response of open loop buck converter using MATLAB. 

 To design the PID controller based on pole zero cancellation using FIR filter. 

 To use pole placement approach to get the desired tuning gains of PID controller using IIR 

filter. 

 To design an adaptive controller for buck converter based on one tap LMS predictor error 

filter. 

 To simulate and compare the dynamics of all the above mentioned controllers using 

MATLAB. 

1.4 Layout of the Thesis  

This thesis is divided into mainly 6 chapters which is as follows:  

Chapter 2 is literature review and the previous work done by other authors in the field of power 

converter design modelling and control is discussed. This chapter gives a brief information about 
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how the technological advancement has led to the growth of power converters from analog age to 

the age of microprocessor with in implementation of advanced adaptive algorithms. 

Chapter 3 focuses on the design and modelling of buck converter. In this chapter the working and 

operation of buck converter is discussed as well as mathematical model along with state space 

structure of buck converter is obtained. The non – linear model of the converter is converted into 

small signal linear model by using state space averaging technique. The discrete model of buck 

converter is also obtained in this chapter. 

Chapter 4 presents the digital control architecture of the DC-Dc buck converter .In this chapter the 

digital voltage mode control is achieved by using the PID controller.  

The PID controller used here are based on two topologies to tune its gain first pole zero 

cancellation technique and the other is pole placement method. 

Chapter 5 discusses an adaptive controller to minimize the error and give required voltage 

regulation. In this chapter a one tap FIR predictor error filter is realized based on LMS adaptive 

algorithm. The detailed discussion is done on linear predictors and predictor error filter along with 

the derivation of various search algorithms. At last the LMS algorithm is derived and result and 

simulations were obtained to show its effectiveness.  

In chapter 6 conclusions are drawn from the work done and throw some light of the future scope 

of the research topic. 
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Chapter 2 
 

LITERATURE REVIEW ON ADAPTIVE CONTROL OF DC-DC BUCK 
CONVERTER  

 
 

 

The flexible operation and control of DC-DC converters have been key interest of the researchers 

from last decades. With the emerging sophisticated technology in power electronics, different 

problems were encountered on the pathway. There are numerous novel methods for the modelling 

and design as well as control schemes for DC-DC converter are available in literature. In last few 

decades with the evolution of microprocessors much emphasis is being given on the discretization 

of system as it reduces the complexity and increases the speed of operation of the controllers.  

Recently lots of research work was specified on self - tuning control methods for DC-DC converter 

applications in order to deal with the varying parameter and sudden load change adaptively.  

In [12] the state-space averaged technique is used to develop the state space averaged small-signal 

model of the Buck DC-DC converter. In order to get good voltage regulation based on voltage 

mode control he designed the digital self-tuning PID controllers centered on recursive least-

squares estimation algorithm. In order to see the response of both the converters under varying 

load or input voltage a comparative study was done in between the two self-adapting controllers. 

It is found that the first digital self-tuning PID controller gives the better performance and is more 

robust for model inaccuracies and disturbances in comparison with the other PID controller. 

These self-tuning and adaptive control techniques are most effective during the steady-state and 

the parameters are tuned using pre-determined rules, such as phase margin and gain margin 

requirements [2]. Therefore, these categories of controller are generally unsuitable for time varying 

systems where on-line compensation is desirable.  

In the field of adaptive control, model reference of adaptive control has drawn considerable 

attention, has been applied in [31]. This work is mainly centered on minimizing the error between 

the output voltage of the system and that of the reference model output and make it converge to 

zero. In this thesis it is shown that s the Buck-Boost converter has one zero in right half of s plane 

and hence is a non-minimum phase system. The author has focused on designing an adaptive 
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MRAC controller for the system based recursive least square method for the estimation of 

uncertain parameters of the Pole placement controller. 

A digital control scheme using state feedback is proposed by the author in[5]. Three different 

algorithms were established centered on the state feedback control along with the combination 

of PID controller as well as decomposed fuzzy PID controller. The overshoot and steady state error 

is significantly decreased by the state controller as suggested by the author which in return 

improves the performance of the converter. However this approach does not deal with the state 

estimation for checking the robustness of the state feedback control and does not verify the 

dynamic performance of the converter. 

In [18], the author has designed a digital control algorithm based on small signal model of buck 

converter. The designed controller is able to explicitly specify the preferred output voltage and 

transient response for a buck converter in voltage mode control. This algorithms is realized to 

minimize the error between the output voltage and required response. A zero steady-state error in 

the output voltage can be accomplished with the help of further dynamics to help the controller in 

order to follow the load variation and adapt the reference voltage according to changed load. The 

pole placement controller using state feedback is realized in order to find the weights of the 

adaptive algorithm.  

In [9]  focuses on the realization of an adaptive control for  DC-DC Converter Operating in 

continuous conduction mode .In this paper the author have discussed the Buck-Boost converter 

with parasitic and varying load .The nonlinear structure of the system is converted into linear 

system by using state space averaging which is used for the  on-line identification of the converter 

parameters. The pole placement controller is implemented here for the control structure and the 

uncertain parameters are estimated by using RLS adaptive filter.  

An inventive, topology for online system identification is discussed in [4]. Author has paid 

attention on estimating the parameters of pulse width modulated dc–dc power converters. The 

suggested method can be implemented for different applications where effective and precise 

estimation of parameter is mandatory. The proposed technique which is based on DCD algorithm 

is computationally efficient and uses an IIR adaptive filter as the plant model. The system 

identification technique decreases the computational difficulty of existing RLS algorithms. 

Importantly, the proposed method is also capable of recognizing the parameters rapidly and 

precisely.  
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In [10] the author proposed a control technique which cancel the transfer function of the converter 

by mean of pole zero cancellation technique. The different approaches are considered in [3] which 

used polynomial controller and compared its dynamics with PID and PD Controllers, A full state-

space feedback digital control scheme for the voltage-mode switching power supply was 

developed. The control scheme is based on superimposing a small control signal to the reference 

value of the control variable at each switching cycle to cancel out the perturbations. The main 

difference between this method and the traditional saw-tooth and threshold method is that it is 

possible to separately specify the desired output voltage and the type of transient response that the 

regulator would exhibit due to perturbations or a set-point variation. Also, with the aid of additional 

dynamics, zero steady-state error on the output voltage can be guaranteed. The specification is 

done by pole assignment on a discrete-time state-variable model. 

In [13] Kelly and Rinne introduced a pole placement control strategy for the design and control of 

buck DC–DC Converter. In order to eliminate the steady state error a feedforward component is 

involved in the control strategy. The value of the feedforward gain which completely eliminates 

steady-state error, is dependent upon the gain of the plant, which may not be known exactly. In 

this design the feedforward gain is determined adaptively, so as to drive the steady state error to 

zero. 

Kelly and Rinne proposed an adaptive, self-learning, digital regulator, based on a one-tap LMS 

prediction error filter (PEF) for on-line system identification [13]. The presented technique is 

simpler than many other methods and a prior knowledge of system parameters is not required in 

the adaptation process. However, there appears to be two limitations to this system. Firstly, the 

scheme involves subjecting the system to a repetitive disturbance to excite the FIR filter and 

improve the convergence of filter tap-weights, which after many iterations the controller begins to 

learn [7]. Furthermore, in this scheme only a PD controller is considered and this can yield a non-

zero steady-state error, thus a feed-forward loop should be introduced to ensure system stability 

and achieve regulation. 

Hence, it can be seen that lots of work has been done in the area of modelling and adaptive control 

of buck converter.  
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Chapter 3 
 
 

MODELLING OF DC-DC BUCK CONVERTER  
 
 

 

3.1 Introduction 

DC-DC converters are widely used in vast range of electrical and electronic systems, with 

changing power levels. Some examples are power supplies in Telecommunication devices, 

Computers/Laptops, Motor drives and Aerospace systems. Converters with a high performance 

voltage regulation during static and dynamic operations, high efficiency, low cost, small 

size/lightweight, and reliability is essential in these applications. The main role of DC-DC 

converters is to convert the unregulated input voltage into a different controlled level of dc output 

voltage. In general, a DC-DC converter can be described as an analogue  power processing device 

that contains a number of passive components combined with semiconductor devices (diodes and 

electronics switches) to produce a regulated DC output voltage that has a different magnitude from 

the DC input voltage [18].  

3.2 DC-DC Circuit Topologies  

Configuration of the components of dc-dc converters in different ways leads to the formation of 

various power circuit structures having same types of components which include inductor L, 

capacitor C, load resistor R and the lossless semiconductor components like diodes and MOSFETs. 

The selection of the topology is mainly dependent on the desired level of regulated voltage, since 

the PWM DC-DC converters are applied to produce a regulated voltage in DC with different  

level that of  the input voltage. This level can either higher or lower than given input voltage.  

Buck converter, Boost converter and Buck-boost converter are the most extensively used 

converters.  A dc-dc buck converter as shown in Fig 3.1(a)  is designed to generate a DC output 

voltage lower than the input voltage, On the other hand, a DC-DC Boost Converter (Fig 3.1(b) ) 

is used to deliver a DC output higher than the applied input voltage. And finally the Buck –

Boost converter (Fig 3.1 c ) perform the task of both the Buck and Boost Converter that is it can 

either step down the input voltage or step up the voltage depending on its duty cycle.              
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                                                                    (a)    

 

                                                                       (b)  

 

                                                                     ( c ) 

Fig 3.1 Circuit diagram of a ;  Buck converter, b ; Boost converter , c ; Buck-Boost converter 
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3.3 DC-DC Buck Converter Principle of Operation 

The Buck converter is used to step down the input voltage 𝑉𝑖𝑛 into a lower output voltage 𝑉𝑜 .This 

can be accomplished by controlling the operation of the power switches, generally by using a 

PWM signal. Accordingly the states of the switch (On/Off) are changed periodically with a time 

period of 𝑇𝑠𝑤  (switching period) conversion ratio equal to D  . The duty ratio 𝐷 can be defined as 

the ratio of time for which the switch is in ON state i.e. Ton and total switching time take 𝑇𝑠𝑤 or 

it can also be defined as the ratio of output voltage to its input voltage during the steady state 

operation of converters.  Then in order to removes the switching harmonics from the applied input 

signal the L-C low pass filter is implemented. A lower corner frequency is selected to provide 

smooth output DC voltage [18]. The corner frequency 𝑓𝑐 should be much lower that the switching 

frequency 𝑓𝑠𝑤   which is defined as: 

𝑓𝑐 =
1

2𝜋√𝐿𝐶
                                                                                                                                  3.1 

There are generally, two modes of operation in buck converter depending upon the switching 

period. The first mode is when the switch is ON and the diode is OFF. During this period the input 

voltage is delivered to the load resister directly while charging the inductor and capacitor which 

act as low pass filter. The second state is when the switch is OFF and the diode is ON, then the 

stored energy in capacitor and inductor will be discharged through the diode as the load get cuts 

off from the input voltage source. The operation comprising these two modes where the inductor 

current never falls to zero is known as continuous conduction mode or CCM. Apart from CCM 

there is one another mode of operation of Buck converter known as Discontinuous conduction 

mode or DCM .In this mode the inductor current of the converter falls to zero thus there are three 

states of operation in DCM, two as same as CCM and one where the inductor current remain zero 

as both the switch and the diode is in their OFF state during operation [19].  
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3.4 DC-DC Buck Converter Modelling  

To design an appropriate feedback controller, it is necessary to define the model of the system. In 

synchronous dc-dc buck converter the free- wheel diode is replaced by another MOSFET device. 

Since there are two intervals per switching cycle. The switching period is defined as the sum of 

the on and off intervals𝑇𝑠𝑤 = 𝑇𝑜𝑛 + 𝑇𝑜𝑓𝑓 . The ratio of the Ton interval to the switch period is 

known as the duty ratio or duty cycle 𝐷 = 𝑇𝑜𝑛/𝑇𝑠𝑤  the output voltage can be computed in terms 

of duty cycle during its operation in steady state. The output voltage produced by the DC-Dc buck 

converter is always lower as compared with the input voltage owing to its configuration. The 

required out voltage is controlled by varying the on time of the witch that is Ton or by varying the 

duty cycle .Thus the output voltage level is controlled by the PWM signal which is used as its duty 

cycle [19]. 

𝑉𝑜 =
𝑉𝑜𝑢𝑡

𝑇𝑠𝑤
𝑉𝑖𝑛 = 𝐷𝑉𝑖𝑛                                                                                                                            3.2  

The differential equation of the converter in both the modes can be obtained by using KVL and 

KCL on the circuit shown in Fig 3.2. 

 

 

                

(a)                                                                             (b) 

Fig 3.2 Circuit diagram of buck converter (a) when switch is ON (b) when switch is OFF 
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The output equations of the converter can be obtained as follows:  

𝑑 𝑖𝐿

𝑑𝑡 
= 𝑔 (𝑖𝐿 , 𝑣𝑐  , 𝑣𝑖𝑛,, 𝐿 , 𝑅, 𝐶 )    

𝑑 𝑣𝑐

𝑑𝑡 
= ℎ (𝑖𝐿 , 𝑣𝑐  , 𝑣𝑖𝑛,, 𝐿 , 𝑅, 𝐶 )                                                                                                       3.3 

 𝑉𝑜 = ℎ(𝑖𝐿 , 𝑣𝑐)  

Hence for the mode 1 when the switch is ON and diode is OFF the dynamic and output equations 

are as follows: 

𝑑𝑖𝐿

𝑑𝑡
=  

𝑉𝑖𝑛

𝐿
−

(𝑅𝐶+𝑅𝐿)𝑖𝐿

𝐿
−

𝑣𝐶 

𝐿
+

𝑅𝐶𝑖𝑜

𝐿
                                                                                                   3.4 

𝑑𝑣𝑐

𝑑𝑡
 =  

𝑖𝐿

𝐶
 −  

𝑖𝑜

𝐶
=

𝑖𝐿

𝐶
−  

𝑣𝑜

𝑅𝐶
                 3.5 

𝑉𝑜 =  𝑉𝑐 + 𝑅𝐶(𝑖𝐿 − 𝑖𝑜) = 𝑅𝐶𝐶
𝑑𝑣𝑐

𝑑𝑡
+ 𝑉𝑐             3.6     

On modifying the above equation and converting it in state space it can be represented in matrix 

form as [21]:  

�̇� = 𝐴1𝑥 + 𝐵1 𝑉𝑖𝑛                                                                                                                        3.7 

𝑦 =  𝐶1𝑥  

Which can be written as: 

[

𝑑𝑖𝐿

𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] = [

−1

𝐿
(𝑅2  +  

𝑅𝑅𝑐

𝑅+𝑅𝑐
)

−𝑅

𝐿(𝑅+𝑅𝑐)

𝑅

𝑐(𝑅+𝑅𝑐)

−1

𝑐(𝑅+𝑅𝑐)

]  [
𝑖𝑙

𝑣𝑐
]    +[

1
𝐿⁄

0
]  𝑉𝑖𝑛                                                            3.8   

𝑉𝑜 =  [
𝑅𝑅𝑐

𝑅+𝑅𝑐
          

𝑅

𝑅+𝑅𝑐
]   [

𝑖𝑙

𝑣𝑐
]                                                                                                   3.9 

Now for mode 2 applying KCL in circuit (b) of Fig 3.2 we can get the differential equation as:   

𝑑𝑖𝐿

𝑑𝑡
=

−1

𝐿
(𝑅2  + 

𝑅𝑅𝑐

𝑅+𝑅𝑐
) 𝑖𝑙 −  

𝑅

𝐿(𝑅+𝑅𝑐)
𝑣𝑐                                                                                       3.10 

𝑑𝑣𝑐

𝑑𝑡
=

𝑅 

𝐶(𝑅+𝑅𝑐)
𝑖𝑙 −  

1

𝐶(𝑅+𝑅𝑐)
𝑣𝑐                                                                                                      3.11 
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On modifying the above equation and converting it in state space it can be represented as:  

�̇� = 𝐴2𝑥 + 𝐵2 𝑉𝑖𝑛                                                                                                                        3.12   

𝑦 =  𝐶2𝑥  

Which can be written as:  

[

𝑑𝑖𝐿

𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] = [

−1

𝐿
(𝑅2  +  

𝑅𝑅𝑐

𝑅+𝑅𝑐
)

−𝑅

𝐿(𝑅+𝑅𝑐)

𝑅

𝑐(𝑅+𝑅𝑐)

−1

𝑐(𝑅+𝑅𝑐)

]  [
𝑖𝑙

𝑣𝑐
]                                                                                3.13 

𝑉𝑜 =  [
𝑅𝑅𝑐

𝑅+𝑅𝑐
          

𝑅

𝑅+𝑅𝑐
]   [

𝑖𝑙

𝑣𝑐
]                                                                                                 3.14                        

Hence from above equations:  

𝐴1 =  𝐴2 =  [

−1

𝐿
(𝑅2  +

𝑅𝑅𝑐

𝑅+𝑅𝑐
)

−𝑅

𝐿(𝑅+𝑅𝑐)

𝑅

𝑐(𝑅+𝑅𝑐)

−1

𝑐(𝑅+𝑅𝑐)

]                                                                                    3.15  

 𝐵1 =  [
1/𝐿 

0
]  ,  𝐵2 =  [

0
0

]     

𝐶1 =  𝐶2  =  [
𝑅𝑅𝑐

𝑅+𝑅𝑐
 

𝑅

𝑅+𝑅𝑐
]    

Here  𝐴1 , 𝐴2 ,  𝐵1,  𝐵2 , 𝐶1 𝑎𝑛𝑑  𝐶2  are defined as state matrix, input coefficient vector and 

output coefficient respectively. 

 3.5 Buck State Space Average Model 

The state space average model is most commonly used to obtain the linear time invariant (LTI) 

and system of SMPC. The converter’s waveforms (inductor current and capacitor voltage) over 

one switching period is averaged to produce the equivalent state space model. In this way, the 

switching ripples in the inductor current and capacitor voltage waveforms will be removed [18].  

Procedure for State-Space Averaging    

Linearization of the power stage including the output filter using state- space averaging Our aim 

is to find a small signal transfer function 𝑉�̂� (𝑠) �̂�⁄ (𝑠), where 𝑉�̂� and �̂�  are small perturbation in 
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the output voltage Vo and d, respectively, around their steady state dc operating values Vo and D 

(CCM). 

STEP:-1 

State-variable description for each circuit state (parasite element i.e .   𝑅𝐿  and 𝑅𝑐 ) 

�̇� = 𝐴1𝑥 +  𝐵1𝑥               During on time that is dTs 

�̇� = 𝐴2𝑥 +  𝐵2𝑥               During on time that is (1-d) Ts 

Output can be described by 

𝑉𝑜 =  𝐶1𝑥              During dTs 

𝑉𝑜 =  𝐶2𝑥              During (1-d) Ts 

 

STEP:-2 

Averaging of the state space equations of both modes using the duty ratio d. 

The equation are time weighted and average resulting in. 

�̇� = [𝐴1𝑑 +  𝐴2(1 − 𝑑)]𝑥 + [𝐵1𝑑 +  𝐵2(1 − 𝑑)]𝑉𝑖𝑛                                                                3.16 

𝑉𝑜 = [𝐶1𝑑 +  𝐶2(1 − 𝑑)]𝑥 

STEP;-3 

Introduction of small AC perturbation and separation into AC and DC component. 

𝑥 = 𝑥 +  �̂�  

𝑉𝑜 =  𝑉𝑜 + �̂�𝑜  

𝑑 = 𝐷 +  �̂�  

In general  𝑉𝑖𝑛 =  𝑣𝑖𝑛 + 𝑣𝑖𝑛  , however, in view of our goal to obtain the transfer function between 

voltage �̂�𝑜 and control input �̂� the perturbation is assumed to be zero in the input voltage to simplify 

the calculation. Using above equations and making  �̇� = 0  at steady state,  
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�̇̂� = 𝐴𝑥 + 𝐵𝑉𝑖𝑛 + 𝐴�̂� + [(𝐴1 −  𝐴2)𝑥 + (𝐵1 −  𝐵2)𝑉𝑖𝑛 ]�̂�  + Term combining products of �̂� and 

d.  

Where, 

A = A1D + 𝐴2(1 – D) 

B = B1D + 𝐵2(1 – D) 

The steady state equation formed by setting all perturbation terms and their time derivation to zero 

i.e 

Ax + 𝐵𝑉𝑖𝑛 = 0 

And hence, 

�̂� = [(𝐴1 −  𝐴2)𝑥 + (𝐵1 −  𝐵2)𝑉𝑖𝑛 ]�̂�                                                                                          3.17 

And,  

𝑉𝑜 − �̂�𝑜 = 𝐶𝑥 +  𝐶�̂� + [(𝐶1 −  𝐶2)𝑥 ]�̂�                                                                                   

Where, 

C = C1D + 𝐶2(1 – D) 

Now for steady state, 

𝑉𝑜 = 𝐶𝑥  

�̂�𝑜 =  𝐶�̂� + [(𝐶1 −  𝐶2)𝑥 ]�̂�                                                                                                   

We have x =𝐶−1𝑉𝑜 

𝐵𝑉𝑖𝑛 =  −𝐴𝑋  

𝑉𝑜

𝑉𝑖𝑛
 =  −𝐶𝐴−1𝐵  
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STEP:-4 

Transformation of the AC equation into S-domain to solve for the transfer function.                                                                

On converting the equation in S-domain, we have  

𝑠�̂�(𝑠) = 𝐴�̂�(𝑠) +  [(𝐴1 −  𝐴2)𝑥 + (𝐵1 −  𝐵2)𝑉𝑖𝑛 ]�̂�(𝑠)                     

Or 

�̂�(𝑠) = (𝑠𝐼 − 𝐴)−1  [(𝐴1 −  𝐴2)𝑥 + (𝐵1 −  𝐵2)𝑉𝑖𝑛 ]�̂�(𝑠)                                                          3.18 

Now using the Laplace transform of 

�̂�𝑜 =  𝐶�̂� + [(𝐶1 −  𝐶2)𝑥 ]�̂� 

We have 

�̂�𝑜 =  𝐶[(𝑠𝐼 − 𝐴)−1  [(𝐴1 −  𝐴2)𝑥 + (𝐵1 −  𝐵2)𝑉𝑖𝑛 ]] + [(𝐶1 − 𝐶2)𝑥 ]�̂�(𝑠)               

𝑉𝑜

�̂�(𝑠)
= 𝑐(𝑠𝐼 − 𝐴)−1  [(𝐴1 −  𝐴2)𝑥 + (𝐵1 −  𝐵2)𝑉𝑖𝑛 ] + (𝐶1 −  𝐶2)𝑥                                            3.19  

Small signal model for buck and buck-boost converter without parasite element I.e RC and RL. 

For a buck converter. 

�̂�(𝑠)̇

𝑉𝑖𝑛(𝑠)
=  

𝐷

𝑅
 

(1+𝑠𝐶𝑅)

(1+
𝑠𝐿

𝑅
+𝑠2𝐿𝑐)

                                       

�̂�(𝑠)̇

�̂�(𝑠)
=  

𝑉𝑖𝑛

𝑅
 

(1+𝑠𝐶𝑅)

(1+
𝑠𝐿

𝑅
+𝑠2𝐿𝑐)

   

𝑉�̂�(𝑠)̇

𝑉𝑖𝑛(𝑠)
 =  

𝐷

(1+
𝑠𝐿

𝑅
+𝑠2𝐿𝑐)

   

𝑉�̂�(𝑠)̇

�̂�(𝑠)
 =  

𝑉𝑖𝑛

(1+
𝑠𝐿

𝑅
+𝑠2𝐿𝑐)

                                                                                                                     3.20 

Once the average state space model of the buck converter is defined, it is possible to implement 

the Laplace transform for obtaining the frequency domain linear time model. This model is 

important in the linear feedback control design. In voltage mode of the converters, the control to 
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output voltage transfer function (3.21) plays a significant role in locating the positions of 

poles/zeros for optimal voltage regulation [24] . The control to output transfer function can be 

calculated by implementing the Laplace transform to the small signal average model of DC-DC 

Buck converter in equation and then solving the system with respect to DC output voltage.  

𝐺𝑏(𝑠) =  
𝑉𝑖𝑛(𝐶𝑅𝑐𝑠+1)

𝑠2𝐿𝐶(
𝑅+𝑅𝑐
𝑅+ 𝑅𝐿

)+𝑠(  𝑅𝑐𝐶+𝐶(
𝑅𝑅𝐿

𝑅+ 𝑅𝐿
)+ 

𝐿

𝑅+ 𝑅𝐿
)+1  

                                                                            3.21     

The equation (3.21) clearly shows that the control to input transfer function of DC-DC buck 

converter is of second order hence making the system a second order system [1, 18]. The transfer 

function can be modified as:  

𝐺𝑏(𝑠) =  𝐺𝑜

1+ 
𝑠

𝑊𝑟

1+ 
𝑠

𝑄𝑤𝑜
+(

𝑠

𝑤𝑜
)

2                                                                                                           3.22   

Here quality factor 𝑄   , the corner frequency    𝑤𝑜 , zero frequency 𝑊𝑟 and the DC gain 𝐺𝑜 can be 

defined as [26]:    

𝑤𝑜 =  √
𝑅+𝑅𝐿

𝐿𝐶(𝑅+ 𝑅𝑐)
                                                                                                                         3.23 

𝑄 =  1
𝑤𝑜 (𝑅𝑐𝐶 +

𝐿

𝑅+ 𝑅𝐿
+  

𝑅𝑅𝐿𝐶

𝑅+ 𝑅𝐿
)⁄                                                                              

𝐺𝑜 =  𝑉𝑖𝑛 =  
𝑉𝑜

𝐷
                                                                                               

𝑊𝑟 =
1

𝐶𝑅𝑐
                               

The control to output voltage transfer function of buck converter contains two poles and one 

pole (3.22). The quality factor (Q) and angular resonant frequency (wo) basically governs the 

location as well as dynamic behavior of dc-dc converter. The quality factor indicates the amount 

of overshoot that occurs during transient response in respect of time. This factor is inversely 

related to damping ratio of the system [27, 28].  

𝑀𝑝 ≈ 𝑒
𝜋

2𝑄
√1− 

1

4𝑄2⁄
      ,      𝑄 =

1

2𝜀
                                                                                            3.24 
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Also, since the output (RC) of the dc-dc converter has a non-negligible resistance which 

introduce a zero value to the control to output function of the buck converter (3.22). This has a 

negative impact on the dynamic behavior of the SMPC. To cancel this effect, a constant pole in 

the control loop may be added and this is placed at the same value as the ESR zero.  

3.6 Discrete Time Modelling of Buck SMPC 

A discrete time model of DC-DC converters are essential for digital implementation of the 

control algorithms. The continuous time dynamic model is defined in order to derive this discrete 

model. Then, by sampling the states of the converter at each time instant, the continuous time 

differential equations are transformed into a discrete time model. In theory, different techniques 

have been proposed. These techniques including the direct transformation methods (Bilinear 

transformation, Zero-order-hold transformation, pole-zero matching transformation etc.) from s-

to-z domain are generally describe the buck converter as a second order IIR filter [1, 5, 21, 30-

33]. 

𝐺𝑏(𝑧) =  
𝑏1𝑧−1+𝑏2𝑧−2+⋯+ 𝑏𝑁𝑧−𝑁

1+ 𝑎1𝑧−1+ 𝑎2𝑧−2+⋯+ 𝑎𝑀𝑧−𝑀  , 𝑁 = 𝑀 = 2                                                                    3.25 

However zero-order-hold (ZOH) transformation approach is more preferable for discrete time 

modelling of the control to output function. The sample data signals are acquired based on 

sample and hold process followed by A/D process. In addition, the control signal remains 

constant during the sampling intervals and is modified at the beginning of each updated cycle. 

Therefore, both the control and output signals are based on ZOH operation.  

𝐺𝑏(𝑧) =  (1 − 𝑧−1)𝑍 {
𝐺𝑏(𝑠)

𝑠
}                                                                                               3.26 

3.6 Simulation and Result of Open Loop Buck Converter  

In order to find the output response of the open loop buck converter both non- linear as well as 

state space model have been simulated in Simulink MATLAB. Here the buck converter is 

designed for operating in the power supply of 5 Watt. The critical values of the inductor L and 

capacitor C are calculated by using the formulae  

𝐿𝑐 =
1−𝐷

2𝑅𝑓
           ,      𝐶𝑐 =

1−𝐷

16𝐿𝑓2  
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Hence the approximately found parameters are Inductor and capacitor value of L-C low pass filter 

is 𝐿 = 225 𝜇𝐻 , 𝐶 = 330 𝜇𝐹 respectively. The value of parasitic taken are, 𝑅𝐿 = 65 𝑚Ω , 𝑅𝐶 =

25 𝑚Ω  . Here the input voltage is 10 volt      𝑉𝑖𝑛 = 10 𝑉  having a load  𝑅 = 5Ω . The switching 

frequency of the PWM is  𝑓 = 20 kHz. The duty cycle of the PWM is chosen to be 33%. 

The simulation and results are as follows:  

 

 

 

                                                                             (a) 

 

(b)  

Fig 3.3 output voltage of buck converter 
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(a) 

  

 

(b)  

Fig 3.4 output current of buck converter  
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(b) 

Fig 3.5 Inductor current of buck converter  

 

Fig 3.3 shows the output voltage of the converter for the duty cycle of 33 %, the output voltage is 

found to be 3.298 volt which is approximately equal to the required voltage of 3.3 volt. The output 

current from Fig 3.4 is found to be about 0.6 ampere and Fig 3.5 shows the variation in inductor 

current over each switching period.  
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Chapter 4 
 

DIGITAL CONTROL OF PWM BUCK CONVERTER  
  
 

 

4.1 Introduction  

Digital controllers are widely used in the control design of buck converters. Their use can 

significantly improve the performance of dc-dc converters. Digital controllers provide more 

flexibility in the design compared to the analog controllers and also they can be implemented 

with a small number of passive components, which reduce the size and cost of design. Moreover, 

digital controllers have low sensitivity on external disturbances and system parameter variation. 

In addition, they are easy and fast to design as well as modify or change the control structures 

or algorithms and it also enables advance control algorithms to be implemented. It can also be 

very easily reprogrammed. On the other hand, the analog system has faster power processing 

speed than digital controllers and also they have higher system bandwidth. Furthermore, no 

quantization effects are considered in analog systems. 

There are two common control structures applied to closed loop design of the dc-dc power 

converters. They are Voltage mode control and Current mode control [10]. Digital Voltage mode 

controller are more preferred in the industry as current mode controllers require an additional 

signal condition circuit, consisting a high speed current sensor, thus increasing the cost. In 

addition, Voltage mode controllers are easier to design.  

 

4.2 Digital Voltage Mode Control 

As showed in Fig 4.1, there are six sub circuit blocks in a digitally controlled voltage mode 

scheme of buck converter. These circuits are categorized into two parts. The 1st part is defined 

as an Analog system. It includes dc-dc power processor stage, the gate drive and the 

sensing/signal conditioning circuit. The 2nd part is classified as the digital system including the 

digital controller and DPWM. The ADC block can be described as a mixed signal device.  
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Fig.4.1 Digital voltage mode control architecture of DC-DC buck converter 

  

The output voltage generated from the dc-dc power converter is firstly sensed and scaled by a 

commonly used resistive circuit voltage divider circuit with a gain factor equal to Hs. Therefore, 

Any sensed voltage higher than ADC full dynamic scale is attenuated by a factor to be processed 

b within the desired range, Other signal conditioning circuits are also used for suitable 

interfacing with ADCs like Analog buffer circuits with wide bandwidth operation and anti-

aliasing filter to filter the frequency contend in the output voltage that is above the ADC 

sampling criteria [11]. 

The sensed output voltage (Vo) is digitized by ADC. Two factors must be considered for suitable 

selection of the ADC, they are:  

1) The A/D number of bits or A/D resolution. This is important to the static and dynamic 

response of the controlled voltage of buck converter. The A/D must be less than the 

allowed variation in the sensed output voltage.  

2) The conversion time is also an important factor in the selection of ADC as it indicates 

the maximum sampling rate of the ADC. In digitally controlled buck converters, small 

conversion time is required to achieve a fast response and high dynamic performance. 
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Generally, the sampling time equal to switching frequency of the buck converter is 

chosen to ensure that the control signal is updated at each switching cycle. 

The digital reference scale is compared with the scaled sampled output voltage, vo (n). The 

resultant error voltage signal is then processed by the digital controller via its signal algorithm. 

A second order IIR filter is used as a linear controller that governs the output voltage of the buck 

converter. Generally this IIR filter acts as a digital PID compensator as a central controller in the 

feedback loop.  

𝐺𝑐(𝑧) =
∑ 𝑞𝑖𝑧−1𝑁

𝑖−0

1−∑ 𝑠𝑘𝑧−𝑘𝑀
𝐾−1

                                                                                           4.1 

Both non-linear control and intelligent control techniques can also be applied for the digital 

control of buck converter. However, the control signal is then computed on cycle by cycle basis. 

The desired duty ratio of the PWM is produced by comparing the discrete control signal with 

the discrete ramp signal.  

Here, the DPWM performs as an interface circuit between the digital and analog domains of the 

digitally controlled architecture within the buck converter simulating the purpose of the digital 

to analogue converter (DAC). The gate drive of the circuit is used to amplify the On/Off 

command signals generated across the DPWM. The output if the ate signal is then used to 

activate the power switches of the buck converter. 

 

 

                               Fig.4.2 Two-poles /Two-zeros IIR digital controller  
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High resolution DPWM is necessary for the digital control of buck converters as it leads to 

accurate regulation of the voltage and avoid the limit cycle oscillation phenomenon. Limit cycles 

are defined as non-linear phenomenon that occurs in digital control of the dc-dc converters 

during steady state periods. These can be avoided if DPWM resolution is higher than ADC 

resolution [29]. Also, care is taken in selection of the integrated gain in PID controllers, as 

extensively high values of integrated gain can cause limit cycle oscillations around the steady 

state value. 

4.3 Digital Proportional-Integral-Derivative Control 

The digital PID controller is very commonly used in control loop design of buck converters as 

the PID control parameters are easy to tune and the designed controllers are easy to realize [31].  

𝐺𝑐(𝑧) =  
𝐷(𝑧)

𝐸(𝑧)
= 𝐾𝑝 +  𝐾𝐼

1

1−𝑧−1 + 𝐾𝐷(1 − 𝑧−1)                                                                      4.2 

𝑑(𝑛) = 𝑑𝑝(𝑛) + 𝑑1(𝑛) + 𝑑𝐷(𝑛)                                                                                              4.3 

Where: 

𝑑𝑝(𝑛) = 𝐾𝑝𝑒(𝑛)    

𝑑𝐼(𝑛) = 𝐾𝐼𝑒(𝑛) + 𝑑1(𝑛 − 1)                                                                                                      4.4 

𝑑𝐷(𝑛) = 𝐾𝐷[𝑒(𝑛) − 𝑒(𝑛 − 1)]    

The variables KP, KI, and KD, are the proportional-integral-derivative gains of PID controller, 

e (n) is the error signal [e (n) = Vref (n)  − vo (n)], and d (n) is the control action. 

𝑑(𝑛) = 𝑑(𝑛 − 1) + 𝑞0𝑒(𝑛) + 𝑞1𝑒(𝑛 − 1) + 𝑞2𝑒(𝑛 − 2)                                                          4.5 

𝑞0 = 𝐾𝑝 + 𝐾𝐼 + 𝐾𝐷     

𝑞1 = −(𝐾𝑝 + 2𝐾𝐷)                                                                                                                      4.6  

𝑞2 = 𝐾𝐷       
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Fig.4.3 Digital PID compensator 

 

System performance, loop bandwidth, gain margin and phase margin are determined based in 

PID coefficients. For instance, decrement in steady state error is achieved by the integral gain. 

However the integral part will add a pole at the origin to the open loop transfer function of the 

system. To ensure the system stability, this pole needs more consideration. In frequency domain, 

the integral part acts as a low pass filter making the system less susceptible to noise. Tough it 

adds phase lag to the system which reduces the phase margin of the control loop, thus more 

oscillations can be observed in the output response. Therefore to improve the stability of the 

system and enhance the dynamic performance, a derivative part should be introduced in the 

control loop to increase the phase margin (phase lead). The derivative controller is responsible 

for the rate of change of the error signal. For example, if the sensed output voltage of buck 

converter reaches the desired set point quickly then the derivative part slows the rate of change 

in the output control action. Therefore the derivative part is considered as intelligent part of the 

controller. However, the derivative part is more sensitive to the noise in the system [34], hence 

the derivation of error signal will amplify the noise in the control loop. The proportional gain 

makes the output of the PID controller respond to any change of the error signal. The PID 

controller has the same scheme functionality of the phase lead-lag compensator.  
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The parameters of the PID controllers can be determined indirectly or directly. In the indirect 

method, the discrete model of SMPC and the PID controllers are used, therefore all the 

calculations are obtained in the z domain. In this method a more accurate control loop can be 

achieved, where the errors related to the transformation approximation from s to z domains are 

avoided [17]. Whereas in the indirect approach, a continuous time domain of buck converter is 

used and the PID controller is designed in the s domain. Different transformation methods like 

bilinear transform method, backward Euler method and pole zero cancellation method can be 

used to transfer the PID controller from the continuous domain to the discrete domain. However 

this technique will increase the inaccuracy in the system performance due to the transformation 

approximation from s to z domain. Here we will discuss the two most common approach used 

in the digitally controlled design of buck converters: the pole-zero approach and the systematic 

pole placement method. 

4.4 Digital Control for Buck converter based on PID Pole-Zero Cancellation 

The design method presented here follows the same procedure as established in [23]. The design 

starts from the continuous model of the buck dc-dc converter, In order to cancel the two poles 

of power converter in (3.22), the two zeros should be placed exactly at the same frequency 

defined by wo of the dc-dc power converter as given in equation (3.22). For simplicity of design, 

let’s assume RC = 0; 

𝐺𝑐(𝑠) =  𝐺𝑐𝑜

1+ 
𝑠

𝑄𝑤𝑜
+(

𝑠

𝑊𝑜
)

2

𝑠
                                                                                                          4.7  

Therefore, the overall loop gain is reduced to only one pole at origin together with the dc gain:  

𝐿(𝑠) =
𝐺𝑜𝐺𝑐𝑜

𝑠
                                                                                                                              4.8  

It can be seen that in this technique precise knowledge of the power converter parameters such 

as quality factor and converter corner frequency, is required [27]. This is one of the drawbacks 

of this method, where the effect of any change in the dc-dc converter parameter directly influence 

the PID coefficients and in turn to the overall control loop. Therefore, an accurate parameter 

estimation is required for adequate control design. So, a fixed value of the quality factor is 

chosen. Since, quality factor is related to the damping factor. For an effective damping response, 

the damping factor is varied between 0.6 and 1.0 [21]. The resonant frequency of PID zeros are 



27 
 

approximated to be at the same value of power converter corner frequency. As a result, the 

compensator zeros are assigned close to the converter poles; this will ensure the system 

robustness. As a result, the overall loop gain can be written as:  

𝐿(𝑠) = 𝐺𝑜𝐺𝑐𝑜

(1+ 
2𝜉𝑠

𝑄𝑤𝑜
+

𝑠2

𝑤𝑧
2)

(1+ 
𝑠

𝑄𝑤𝑜
+

𝑠2

𝑤𝑧
2)

                                                                                                            4.9 

Here, Gco is the dc gain. This gain is selected to satisfy design requirement such as phase margin 

and gain margin. The root-locus method can be used to find Gco.  

𝐺𝑐𝑜 =  
2𝜋𝑓𝑏

𝐺𝑜
                                                                                                                                4.10    

Finally, by using the pole-zero matching transformation method the discrete PID gains described 

in (4.6) can be determined.   

4.5 Pole Placement PID Controller for DC-DC Buck Converter. 

In pole placement approach for digital control of the buck DC-DC converter, a discrete PID control 

is used having two zero and two poles. 

The transfer function is as follow;- 

𝐺𝑏(𝑧) =  
𝑏1𝑧−1+𝑏2𝑧−2

1+ 𝑎1𝑧−1+ 𝑎2𝑧−2                                                                                                              4.11 

𝐺𝑐(𝑧) =  
𝛽0+𝛽1𝑧−1+𝛽2𝑧−2

(1−𝑧−1)(1+ 𝑎𝑧−1)
                                                                                                                4.12 

𝑑(𝑛) = 𝛽0𝑒(𝑛) + 𝛽1𝑒(𝑛 − 1) + 𝛽2𝑒(𝑛 − 2) + (1 − 𝛼)𝑑(𝑛 − 1) + 𝛼𝑑(𝑛 − 2)                      4.13 

The loop control transfer function of controller and plant is as follow[37] : 

𝐺𝐿(𝑧) =  
𝐵(𝑧)𝛽(𝑧)

𝐴(𝑧)𝛼(𝑧)+𝐵(𝑧)𝛽(𝑧)
                                                                                                              4.14                                                                                               

 

Fig 4.4 Closed loop control of Buck converter 
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To solve the relation of parameter in the dominator polynomial. The desired closed loop dynamic 

of the system can be used. Hence , in order to get required response the location of the closed loop 

poles are set according to the desired value instead of turning the conductor, coefficients in other 

techniques [37]. 

The characteristic equation can be formulated as:- 

𝐷(𝑧) = 𝐴(𝑧)𝛼(𝑧) + 𝐵(𝑧)𝛽(𝑧)  

            = 1 − ∑ 𝑑𝑘𝑧−𝑘𝑁𝑑
𝐾−1 = 1 +  𝑑1𝑧−1 +  𝑑2𝑧−2 + ⋯ + 𝑑𝑁𝑑

 𝑧−𝑁𝑑,   𝑁𝑑  ≤ 4                       4.15 

To describe the dived closed loop dynamics of the system of second order model, second order 

characteristic equations is used. 

  i.e             𝐺(𝑠) = 𝑠2 + 2𝜉𝑤𝑛𝑠 + 𝑤𝑛
2 = 0                                                                                4.16 

For better performance and proper damping response the damping factor and the natural frequency 

should be selected properly. 

    𝑑1 = −2𝑒−𝜉𝑤𝑛𝑇𝑠 cos(𝑤𝑛  𝑇𝑠√1 − 𝜉2)       

    𝑑2 = 𝑒−2𝜉𝑤𝑛𝑇𝑠                                                                                                                          4.17  

Rewriting the equation in matrix form we get ,  

    [

𝑏1 0
𝑏2 𝑏1

0 1
0 𝑎1 − 1

0 𝑏2

0 0

𝑏1 𝑎2 − 𝑎1

𝑏2 −𝑎2

] [

𝛽0

𝛽1

𝛽2

𝛼

] = [

𝑑1 + 1 − 𝑎1

𝑑2 + 𝑎1−𝑎2

𝑎2

0

] , 𝑁𝑑 = 2                                                      4.18  

𝛽0 =
1

𝑏1
(𝑑1 + 1 − 𝑎1 − 𝛼)    

𝛽1 =
𝑎2

𝑏2
− 𝛽2 (

𝑏2

𝑏2
−

𝑎1

𝑎2
+ 1)                                                                                                         4.19 

𝛽2 =
𝑠

𝑟
   

𝛼 = 𝛽2
𝑏2

𝑎2
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𝑠 = 𝑎2([𝑏1 + 𝑏2][𝑎1𝑏2 − 𝑎2𝑏1] + 𝑏2[𝑏1𝑑2 − 𝑏2𝑑1 − 𝑏2]    

𝑟 = [𝑏1 + 𝑏2][𝑎1𝑏1𝑏2 + 𝑎2𝑏1
2 − 𝑏2

2]  

From the equation (4.18), it can be deducted that the solution of equation needs matrix inversion 

in order to find the control variables hence on –line updating is computationally heavy process 

which makes the pole placement method more suitable for Off-line control applications.   

4.6 Simulation Results and Discussion  

4.6.1 Simulation of a Buck converter based on PID pole-zero Cancellation  

In order to see the response of PID controller based on pole zero cancellation approach, the voltage 

mode control topology of buck converter is simulated in Simulink.  Inductor and capacitor value 

of L-C low pass filter is 𝐿 = 225 𝜇𝐻 , 𝐶 = 330 𝜇𝐹 respectively. The value of parasitic taken 

are, 𝑅𝐿 = 65 𝑚Ω , 𝑅𝐶 = 25 𝑚Ω   . Here the input voltage is 10 volt      𝑉𝑖𝑛 = 10 𝑉  having a load  

𝑅 = 5Ω . The switching frequency of the PWM is  𝑓 = 20 kHz and the sampling time Ts is 50𝜇𝑠 . 

Here the damping factor is chosen to be 0.7 with the corner frequency 𝑤0 as 3722.5 rad/sec from 

calculations. After substituting the value of these in the equation (4.7) the control transfer function 

is obtained. In order to obtain the coefficients of digital PID controller the s to z based MATLAB 

pole zero matching method is used and then written in the form of equation 4.20. Hence the PID 

controller gains are finally tuned for optimal value and found as 𝑞0 =4.125, 𝑞1= -7.185 and 𝑞2= 

3.182. 

𝑑(𝑛) = 𝑑(𝑛 − 1) + 4.127𝑒(𝑛) − 7.184𝑒(𝑛 − 1) + 3.182𝑒(𝑛 − 2)                                       4.20    
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Simulink model of PWM buck converter with PID controller  

 

(a)  

 

                      (b)         (c) 

Fig 4.6 a; Simulink model of buck converter with PID, b; FIR filter as PID based on pole zero 

cancellation, c; IIR filter as PID based on pole placement controller  
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Simulation results for DC-DC buck converter using pole zero cancellation approach:   

 

 

(a) 

 

(b) 

Fig 4.5 output voltage of buck converter for varying load using pole zero controller  
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(a) 

 

(b) 

Fig 4.7 Output current of buck converter for pole zero PID controller   
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(b) 

Fig 4.8 a; b; Inductor current for pole zero PID controller  

 

 

Fig 4.9 Response of output voltage on load variation for PID based on Pole zero cancellation  
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4.6.2 Simulation design of a Buck converter based on PID pole placement approach  

 The parameters of Buck converter are selected as same as that are taken in pole zero approach. 

Here the natural frequency is chosen to be the twice of corner frequency that is 𝑤𝑛 = 2𝑤0 = 

7445 rad / sec , along with the damping factor of 0.7 . Putting these parameters in equations 4.17 

and 4.19 , the coefficient of PID gains are found to be 𝛽0 = 4.672 , 𝛽1 =  −7.54, 𝛽2 = 3.185  

and 𝛼 = 0.3747 hence the digital PID controller can be represented by equation :  

𝑑(𝑛) = 4.672𝑒(𝑛) − 7.539𝑒(𝑛 − 1) + 3.184𝑒(𝑛 − 2) + 0.6253𝑑(𝑛 − 1)     

+ 0.3747𝑑(𝑛 − 2) 

Simulation results of buck converter using PID controller based on pole placement 

approach  

 

(a) 

 

(b) 

Fig 4.10 a; b; Inductor current for pole placement  PID controller  
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(a) 

 

Fig 4.11 Output current of buck converter for pole placement  PID controller   
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(b) 

Fig 4.12 Output voltage of buck converter based on pole placement approach  

 

Fig 4.13 Response of output voltage on load variation for PID based on Pole zero cancellation  
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Fig 4.14 comparison of output voltage between pole zero and pole placement PID controller  

 

Discussion  

In the simulation results shown in above, it can be clearly seen that both the PID controller 

approach gives satisfactorily voltage regulation with some ripples when the load is varied in certain 

interval. Fig 4.5, 4.8, 4.11, 4.12 shows the response of output voltage of the buck converter with 

PID controller based on pole zero cancellation as well as pole placement approach respectively, it 

can clearly see that when the load current varies from one level to another Fig 4.6, 4.10 there is a 

fluctuation in the output voltage which dies out as the controller makes the output voltage to track 

the desired voltage level. Fig 4.6, 4.7, 4.9, 4.10 describe the variation in inductor current as well 

as output current of both the topologies. Fig 4.8 , 4.12 shows the variation of output voltage with 

different load , and the result suggest that with the increase in load the time taken to achieve the 

steady state also increases as well as small increase in peak overshoot the . There is a comparative 

study between the voltage regulation of the two approaches and it is found that the pole zero 

cancellation approach gives better performance than that of the pole placement controller as it 

takes less time to achieve the desired voltage level with less over shoot .  
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Chapter 5 
 

ADAPTIVE CONTROL SCHEME USING ONE TAP FIR 

PREDICTOR ERROR FILTER 
 

 

  5.1 Introduction  

According to Astrom and Wittenmark, to adapt means “to adjust a behavior to conform to new 

environment “. Adaptive or self -tuning controller cannot be realized without taking into the 

consideration of adaptive signal processing, as it is necessary to identify the system first for the 

design of self-tuning controllers. An adaptive inverse filter approach is used by Plett and Widrow 

for tuning the parameters of the adaptive controller successfully. In order to adjust the parameters 

of an unknown system, it is needed to minimize the error function of the system and update the 

coefficients which can be done by using Least Mean Square (LMS) algorithm. 

  For the design of any controller, the control of varying parameters need to be taken care of as it 

can leads to inaccurate results. With the variation of load and because of uncertain parameter the 

classical digit control schemes fails to provide accurate response because of inaccuracy’s in this 

design. The uncertain parameter needs to be self-adjusted adaptively according to desire response. 

Hence, there is need to design an adaptive and self-turning digit controller which can provide a 

robust control solution and can quickly adapt to the varying parameter. This section highlights a 

new topology based on a simple adaptive filter methods which uses a one tap FIR prediction error 

filter. Here, the least mean square algorithms is implemented as the adaptive predictor error filter. 

It can be seen from stimulation that the dynamic response and convergence rate of the adaptive 

gains within the controller is improved using LMS algorithms. This result in a significant 

improvement in the overall dynamic performance of the closed loop control system of the 

converter, especially in the case of sudden changes in parameter. It is evident from result that the 

adaptive controller using one tap FIR predictor gives better voltage regulation and dynamic 

performance as compared to classical PID controller. In this controller an adaptive proportional 

derivative along internal compensator is used with LMS algorithms which proves to be more 

effective than convectional PID controller. The purpose of adding a non-adaptive integral 

controller in the feedback loop is to ensure better voltage regulation and increase in filter tap weight 
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excitation. This methods gives a self-compensating controller with fast adaptation. Which is 

needed to minimize the predicted error signed. Which leads to minimizing the voltage signal by 

finding the optimal positions of the pole automatically. In order to ensure that the adaptive gains 

converges to their optimal position value a second stage FIR filter i.e. adaptive gain stage is 

implemented to further minimize the predicted error signal. 

  5.2 Adaptive Filters and Linear Predictor  

Adaptive filters as well as adaptive controllers are time varying systems as in order to obtain the 

required performance their parameters need to be updated repetitively. An adaptive filter can be 

defined as a self- designing filter , as its coefficient keep updating frequently until the desired 

signal is found. The adaptive filter mainly comprise of two components that is , a digital filter and 

an adaptation algorithm , used for varying the tap weight coefficients to get desired signal. For 

minimizing the estimated error most common adaptive algorithms used are least square algorithms 

such as LMS algorithm and RLS algorithm. They complete the task by iteratively updating the 

Filter parameters. 

 

Fig. 5.1 Structure of an adaptive filter 
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5.3 Adaptive control of a buck converter using a predictive FIR              

 

                                  

                                             Fig 5.2 Adaptive PD+I controller using one tap LMS PEF 

 In the figure 5.2 there are two feedback loops one having a non- adaptive integral compensator 

and other having an adaptive PD Controller. By using these scheme we intend to get a PD + I 

controller which can be adaptive [36, 37]. The non -adaptive integral compensator have many 

purpose in this scheme. It is used to excite the system during the initial convergence of time for 

the filter tap weights. A transient is introduced by the compensator which commence an oscillation 

in the control error signal. The convergence time that is time required for optimal taps weight 

parameters get improved by the excitation signal , which then allows the controller to perform well 

and self-adjust continuously while operation . 

This adaptive predictor error filter recognize the nature of oscillations generated by the integral 

controller and discards it from feedback loop , which in turn results in better voltage regulation. 

There is small fluctuation in voltage dynamics only when the loads get changed as it rapidly adapts 

the variation in voltage and return back to desired response. It also ensure that the steady-state 
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error becomes zero in the system. In order to increase the excitation until the optimal values of 

adaptive filter weight is achieved, a fixed gain is included at the output of PD compensator in 

closed loop (Fig 5.2) . The value of gain for buck converter is chosen to be equal to K’= L/T, here 

L is the value of inductor and T is the switching period [36]. 

5.4 Auto Regressive Process Generation and Analysis  

An auto regressive process generator along with auto regressive analyzer that is moving average 

FIR filter is required in order to implement a predictor error filter in the closed feedback loop as 

central controller. The system H (z) generates the signal x(n) by introducing dependence in the 

white noise input w(n) and is known as the synthesis or coloring filter. In contrast, the inverse H(z) 

can be used to recover the input w(n) and is known as the analysis or whitening filter (Fig 5.3). In 

this sense the innovation sequence and the output process are completely equivalent. 

 

                                     

Fig 5.3 Reconstruction of white noise 

 

 

Parametric pole-zero signal model. 

Consider a system described by the following liner constant-coefficient difference equation.      

𝑥(𝑛) + ∑ 𝑎𝑖𝑥(𝑛 − 𝑖) = ∑ 𝑑𝑖𝑣(𝑛 − 𝑖)𝑄
𝑖=0

𝑃
𝑖=1                                                                            5.1                                                                 

𝐻(𝑧) =
𝑋(𝑧)

𝑉(𝑧)
=

∑ 𝑑𝑖𝑧−𝑖𝑄
𝑖=0

1+∑ 𝑎𝑖𝑧−𝑖𝑃
𝑖=1

                                                                                                       5.2     

We can express 𝐻(𝑧) in terms of poles and zeros after system as follows. 

𝐻(𝑧) =  𝑑𝑜  
∏ (1−𝑎𝑖𝑧−1)

𝑄
𝑖=1

∏ (1−𝑏𝑖𝑧−1)𝑃
𝑖=1

                                                                                                         5.3  

We have p=0 we have all-zero model AZ(Q) known as the moving-average model denoted by 

MA(Q), the difference equation is as follows.  
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𝑥(𝑛) = ∑ 𝑑𝑖𝑣(𝑛 − 𝑖)𝑄
𝑖=0                                                                                                             5.4   

For Q=0 we have all pole model, denoted by AP(P) and is known as auto regressive model and 

input-output difference equation is as. 

𝑥(𝑛) =  − ∑ 𝑎𝑖𝑥(𝑛 − 𝑖) +  𝑑𝑜𝑣(𝑛) 𝑃
𝑖=1                                                                                    5.5  

For the stabilization of auto regressive filter, all the roots of the characteristic equation should be 

inside the unit circle in the Z domain (Fig 5.6. Hence the equation of AR process generator is as. 

1 + 𝑎𝑖𝑧
−1 + 𝑎2𝑧−2 + 𝑎3𝑧−3 … … . . 𝑎𝑁𝑧−𝑀 = 0                                                                       5.6 

 

In order to analyze this unknown auto regressive process and to regenerate the input of the auto 

regressive filter, the inverse H1(z) filter need to be designed, known as analysis or whitening filter. 

Here all zero filter is used as whitening filter also known as moving average filter or FIR filter. 

 

Fig 5.4   AR synthesizer or coloring filter 
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Fig 5.5 AR analyzer / MA filter 

5.5 Relationship between moving average filter and forward prediction error filter. 

A forward predictor filter can be defined as predictor that represents the linear combination  

Of the part sample of input signal i.e. (x (n-1), x (n-2)… x (n-M)) it can be seen as the realization 

of MA filter having M unit delays as well as top weight. In which the estimated output �̂�(𝑛) of the 

forward predictor is shown as the prediction of all input signal x (n) i.e.                          

�̂�(𝑛) = ∑ 𝑤𝑖𝑥(𝑛 − 𝑖) =  𝑊𝑇𝑋𝑀
1=1                                                                                           5.7   

Here,  

𝑊 = [ 𝑤1   𝑤2  … … … 𝑤𝑀 ]𝑇                                                                                                   5.8   

 𝑋 = [ 𝑥(𝑛 − 1)  𝑥(𝑛 − 2) … … … . 𝑥(𝑛 − 𝑀)]𝑇    

The difference between the estimated output-signal �̂�(𝑛) and required signal x (n) can be defined 

as the predictor error e (n).  

Hence  
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𝑒(𝑛) = 𝑥(𝑛) − �̂�(𝑛)                                                                                                                  5.9         

The predictor error filter can be expressed as 

𝑒(𝑛) = 𝑥(𝑛) − ∑ 𝑤𝑖𝑥(𝑛 − 𝑖)𝑀
1=1                                                                                                5.10  

𝑒(𝑛) = ∑ 𝑤𝑓𝑖𝑥(𝑛 − 𝑖)𝑀
1=0                                                                                                           5.11 

𝑤𝑓𝑖 = 1  , 𝑓𝑜𝑟 𝑖 = 0   

𝑤𝑓𝑖 = 𝑤𝑖   , 𝑓𝑜𝑟 𝑖 ≥ 1                                                                                                              5.12    

              

Fig 5.6 One step ahead forward predictor 

 

It is shown in fig that the size of the PEF is one more than the size of the one step ahead forward 

prediction filter. While having equal no of delay elements and having same order. Hence, the 

relationship between forward predictor and moving average filter is illustrated. After getting the 

model of prediction error filter we need to find the tap weight of the filter and for getting that we 

need an analytical calculation of the linear system equation. For the optimal calculation of the filter 

top weight adaptive algorithms like least mean square (LMS) can be used. Which also reduces the 
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complexity in computation. Hence, the actual signal can be regenerated by applying an adaptive 

prediction error filter to predict the auto regressive process. The output to input difference equation 

of AR process is found to be of same form as that of the difference equation of a prediction error 

filter. Hence, the AR identifies can be realized using the forward prediction filter.   

 

Fig 5.7 Forward predictor error filter 

 

 

Fig 5.8 Prediction error filter 
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5.6 One tap linear FIR Predictor for PD compensation  

Equation 5.1 represents the difference equation of a digital FIR filter or moving average filter. On 

writing that difference equation in z domain we get the equation of digital filter as  

�̂�(𝑧) = 𝑋(𝑧)(𝑤1𝑧−1 + 𝑤2𝑧−2 + ⋯ + 𝑤𝑁𝑧−𝑁)                                                                                   5.13 

By using the predicted error equation as given in 5.6, the FIR prediction error filter can be realized 

in z domain by equation.  

𝐸𝑝(𝑧)

𝑋(𝑧)
= (1 + 𝑤1𝑧−1 + 𝑤2𝑧−2 + ⋯ + 𝑤𝑁𝑧−𝑁)                                                                                     5.14   

A second order digital filter can compensate the DC –DC converter systems satisfactorily, but in 

case of buck converter which is a second order minimum phase system, a classical moving average 

filter just by using the 𝛽 parameters of the Pole placement controller as: 

𝐺𝑐(𝑧) =
𝛽0+𝛽1𝑧−1+𝛽2𝑧−2

(1−𝑧−1)(1−𝑎𝑧−2)
=

𝐷(𝑧)

𝐸(𝑧)
= 𝛽0 + 𝛽1𝑧−1 + 𝛽2𝑧−2                                                                   5.15 

The Predictor error filter presented by Kelly and Rinne is made equivalent to the pole placement 

controller topology by making the order of the Predictor error filter one les that that of the buck 

converter. On comparing the two equation given in a FIR predictor error filter of lower order can 

be approximated and realized as a fain controlled controller. 

𝛽0 + 𝛽1𝑧−1 = 𝐾𝑑(1 + 𝑤1𝑧−1)                                                                                                        5.16     

The above equation is similar to a proportional derivative compensator and require one extra 

multiplication and addition operation. For a better regulation and stability the poles should be 

placed optimally inside the unit circle of z - domain. The two stage adaptive error filter have two 

different purpose. In the first stage the fir tries to minimize the error between the output and desired 

voltage by putting a zero close to the dominant pole of the AR model by using adaptive algorithm 

such as LMS while the second stage FIR filter, the proportional derivative gain Kd is estimated by 

the adaptive LMS algorithm such that the prediction error get minimized in the adaptive filter. The 

approach used for adaptation of signals is same in both the stages the only difference is that in the 

first stage voltage error signal act as an input signal while in case of stage 2 FIR the predicted error 

signal e1(n) is used as input signal . At last because of the adaptive tuning of derivative gain 𝐾𝑑  and 

filter weight 𝑤1 the prediction error variation is decreased which effects the output duty cycle. Ab 
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integral compensator is implemented along with this adaptive PD compensator forming a PD I 

configuration which results in a less complex adaptive controller. the controller gives a better 

voltage regulation by getting the optimal values of control parameters without having an exact 

knowledge of actual circuit parameters . 

5.7 Least Mean Square algorithm  

In order to estimate the parameter of a system optimally, the adaptive filter algorithm needs to find 

the solutions of equation given by 𝑊 = 𝑅−1𝑃. We can solve the equation by using the gradient 

descent method in which a line search topology is performed in the direction which is negative to 

the gradient vector of minimizing function.  

𝑝 = −𝑔 = −∇𝑓(𝑤) = −
𝜕𝑓(𝑤)

𝜕𝑤
                                                                                                   5.17 

Hence the recursive equation for updating filter weights becomes as follows:  

𝑤(𝑛 + 1) = 𝑤(𝑛) +
1

2
𝜇𝑃𝑛 ,    𝑛 = 0,1, ⋯,                                                                                   5.18 

Here, 𝜇 , 𝑤  and 𝑝 are step size tap weights of filter vector and direction vector respectively. So 

upon substituting (5.17)   in (5.18)   , the recursive update of tap weights can be seen as:  

𝑤(𝑛 + 1) = 𝑤(𝑛) +
1

2
𝜇𝑔𝑛, 𝑛 = 0,1, ⋯,                                                                                   5.19 

𝐸[𝑒2(𝑛)] = 𝐸[𝑑𝑟(𝑛)[−𝑤𝑇𝑢(𝑛)]2 = 𝐸[𝑑𝑟
2(𝑛)] − 2𝑤𝑇𝐸[𝑢(𝑛)𝑢𝑇(𝑛)]𝑤                                 5.20 

The above equation can be further written as: 

  𝐸[𝑒2(𝑛)] = 𝐸[𝑑𝑟
2(𝑛)] − 2𝑤𝑇𝛽 + 𝑤𝑇𝑅𝑤                                                                               5.21    

Here  

𝑅 =  𝐸[𝑢(𝑛)𝑢𝑇(𝑛)]      Autocorrelation matrix                                                                       5.22 

 𝛽 = 𝐸[𝑑𝑟(𝑛)𝑢(𝑛)]         Cross correlation matrix                                                                   5.23  

From the equation (5.20), it is clear that there can only be one solution fir minimizing the mean 

square error as it is a quadratic function of tap weights which can only be found at its optimal 

value. By making the gradient of 𝑤 equals to zero the optimal value of tap weights are calculated 
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𝑔𝑛 =
𝜕𝐸[𝑒𝑃

2(𝑛)]

𝜕𝑤
= −2𝛽 + 2𝑅𝑤                                                                                               5.24   

𝑔𝑛 = 2(𝑅𝑤 − 𝛽) = 0 ⇒ 𝑤𝑜𝑝𝑡 = 𝑅−1𝛽                                                                                  5.25  

Where, the optimal solution of above equation is 𝑤𝑜𝑝𝑡  and is called as wiener solution. The 

updated filter coefficients can be found by substituting eqn (5.25) in eqn (5.19) and can be written 

as:  

   𝑤(𝑛 + 1) = 𝑤(𝑛) − 𝜇𝑅𝑤(𝑛) + 𝜇𝛽                                                                                     5.26 

Hence in order to find the optimal value of tap weights, the gradient vector need to be computed 

after each iteration and after that it is updated using equation (5.26) . But, the solution of 𝑅 and is 

not available for the practical realization hence, the actual values of  𝑅  and  𝛽 can be replaced by 

their instantaneous values:  

�̂� = 𝑢(𝑛)𝑢𝑇(𝑛)                                                                                                                       5.27 

�̂� = 𝑑𝑟(𝑛)𝑢(𝑛)  

By using the above in equation (5.25 ), it can be written as  

  𝑔𝑛 = 2(−𝑑𝑟(𝑛)𝑢(𝑛) + 𝑢(𝑛)𝑢𝑇(𝑛)𝑤(𝑛)  

           = 2𝑢(𝑛)𝑢𝑇(𝑛)𝑤(𝑛) − 𝑑𝑟(𝑛)                                                                                      5.28  

            = −2𝑒(𝑛)𝑢(𝑛)  

On substitution (5.27) in equation (5.26) the updated filter coefficients can be realized as:  

𝑤(𝑛 + 1) = 𝑤(𝑛) + 𝜇𝑒(𝑛)𝑢(𝑛)                                                                                             5.29 

It is understood that the Least Mean Square is a simple and less complex algorithm. But, the 

major disadvantage of the LMS algorithm is its s p e e d  of convergence because the rate of 

convergence of this algorithm is controlled only by its step size 𝜇. It is seen that the convergence 

rate have inverse relation with the step size which suggest that if the step size if greater there would 

be fast convergence but of the cost of less stability whereas on the other side the system will be 

more stable with low convergence rate when the step size is small . 
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Fig 5.9 closed loop diagram of LMS algorithm 

5.8 Simulation results  

For voltage controlled buck converter the discussed adaptive controller with one tap predictor 

error filter using LMS adaptive algorithm is simulated to see the response is varying load 

conditions. The parameters of buck converters are as follows: 

 Inductor and capacitor value of L-C low pass filter is 𝐿 = 225 𝜇𝐻 , 𝐶 = 330 𝜇𝐹 respectively. 

The value of parasitic taken are, 𝑅𝐿 = 65 𝑚Ω , 𝑅𝐶 = 25 𝑚Ω   . Here the input voltage is 10 volt   

   𝑉𝑖𝑛 = 10 𝑉  having a load  𝑅 = 5Ω .  

 

 

Fig5.10 Inductor current of buck converter with adaptive controller  
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Fig 5.11 Load current of buck converter with adaptive controller  

 

Fig 5.12 Output voltage of buck converter with adaptive controller  

 

Fig 5.13 output voltage for different step size having reference voltage of 3.3 volt 
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Discussion  

As mentioned in above sections, in the LMS algorithm the step size can account for some problem, 

as it compromises between fast convergence rate and the accuracy of estimation and it is also 

necessary to ensure that the step size should always be in the range where the Filter tap weights 

attain their optimal value as the tap weights or adaptive gain of LMS filter, the tap gradient noise, 

stability of the adaptation as well as the convergence rate mainly depend on the step size. Lower 

values of step size decreases the gradient size but increases the convergence time while the large 

value of step size improves the dynamic performance by decreasing convergence   rate and vice 

versa. Fig 5.10, 5.11 shows the variation of inductor current as well as load current. It can be seen 

from the Fig 5.12 that the adaptive controller using LMS algorithm provide better voltage 

regulation than that of the PID based on pole placement and pole zero cancellation approaches 

with very less ripple . Fig 5.13 shows the effect of step size on the output voltage response and as 

said above the higher value of step size gives better dynamics. 
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Chapter 6 
 

CONCLUSION  
 
 

 

Common circuit topologies of dc-dc converters with focus on the buck dc-dc converter 

configuration and circuit operation were demonstrated. The mathematical modelling in continuous 

and discrete time domain of the buck converter was explained. In addition, this paper provided 

information on the actual linear state space and linear average model of buck dc-dc converters, 

with most of the emphasis on the modelling of the control-to-output voltage transfer function of 

dc-dc buck converter. Therefore, the digital voltage mode control architecture of the buck dc-dc 

converter was demonstrated and an overview of each block in this structure was highlighted. For 

the digital control of the buck converter, two techniques of control loop design were explained, 

the pole-zero cancellation method and the pole-placement approach. From the MATLAB 

simulation results it can be understood that both the digital control perform satisfactorily with the 

load variation and track the reference voltage instead of varying load it is also observed that the 

pole zero cancellation approach gives better dynamic performance with less settling time and less 

overshoot as compared to that of pole placement approach .  Furthermore and adaptive control 

technique using one tap LMS predictor error filter is implemented. Finally, the proof of concepts 

for the most important aspects were analyzed and simulated. 
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