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Abstract

Applications in wireless sensor networks (WSNs) span over various areas

like weather forecasting to measuring soil parameters in agriculture, and from

battlefield to health monitoring. Constrained battery power of sensor nodes

make the network design a challenging task. Amongst several research areas

in WSN, designing energy efficient protocols is a prominent area. Clustering

is a proven solution to enhance the network lifetime by utilizing the available

battery power efficiently. In this thesis, a hypothetical overview has been done

to study the strengths and weaknesses of existing clustering algorithms that

inspired the design of distributed and energy efficient clustering in WSN.

Distributed Dynamic Clustering Protocol (DDCP) has been proposed to

allow all the nodes to take part in the cluster formation scheme and data

transmission process. This protocol consists of a cluster-head selection

algorithm, a cluster formation scheme and a routing algorithm for the data

transmission between cluster-heads and the base station. All the sensor

nodes present in the network takes part in the cluster-head selection process.

Staggered Clustering Protocol (SCP) has been proposed to develop a new

energy efficient clustering protocol for WSN. This algorithm is aiming at

choosing cluster-heads that ensure both the intra-cluster data transmission

and inter-cluster data transmission are energy-efficient. The cluster

formation scheme is accomplished by exchanging messages between

non-cluster-head nodes and the cluster-head to ensure a balanced energy load

among cluster-heads.

An energy efficient clustering algorithm for wireless sensor networks using

particle swarm optimization (EEC-PSO) has been proposed to ensure energy

efficiency by creating optimized number of clusters. It also improves the link

quality among the cluster-heads with the cluster member nodes. Finding a set

of suitable cluster-heads from N sensor nodes is considered as non-deterministic

polynomial (NP)-hard optimization problem.

The application of WSN in brain computer interface (BCI) has been

proposed to detect the drowsiness of a driver on wheels. The sensors placed

in a braincap worn by the driver are divided into small clusters. Then the

sensed data, known as EEG signal, are transferred towards the base station

through the cluster-heads. The base station may be placed at a nearby

location of the driver. The received data is processed to take a decision when

to trigger the warning tone.

Keywords: wireless sensor network, clustering, energy efficiency,

heterogeneity, electroencephalogram, brain computer interface, PSO.
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Chapter 1

Introduction

Wireless sensor network (WSN) research concentrates on working with small,

modest, multi-functional sensor nodes that can sense, process, and

communicate. WSNs have numerous confinements contrasted with Ad-Hoc

networks regarding its sensor nodes’ capability of memory storage, processing

and the available energy source. These are light weight energy constrained

devices that work with little limit DC source. The recharging or replacement

of energy sources of the sensor nodes is sometimes difficult or even

impractical.

WSNs can be applied to measure humidity, temperature, pollution levels,

wind speed and direction, pressure, sound, vibration, and power [1, 2]. With

the development of robotized devices and the advancement in wireless

communications, it becomes easier to acquire information about the physical

environment. Thus, the use of WSN has reduced the challenges met by the

conventional method of measuring, processing, and communicating the data

to a remote location. In any kind of WSN, these sensor nodes gather and

agreeably send this gathered data to a remote base station. The major

challenges of the sensor nodes are processing power constraints, battery

power limitations, duplicate data gathering, and limited memory power of

1
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Figure 1.1: A Wireless Sensor Network

the network [3, 4].

A WSN comprises of spatially appropriated independent sensor nodes to

agreeably sense physical or environmental conditions. These type of networks

are fundamentally data collecting networks, where data are exceedingly

associated for the end user [5, 6]. The deployed sensor nodes communicate

wirelessly to the base station and often try to build a network. The general

overview of a wireless sensor network is depicted in Figure 1.1. The WSN

may comprise of hundreds or even more number of nodes, which provides

reliable monitoring of any applications. The sensed data are transmitted to

the base station directly or by a multi-hop fashion. The base station is

connected to the wired world where the data can be collected in large

databases for future use.

A WSN framework merely provides a communications infrastructure to

existing sensors or standalone gadgets [7, 8]. Permitting different devices and

machines to communicate with each other or with a centralized controller,

improves the way of association with themselves.

2



Chapter 1 Introduction

1.1 Applications of Wireless Sensor Networks

Wireless Sensor Networks may comprise of various sorts of sensors, for

example, seismic, thermal, visual, infrared, acoustic and radar. They find

themselves able to monitor a broad range of surrounding conditions that

incorporate humidity, temperature, lightning condition, vehicular movement,

enemy’s position and the speed, direction and size of an object.

Military applications: The fast organization, self-association and

adaptation to non-critical failure qualities of a sensor network make them an

extremely encouraging sensing procedure for military command, control and

communication. The WSNs could be utilized to identify and receive as much

data as could reasonably be expected about enemy positions, blasts and

other activities. Where as, the network also helps in battlefield surveillance,

atomic, natural and chemical attack recognition and monitoring.

Healthcare applications: Now-a-days the rising cost of healthcare

applications influence the WSN researchers to invent the Body Area Sensor

Networks (BAN) to provide better treatment at lesser cost. Body area sensor

networks can be utilized to monitor physiological information of patients.

The BANs can give interfaces for incorporated patient observing. The

networks permit patients a more prominent opportunity of treatment and

permit doctors to distinguish predefined symptoms prior on.

Home applications: With the development of innovation, the little sensor

nodes can be implanted into furniture and appliances. For example, vacuum

cleaners, microwave ovens and washing machines, etc. They find themselves

able to correspond with one another and the room server to find out about the

administrations they offer, e.g., cleaning, examining and washing. These tiny

sensor nodes can be incorporated with existing installed gadgets to end up self-

arranging, self-managed and versatile systems to frame a smart environment.

Environmental applications: WSN is widely used for environmental

monitoring, which includes animal tracking and observing ecological

3



Chapter 1 Introduction

conditions that influence yields and animals. In case of environmental

monitoring application long term monitoring is needed to get sufficient

evidence to take a decision. Different uses of WSN are chemical and organic

discovery, precision agriculture, woods fire recognition, volcanic checking and

meteorological or geophysical exploration.

1.2 Challenges of Wireless Sensor Networks

WSNs may contain hundreds or a large number of nodes that are deployed

in an extensive region. These nodes are obliged to have the capacity to

communicate with one another even without a built up network

infrastructure. Besides, in spite of the fact that nodes in a wireless sensor

network are fixed, the system topology is consistently changing because of

dead nodes and fluctuating channel conditions. In this manner, the protocols

used for the wireless sensor networks must have the capacity to manage

proficiently network topology [9, 10]. What’s more, WSNs are required to

have the ability to keep up the execution without considering the size of the

networks. That implies the execution of the network won’t be influenced

notwithstanding when the quantity of nodes is enormous. Consequently,

scalability is an outline test for any kind of protocol used for the WSNs.

The sensor nodes have limited energy source. In the situations where the

sensor nodes work in remote application areas, it might be difficult to recover

the nodes to energize batteries. In this way, the network is relied upon to

have a certain lifetime amid which nodes have adequate energy. This implies

that the protocols for wireless sensor networks must be intended to be energy

efficient. The protocols used for the WSNs ought to have the capacity to adjust

the energy dissemination of nodes keeping in mind the end goal to maximize

the network lifetime.

Different difficulties, for example, data quality and latency time influences

the efficiency of the protocols used for the wireless sensor networks. These

4



Chapter 1 Introduction

challenges can be taken care of according to the requirement of specific

applications.

1.3 WSN Implementation Requirements

So as to make these networks a reality, the node equipment and usage ought

to be improved for three attributes:

• Lesser cost: The utility of the network relies on high density and

universality, which implies vast quantities of nodes. In order to make

huge scale deployments financially plausible, nodes must be very cheap.

• Lesser power: For the miniaturized nodes of WSN, the battery

recharging/replacement is troublesome, costly, or even outlandish.

Nodes should have the capability to function for long stretches without

running out of power.

• Real-time support: In case of real time support data should be

delivered without any delay. There are some of the applications which

needs the real data instead of stored and forwarded data.

Each of these three elements is sort of intertwined. For instance, electronic

segments are now so small that the general module size is limited by power

supply or energy storage prerequisites. Hence, diminishing power utilization of

the gadgets is a viable approach to shrink the size as well. An alternate case is

that the use of integrated circuits with few external segments can at the same

time diminish both size and cost. Among all the node capacities, for example,

computation, sensing, and activation, the wireless communication energy is

still a prevailing segment [11].

The sensor nodes present in a wireless sensor network are responsible for

sending the sensed information to the base station. Those nodes may detect

the real-time movement of animals, vehicles, etc. For the fast moving items,
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the nodes have to monitor a slight change from the previous state. The base

station needs to take few actions soon after getting the real timed data from the

member nodes. The wireless sensor networks may be used to detect the health

conditions of the severely injured patients. In general, the member nodes

forward the data to the collector node, which will again transmit the received

data to a health awareness server. Then, the server checks the gathered data

to take the decision of informing to the concerned doctors. To save a patient’s

live through WSN, it needs to receive the real-time data by the server [12].

The sensor nodes can communicate with the base station in two possible

ways as described below:

• Direct Communication Protocol (DCP): In this type of communication,

every sensor sends its information straightforwardly to the base station.

In the event that the base station is far from the nodes, direct

correspondence will oblige a lot of transmission energy from every node.

This will rapidly deplete the battery of the nodes and decrease the

network lifetime. In this method, the main gatherings in this protocol

happen at the base station.

• Collection Tree Protocol (CTP): In a collection tree protocol the data is

delivered to the cluster-heads, providing a many-to-one network layer

characteristics. This protocol uses routing metrics to update and

construct accumulation tree in the network. The CTP is intended for

generally low traffic rates such that there is sufficient space in the

channel to transmit and receive routing packets [13].

However, both the DCP and CTP suffers from its own drawbacks and do

not solve the problem of energy efficiency. A proven solution is partitioning

the nodes into virtual groups called clusters. Every cluster is associated with

a cluster-head (CH) and few members. The process of sensing, aggregating

and communication are done by the CH and members by mutually agreeable

protocols.
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1.4 Clustering in Wireless Sensor Networks

Clustering is the process of segregating the sensor nodes into virtual

groups. Each one cluster is administered by a node called as cluster-head

(CH) and different nodes are implied as member nodes. Clustered nodes

don’t communicate straightforwardly with the base station, but they need to

transmit the gathered information through the cluster-head. The CH tries to

aggregate the received data, received from the cluster members and forwards

it to the BS. Thus, it minimizes the energy utilization and a number of

messages imparted to the base station [14, 15]. Likewise, the communications

traffic in the network is lessened. The amazing result of clustering the sensors

in a network helps in extending the lifetime of the network. Clustering is the

hierarchical procedure followed in a network, made to streamline the

communication process of the network. It prompts the presence of an

incredible number of task-specific clustering protocols [16, 17].

In clustering as shown in Figure 1.2, the nodes are divided into different

clusters based on certain heuristics, where one cluster-head is present for each

cluster. All the member nodes transmit data to their respective

cluster-heads, where the cluster-head performs the data aggregation and

forward to the base station. As the nearby nodes inside one cluster may sense

the same data, the duplicate data can be eliminated at the cluster-heads by

the data aggregation technique. Subsequently, it helps in energy saving and

re-utilizing the bandwidth in the process of clustering [18, 19]. Additionally,

clustering helps in settling the topology of the network and improves the

versatility of the network [20].

The different entities present in a clustering process are:

Cluster members: These are the sensors deployed in the application area,

which helps in building a clustered wireless sensor network. They are capable

of sensing the real data and transmitting them towards the base station.

Cluster Head: There exists a virtual leader in each cluster, which are

7
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Figure 1.2: An example of clustering

designated as cluster-heads. In more, it is in charge of distinctive exercises

done in the cluster, for example, data aggregation, data scheduling and data

transmission to the CH.

Base Station: The base station is the primary data accumulation center for

the wireless sensor network. This is considered as the bridge between the

network and the end client. The BS regarded as having no resource

constraints like bandwidth, battery power and processing capability.

Advantages of clustering are,

• Transmit aggregated information to the BS

• Lesser number of nodes involved in transmission

• Valuable Energy utilization

• Versatility for vast number of nodes

• Diminishes communication overhead

• Productive use of resources in WSNs
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1.4.1 Distributed Clustering

The authors of Linked cluster algorithm (LCA) [21] initially proposed

distributed clustering as linked cluster architecture for wireless networks. In

distributed clustering process, there is no settled central CH for all time. The

responsibility of being a CH focused around a few parameters, such as

residual energy [22], the probability of becoming a cluster-head, degree of

connectivity, etc. The responsibility of becoming a cluster-head is distributed

amongst the sensor nodes as a federal structure [23]. A centralized clustering

method is utilized as a part of a WSN and if the central node fails, the whole

system will crumble and subsequently there is no certification for reliability

in centralized clustering scheme. Thus, the unwavering quality of a WSN can

be tremendously enhanced by utilizing distributed architecture [24, 25].

Distributed construction modeling is utilized as a part of WSNs for some

particular reasons like sensor nodes inclined to failure and better gathering of

information. Additionally, nodes sensing and sending the redundant data can

be minimized. Since there in no central node to apportion the resources, they

must act to be self-organized [26]. Concentrating on these anticipated

favorable circumstances of distributed algorithms over centralized algorithms,

a distributed clustering algorithm is talked about in this thesis with their

parameters.

1.4.2 Energy Efficient Clustering

In WSNs, proficient utilization of node’s energy by accomplishing best

coverage of the terrain is a testing issue. Sensor nodes expend a lot of energy

during transmitting and receiving. So, we need to shuffle the responsibility of

being cluster-heads among the nodes present in the network. Due to the use

of efficient algorithms for selection of cluster-heads, it is possible to diminish

the energy utilization and enhance the network coverage proficiently. The

cluster-heads utilize a lot of energy in transmitting or receiving data packets
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from the member nodes, so it is important that the cluster-head won’t be

permitted to be a CH in the following round [27]. The use of sleep or listen

states of the sensor nodes and the data aggregation strategies diminish

energy utilization in the sensor networks. Motivated by the time division

multiple access (TDMA), shutting down the radio, when it’s not sending

information bits, is a well known methodology to moderate energy in

WSN [28, 29]. Energy-aware routing and clustering protocols additionally

endeavor to lessen energy utilization and amplify the network lifetime by

controlling specialized communication strategy over the network.

1.5 Data Transmission in Clustered WSNs

Figure 1.3: Multi-hop communication in clustered WSN

Cluster based data transmission in WSNs has been researched by researchers

keeping in mind the end goal to attain the network scalable and manageable.

This expands node lifetime and diminishes bandwidth consumption by utilizing

nearby coordinated effort among sensor nodes [30, 31]. Data transmission in a

clustered network can be possible in two ways, intra-cluster and inter-cluster

communication.
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The communication in between the members present inside a cluster is

known as intra-cluster communication. The nodes found in the transmission

range of each other within a cluster performs direct communication. Where

as, the nodes present outside the transmission region adopts multi-hop

communication. In this way, the closer nodes do not have an additional load

on them. In customary communication, the closer nodes to the cluster-head

spend energy rapidly both for sensing and forwarding.

However, the communication between the cluster-heads with the base station

is known as inter-cluster communication. In this type of communication, the

CHs use IEEE 802.11 to send data to the base station. The cluster-heads

combine a few data packets into one data packet that results in lessening

energy overhead.

1.6 Clustering based on Particle Swarm

Optimization (PSO)

Clustering is one of the design methods used to manage the network energy

consumption efficiently, by minimizing the number of nodes that take part

in long-distance communication with the base station and distributing the

energy consumption evenly among the nodes in the network. In this approach,

each group of sensors has a cluster-head node that aggregates data from its

respective cluster and sends it towards the base station as a representative

sample of its cluster [32]. Therefore, the application of the clustering-based

approach has the advantage of reducing the amount of information that needs

to be transmitted, as well as enhancing resource allocation and bandwidth

reusability.

The PSO algorithm is an evolutionary computing technique, modeled after

the social behaviour of a flock of birds. In the context of PSO, a swarm

refers to a number of potential solutions to the optimization problem, where
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each potential solution is referred to as a particle. The aim of the PSO is to

find the particle position that results in the best evaluation of a given fitness

function [33]. In the initialization process of PSO, each particle is given initial

parameters randomly and is flown through the multi-dimensional search space.

1.7 Brain Computer Interface

One of the important applications of WSN is the real time health monitoring

by the implementation of a wireless body area network (WBAN). This could

be a wearable WBAN or implantable WBAN. To monitor the signals of the

brain, a wearable cap deployed with sensors could also be very useful. The

sensors on the cap interfaces the brain with a computer for processing, creates

a new paradigm called brain computer interface (BCI). In the course of recent

times, the investigation of the BCI has got much emphasis rather than any

other. BCI framework provides another way of communication from the brain

to the computer. This framework measures neurological signals from the brain

of the human, especially the electroencephalogram (EEG) signal is captured.

Wireless BCI frameworks are intended to disentangle the human intention

and produce orders to operate outer gadgets or computerized applications.

This innovation permit humans with the new encounters that empower an

immediate communication between the brain and the computers [34, 35].

With compact wireless BCI frameworks, different day-to-day applications

are being worked on now. At the beginning of BCI researchers, playing video

games and controlling the cursor movement were developed for the shake of

crippled individuals. As of late, with becoming interest of the human being,

wireless BCI systems is useful for entertainments too. Also, other researchers

have used wireless BCI frameworks for intriguing newer applications, for

example, focused on checking the biomedical status of the human [36],

instructing mobile phone [37], and detecting drowsiness state of the

drivers [38].
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1.8 Motivation

The unusual properties specified above get to be difficulties to set up a

sensor network. The key test for setting up and proper operation of WSN

is to maximize the lifetime of the sensor network by minimizing the energy

utilization.

In traditional distributed frameworks, a fixed number of cluster-heads is

known to each node in the network. In this proposal, each node can go about

as either a cluster-head or a member node, which inspires the requirement

for efficient algorithms to choose CHs as per the network applications. A

node just thinks about the CH, that is inside its reachable extent. It suggests

that attaining to global objectives can’t be ensured yet can be approximated

through smart local decisions. At long last, a node may come up short in

the event that its energy asset is drained, which propels the requirement for

pivoting the cluster-head role among all nodes for burden adjusting.

Since from last few years a variety of changes have been made to the

utmost energy necessity in WSN, as energy dispersal is more for wireless

transmission and reception [39]. Numerous methodologies were focused at

rolling out the improvements at MAC layer and network layer to minimize

the energy dissipation. If the cluster-heads are appropriately chosen over the

network and sufficient clusters are structured, it will help to reduce the

dissemination of energy and would contribute to expand the lifetime of the

network [40]. To handle with all the difficulties mentioned above clustering

have been discovered the proficient solution.

In recent times, numerous conventional wired BCI frameworks are utilized

by the researchers. In this manner, the application of BCI frameworks is hard

to escape from laboratory research experiments. Wireless BCI frameworks

are to dispose of the wire connection between the signal acquisition and the

interpretation unit. The wireless transmission unit uses Bluetooth or Zigbee

modules as per the application environment. Development of wireless BCI
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frameworks is extraordinarily moved forward with the removal of the wired

connections.

1.9 Research Objectives

The sole reason for this work is to discover the strategy that is distributed

and more energy proficient. Wireless sensor networks are battery operated

networks. Sensor nodes gather the data and pass them on to the network for

further use, which connotes the significance of getting the real sensed data.

The transmitting and receiving of data uses the greater part of the energy of

the network. So for better operation and increase the lifetime of the network,

distributed and energy consumption must be the primary factor of concern. In

this thesis, new methods for clustering the sensor network were proposed by

using distributed approach and energy saving method. At last, the application

of the clustering algorithm is shown in the thesis as a model of brain computer

interface (BCI) framework. In particular, the objectives are as follows:

1. To design and evaluate a distributed clustering algorithm for WSN, which

outperforms the clustering algorithms of its type. It creates clusters

without the help of any centralised base station.

2. To design and evaluate energy efficient clustering algorithm for WSN,

by utilizing state-of-the-art energy consumption techniques. It offers a

promising improvement over conventional clustering algorithms.

3. To design and evaluate an application of cluster based WSN in brain

computer interface (BCI). Here, we have detected the drowsiness of the

driver by using clustered wireless BCI.
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1.10 Outline of the Thesis

This thesis is organized into six different chapters. Each chapter is discussed

below in a nutshell:

Chapter 2: Literature Review

This chapter integrates the key research efforts that are available in this

field. Specifically, this chapter describes the shortcomings of existing state-

of-art clustering techniques, communication methodologies and wired brain-

computer-interface algorithms.

Chapter 3: Distributed Dynamic Clustering Protocol for WSN

This chapter introduces a distributed clustering protocol for wireless sensor

network. It increases the lifetime of the network by minimizing the number of

control packets being transferred.

Chapter 4: Staggered Clustering Protocol for WSN

This chapter introduces an energy efficient clustering protocol for wireless

sensor network. It attempts to maintain the constraint of well balanced energy

consumption in the network.

Chapter 5: Energy Efficient Clustering Algorithm for Wireless

Sensor Networks using Particle Swarm Optimization This chapter, a

distributed and PSO-based clustering protocol to create hierarchical cluster

structure for the sensor nodes. The proposed energy efficient clustering

algorithm using PSO (EEC-PSO) is trying to optimize the number of

cluster-heads to minimize the energy consumption of the network.

Chapter 6: An Application of Wireless Brain-Computer Interface

for Drowsiness Detection

This chapter introduces a wireless brain-computer interface for drowsiness

detection. A drowsy driver recognition framework is one of the potential

applications of intelligent vehicle systems.

Chapter 7: Conclusions

This chapter presents the conclusions drawn from the proposed work with
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much emphasis on the work done. The scope for further research work has

been discussed in the end.

The contributions made in each chapter are discussed in the sequel; which

include proposed schemes, their simulation results, and comparative analysis.
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Literature Review

Wireless sensor networks are special kind of wireless networks due to its

constraints and application specific characteristics. Consequently, WSNs pose

different research challenges. In a wireless communication system, cost and

other application specific issues affect the communication properties of the

system. For example, radio communication in WSN is considered as low

power and short range contrasted with some other wireless communication

system [41, 42]. The system performance characteristics vary considerably in

WSN even though the same fundamental principles of the wireless

communication network are used in WSN [43]. Considering the fundamental

differences between the wireless communication system, many issues have

been identified and investigated. Major issues affecting the design and

performance of the wireless sensor network are the following:

i) Deployment strategy

ii) Localization

iii) Efficient medium access control

iv) Database centric design
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v) Quality of service

vi) Clustering for hierarchical routing

vii) Intra-cluster and inter-cluster communication

viii) Application of WSN

We have restrained ourselves to the study of last three issues of the wireless

sensor network. This thesis concentrates mainly on clustering for hierarchical

routing, efficient intra-cluster and inter-cluster communication and application

of WSN.

2.1 Clustering Scheme Overview

During clustering, the sensor nodes of a WSN are isolated into diverse virtual

groups. They are apportioned geologically nearby into the same cluster as per

some set of guidelines. In clustering, sensor nodes work either as a cluster-

head or a member node [44–46]. A CH serves as a local coordinator for its

cluster, by performing data aggregation and inter-cluster transmission. The

CHs can combine the data and send it to the server as a solitary packet, thus

diminishing the overhead from packet headers. Clustering has preferences for

1) decreasing energy consumption and 2) enhancing bandwidth utilization.

Most of the algorithm aim to extend the network lifetime by balancing energy

consumption among nodes and by distributing the load among different nodes

from time to time [47, 48]. During the reformation of clusters, the cluster-head

is changed along with the members affiliated to it. Clustering helps in resource

utilization and minimizes energy consumption in WSN. It also provides better

throughput by decreasing the quantity of sensor nodes that join in long distance

transmission [49, 50]. In WSN the essential concern is the energy proficiency

so as to expand the utility of the network.
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2.1.1 History of Clustering

The wireless sensor network is fragmented into disjoint sets of nodes by

using the clustering algorithms. In a clustered network a hierarchical

structure is followed by the member nodes, cluster-heads and the base

station. Conventional algorithms start the clustering for sensor networks by

using the centralized control and global data available about the nodes. The

network traffic and time delay in a WSN actuated by the accumulation of

substantial measure of information may be undesirable. The problem is like

the minimum dominating set problem in graph theory.

Linked cluster architecture (LCA) [51] is proposed by Baker and Ephremides

in 1981 to demonstrate the clustering algorithm for wireless networks. They

have mainly focused on building the network that can support the mobility

of the nodes. The problem of creating more number of clusters in LCA was

refined in [52]. In [53], the researchers, have showcased the use of multimedia

application in wireless ad hoc networks. However, the data delivery delay

can be minimized by using clustering, where every cluster performs their duty

independently. Initially random competition based clustering RCC [54] was

designed for MANETs, but afterwards it is well suited for WSNs. In [55],

Nagpal and Coore proposed CLUBS, which uses local communication to build

efficiently groups amongst the computers.

2.1.2 Need of Clustering

Initially, because of the relatively large number of sensor nodes, it is hard

to distinguish each sensor nodes and their sensed information [56]. These

nodes require the framework to structure connection among themselves,

which helps in creating clusters [57]. The cluster structure guarantees

essential performance accomplishment in a WSN with an extensive number of

sensor nodes. Clustering gives some immediate profits like spatial reuse of

assets to increase the framework limit [58]. Clusters give execution
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improvement in case of routing. The cluster-heads of the clusters typically

structure a virtual spine for inter-cluster routing [59]. Clustering in WSNs is

exceptionally difficult because of the inborn qualities that recognize these

networks from different wireless networks [20, 60].

2.2 State-of-art of Clustering Algorithms

There exist several clustering algorithms in WSN.

Heinzelman et al. [18] proposed low-energy adaptive clustering hierarchy

(LEACH), which is a standout amongst the most well-known clustering

protocols for WSN. The data collection is bound together with characterized

periods. The clusters are created based on the received signal quality and the

cluster-heads work as a local coordinator to forward the data packets. The

data processing tasks, such as data aggregation are performed locally by the

cluster-heads. The clusters are created in this algorithm by distributed

mechanism, where nodes settle on autonomous decisions with no centralized

control. At first a node decides to be a CH with a probability p and shows its

choice. Every non-CH node determines its cluster by picking the CH that can

be reached utilizing minimum correspondence energy. The role of being a CH

is turned periodically among the nodes of the cluster with a specific end goal

to adjust the load. A node becomes a CH for the current rotation round if

the number is less than the following threshold:

T (n) =


p

1−p∗(r mod 1
p
)

if n ∈ N

0 otherwise
(2.1)

where p is the desired percentage of CH nodes in the sensor population, r is

the current round number, and N is the set of nodes that have not been CHs

in the last 1
p
rounds. However, it is not applicable to networks deployed in

large regions.

Younis et al. [61] proposed a distributed clustering scheme known as
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Hybrid Energy-Efficient Distributed Clustering (HEED). In this protocol,

cluster-heads are chosen intermittently as indicated by a hybridization of the

node residual energy and an optional parameter which is intra-cluster

communication cost. It selects the cluster-head that has the highest residual

energy. The cluster-heads are well distributed throughout the sensing area.

Energy utilization is not thought to be uniform for all the nodes. In HEED,

every node is mapped to precisely one cluster and can explicitly communicate

with its CH. However, this algorithm manages a considerable measure of

cluster-heads that complexes the routing tree required amid inter-cluster

communication and hence restrain the information gathering latency.

Ding et al. [62] have proposed distributed weight based energy-efficient

hierarchical clustering (DWEHC) to attain better cluster size such that, the

minimum energy topology will be kept up. DWEHC makes no suspicions on

the size and the density of the network. The weight is an element of the

sensor’s energy reserve and the nearness of the neighbors. In a network, the

node with largest weight would be chosen as a CH and the remaining nodes

get to be members. The number of levels in the hierarchy depends on the

extent of the cluster and the minimum energy required to reach the CH. The

process of becoming either one-hop or multi-hop node to reach CH proceeds

until nodes settle on the most energy efficient intra-cluster topology.

Regardless of a portion of the likenesses, there are numerous execution

contrasts between DWEHC and HEED, for instance, clusters produced by

DWEHC are all the more very much adjusted than HEED. However, this

algorithm also uses a complicated routing methodology that consumes a lot

of energy in intra-cluster communication.

Neamatollahi et al. [63] proposed hybrid clustering approach (HCA), a

distributed clustering algorithm for wireless sensor networks. In HCA,

clustering is not performed in each round, which happens in dynamic

clustering algorithms. Furthermore, when the residual energy of a CH gets to

be short of what a predefined quantity, it sets a particular bit in the TDMA
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data packet to be sent to the BS. So that the BS will inform to all the nodes

about the begin of clustering process toward the start of the following round.

At that point, the BS sends a particular synchronization pulse to all the

nodes. In the wake of getting the pulse, every node sets them up for

re-clustering. However, the delay between the request for re-clustering time

and the actual start of the process affects the performance of the network.

Wang et al. [64] proposed distributed election clustering protocol (DECP),

to prolong the network lifetime of WSNs, where the CHs are elected based on

residual energy and communication cost. This protocol meets expectations for

two-level heterogeneous wireless sensor networks. In DECP, the cluster head

election is a function of residual energy and communication cost. On the off

chance that the energy is not balanced for all the nodes then the node with

most astounding energy is considered for the determination of CH. DECP gives

more load balance when contrasted with traditional protocols like LEACH and

DWEHC. However, this protocol suffers from more energy utilization during

intra-cluster and inter-cluster communication.

Gong et al. [65] proposed a distributed, multi-hop routing protocol with

unequal clustering for WSNs to upgrade network lifetime. In this algorithm,

the BS is spotted in the middle of the sensing field that brings about adjusting

the energy utilization. Here, each node is associated with a cluster to abstain

from sensing gaps. All the nodes have the same initial energy and a unique

identifier (ID) at the beginning of the clustering process. This algorithm picks a

node as cluster head among the sensors having more residual energy. However,

it requires more memory to store the table containing the distance values of

each node.

Dilip et al. [66] proposed an energy efficient heterogeneous clustered scheme

(EEHC) for wireless sensor networks. It is focused around weighted election

probabilities of every node to turn into a cluster-head according to the residual

energy of each node. The algorithm begins the clustering process with the

nodes present in the heterogeneous network, having a distinctive measure of
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energy at the beginning. Here the researchers utilized three types of sensors

used in the network, they are, super nodes, advanced nodes and normal nodes.

The first improvement they have achieved to the current LEACH is to expand

the lifetime of the sensor network by minimizing the energy utilization. Super

nodes are furnished with β times and advanced nodes are α times more energy

than the normal nodes, where α and β are constants. EEHC has expanded

the lifetime of the network by 10% as contrasted with LEACH in the vicinity

of same setting of capable nodes in a network. However, this protocol suffers

from storing of complicated route information by using all the three types of

nodes.

Zhou et al. [67] proposed energy dissipation forecast and clustering

management (EDFCM), which gives longer lifetime and more dependable

transmission administration. The cluster-head selection in EDFCM is

focused on a technique for on-stage energy utilization estimate. Furthermore,

the management nodes assume a helpful part at present the determination of

CHs to verify that the quantity of cluster-heads in every round is ideal. The

algorithm tries to adjust energy utilization round by round, which will give

the longest steady period to the networks. However, it uses energy

consumption statistics of the previous round that requires a lot of calculation.

Li et al. [68] proposed energy-efficient unequal clustering (EEUC) protocol

for periodical data gathering application in WSNs. The hot spot issue which

emerges in multi-hop routing is evacuated in this algorithm. The problem

arises when the CHs nearer to the base station dies because of the trouble

by substantial relay traffic. To tackle this sort of issue researchers picked

the clusters closer to the base station are required to have smaller cluster

sizes. Along these lines, they will devour less energy amid the intra-cluster

correspondence, and can protect some more energy for inter-cluster transfer

activity. However, this protocol suffers from calculating the location of the

cluster-head is troublesome.

Qing et al. [69] proposed a distributed multilevel clustering algorithm for
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heterogeneous wireless sensor networks. Here the cluster-head is chosen by a

likelihood focused around the proportion of the residual energy present at every

node and the average energy of the network. The lifetime of a cluster-head

is decided by the ratio of initial energy and residual energy. So dependably

the nodes with high residual energy have more opportunity to turn into a

CH. However, this algorithm suffers from deciding the cluster-head election

threshold used during clustering procedure.

Ye et al. [70] proposed energy efficient clustering scheme (EECS), which helps

in periodical data gathering applications of WSN. EECS algorithm is based

on the gimmicks of most popular clustering algorithm LEACH. This algorithm

chooses the cluster-head from the sensor nodes having more residual energy.

It tackles the issue of even conveyance of cluster heads all through the sensing

zone. Toward the starting, the candidate nodes contend among themselves

to turn into a cluster-head. This algorithm uses single-hop communication

between the CH and base station. During cluster formation the BS broadcasts

a ‘hello’ message to all the nodes at a certain power level. In the wake of

getting ‘hello’ message the nodes can figure the approximate distance to the

BS focused around the received signal strength. However, it continuously

monitors the energy level of the cluster-heads that requires a lot of energies.

Demirbas et al. [71] proposed a distributed clustering algorithm known as

Fast Local Clustering service (FLOC). It delivers the clusters with pretty

nearly equivalent size, which keeps up the overlapping as less as would be

prudent. In FLOC, all sensor nodes are within unit separation from the

cluster-head. Here the researchers have proposed another clustering property

known as solid-disc property, which implies minimization of overlap. This

property chooses all the nodes inside a unit distance from the cluster-head

belongs to the same cluster. However, it requires a lot of attention during

deployment to have unit distance sensor nodes to build equal size clusters.

Banarjee et al. [72] proposed a distributed hierarchical clustering algorithm

for multi-hop wireless networks. The algorithm works based on certain
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properties, for example, cluster size and the level of overlap. Every node

present in that network joins the lowest layer in the hierarchy. The

cluster-heads join the immediate next layer furthermore a few clusters are

formed. The researchers expected that the topology changes in wireless

sensor networks would be moderate and infrequent to implement this sort of

algorithm. However, this algorithm suffers from the unnecessary use of

energy to place different nodes in the different hierarchy.

Zhang et al. [73] proposed a distributed clustering algorithm for

self-configuring and self-healing multi-hop wireless sensor network. Here the

overlapping between the neighboring nodes is less, as a result of the cellular

hexagonal structure of the nodes with range R. To attain to geographical

clustering in expansive scale networks, the researchers attempted to bound

the network with some predefined span of the cells. It utilizes extensive range

for the hexagons to lessening energy utilization and unwavering quality for

intra-cell correspondence. Self-healing property of the algorithm confirms the

node join, node leave, node movement and node crash in the network.

However, this algorithm suffers from collecting local information continuously

to run the clustering algorithm.

Youssef et al. [74] proposed Multi-hop Overlapping Clustering Algorithm

(MOCA) for wireless sensor network. Here the researchers contended that

they will make the clusters overlapped to encourage numerous applications,

for example, inter-cluster routing, topology revelation, node localization and

recovery from cluster-head failure. In this algorithm, each node is either a

cluster-head or inside k -hop separation from at least one CH, where k is a

predefined estimation of cluster radius. However, the gateway nodes used in

this algorithm are prone to failure because of the communication from the

overlapped clusters.

Wang et al. [75] proposed a distributed clustering algorithm for WSN,

which is based on the hierarchical approach. It actualizes cluster-head failure

recovery and load balancing among cluster members. This practically
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controlled hierarchical algorithm gives preferable result over flooding.

Because of the idea of attribute based clustering, we can specifically contact

that particular node rather flooding to the entire network. The proposed

algorithm works indicated by the important attributes that can be abused to

decrease unnecessary traffic. However, detecting the failure of the

cluster-heads at real time is troublesome.

Yi et al. [16] proposed Power-Efficient and Adaptive Clustering Hierarchy

(PEACH) protocol for wireless sensor networks. It is a versatile, hierarchical,

scalable and power efficient clustering protocol. Clusters are shaped without

any overhead in cluster-head choice. It can be pertinent in both

location-unaware and locationaware WSNs. In this algorithm, there is no

overhead for promoting about CH and to join cluster-heads. This algorithm

operates on probabilistic energy-aware routing protocols like EAR,

EAR-DPS, GEAR. However, this algorithm uses the location information of

each node that requires a lot of storage area.

Sing et al. [76] proposed a new algorithm named as energy-efficient

homogeneous clustering algorithm for wireless sensor networks. The lifetime

of the network is expanded in this algorithm by using homogeneous sensor

nodes. Efficiency and throughput of the network are enhanced due to the

selection of cluster heads on the premise of residual energy and the nearest

hop count of the node. However, the researchers trying to restrict the

number of nodes for a cluster, which is very much difficult.

Norouzi et al. [77] proposed a new clustering protocol for WSN using genetic

algorithm approach. They are trying to increase the lifetime by optimizing

the energy consumption in a network. These two contending targets have a

profound impact on the administration capability of networks. As per late

studies, cluster development is a fitting answer to the above issue. They have

utilized Genetic Algorithm (GA) as an element system to discover an ideal

number of cluster-heads. However, the algorithm suffers from training the

network with real world problems is almost impossible.
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An energy-aware clustering for WSNs using PSO algorithm (PSO-C) is a

centralized clustering protocol implemented at the BS [32]. It considers both

energy available to nodes and physical distances between the nodes and their

CHs. This protocol defines a cost function which tries to minimize both the

maximum average euclidean distance of nodes to their associated CHs and

the ratio of total initial energy of all nodes to the total energy of the CH

candidates. It also ensures that only nodes with sufficient energy are selected

as CHs. PSO-C outperforms both LEACH and LEACH-C in terms of the

network lifetime and the throughput.

Elhabyan et al. [32] proposed a novel centralized PSO protocol for

Hierarchical Clustering (PSO-HC) in WSNs. They tried to maximize the

network lifetime by minimizing the number of active CHs and to maximize

the network scalability by using two-hop communication between the sensor

nodes and their respective CHs. The effect of using a realistic network and

energy consumption model in cluster-based communication for WSN was

investigated. Extensive simulations show that PSO-HC outperforms the

well-known cluster-based sensor network protocols in terms of average

consumed energy and throughput.
Table 2.1 summarizes the existing clustering protocols of WSN in terms of

its strengths and weaknesses.

Table 2.1: Summary of Clustering Algorithms in terms of strengths and

weaknesses

Algorithm Pros Cons

Younis et al. (i) Balanced clusters

(ii) Low message overhead

(i) Repeated iterations complexes

algorithm

(ii) Decrease of residual energy

forces to iterate the algorithm.

Heinzelman et al. (i) Uniform node distribution

(ii) Inter-cluster communication

using TDMA

(i) Energy depletes quickly

(ii) CHs selected based on

probability

Continued on Next Page. . .
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Ding et al. (i) Hierarchical clusters.

(ii) Inter-cluster communication

using TDMA.

(i) Calculating weight is difficult.

(ii) Algorithm is implemented by

each node.

Neamatollahi et al. (i) Clustering is not performed in

each round.

(ii) Cluster formation is on-

demand.

(i) Continuous evaluation on CH’s

energy level also spends energy.

(ii) Reclustering starts at the

beginning of the next round.

Wang et al. (i) Removes flooding in algorithm.

(ii) Globally unique identifier for

each node.

(i) Excess memory needed to store

the energy level.

(ii) CH selection process is

complicated.

Gong et al. (i) Sensing holes are avoided.

(ii) BS is located at the center, to

balance energy consumption.

(i) Calculating the distance based

on received signal strength.

(ii) More memory required to

store the table containing the

distance values of each node.

Dilip et al. (i) Use of three types of nodes.

(ii) Extends lifetime because of

advanced nodes.

(i) Calculation of weight is

difficult.

(ii) Finding the spatial density.

Zhou et al. (i) Provides longer lifetime.

(ii) CHs per round is optimum.

(i) Uses energy consumption

statistics of the previous

round.

(ii) Requires more memory to store

the previous data.

Li et al. (i) Removes the hot-spot problem.

(ii) CH chooses a relay node from

its adjacent nodes.

(i) Location of the CH is

precomputed.

(ii) Each node calculates their

distance from the BS.

Qing et al. (i) Role of CH is rotated among

the nodes.

(ii) All nodes have the idea of

total energy and lifetime of the

network.

(i) Repeated iterations complexes

algorithm

(ii) Deciding the election threshold

is very difficult.

Continued on Next Page. . .
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Ye et al. (i) CH is elected based on local

radio communication

(ii) It uses single hop

communication between

CH and BS.

(i) Distance from BS is calculated

at each node.

(ii) Always checks for another node

having more residual energy.

Demirbas et al. (i) Non-overlapping clusters

(ii) Clustering is done in constant

time regardless of the network

size.

(i) Designing equal size clusters.

(ii) Double band nature of

the wireless radio model is

exploited.

Banarjee et al. (i) Clusters are defined as subset

of vertices.

(ii) Created desired number of

clusters.

(i) All sensors deployed will be

identical.

(ii) Nodes only can join to the

lower layer.

Zhang et al. (i) Nodes are self configurable.

(ii) Dynamic change of number

of nodes don’t affect the

performance.

(i) Local information is used for

clustering.

(ii) Higher number of control

messages.

Youssef et al. (i) Randomized distributed multi-

hop clustering.

(ii) Overlapping of clusters.

(i) Gateway nodes prone to failure.

(ii) Cluster head probability is

used.

Wang et al. (i) CH elected based on residual

energy and communication cost

(ii) Load balanced compared to

other algorithms.

(i) More use of computational

power to calculate the

communication cost.

(ii) Repeated iterations complexes

the algorithm.

Yi et al. (i) Supports adaptive multi-level

clustering.

(ii) Minimizes energy consumption

of each node.

(i) All sensor nodes have equal

capabilities.

(ii) Links are symmetric.

Sing et al. (i) Homogeneous distribution of

nodes.

(ii) Efficient use of scarce resources

at individual sensor nodes.

(i) Restricts the number of nodes

in the cluster.

(ii) CHs depletes energy very

quickly.

Continued on Next Page. . .
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Norouzi et al. (i) Finds optimum number of CHs.

(ii) Uses genetic algorithm to select

clusters.

(i) Training the network is

difficult.

(ii) Multiple communication

between CHs.

Latiff et al. (i) Optimizes number of CHs and

distance from node to CH.

(ii) Lifetime is enhanced.

(i) Clustering is done by the BS.

(ii) Duplicate candidate nodes

present.

Elhabyan et al. (i) Optimizes number of CHs and

RSSI.

(ii) Average energy consumption is

minimized.

(i) Clustering is performed

centrally by the BS.

(ii) Uses multi-hop

communication.

2.3 Brain Computer Interface

Brain-Computer Interface (BCI) innovation is another quick advancing

field that looks for direct cooperation between the human neural framework

and machines. It plans to enlarge human abilities by empowering individuals

(particularly disabled) to impart and control gadgets through wired or

wireless communication. In the brain, networks of neurons structures input

loops in charge of the oscillatory movement recorded in the EEG. BCls are

the main intends to gather user data through direct measures of brain

activity ordinarily as a result of EEG signals. A BCI framework is just to

translate EEG signals from an impression of brain activity into client action

through framework’s equipment and software. BCI methodologies are in light

of a variety of strategies to create control signals that may be the aftereffect

of auditive or visual incitement or imaginary motor tasks. For example, the

paralyzed patients can not operate objects or communicate their needs, even

though their mental capabilities are integral. Past studies have proposed

different strategies to find drowsy driving by concentrating on blink rate, eye
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closure, and inclination of driver’s head.

Lin et al. [78] proposed a real-time wireless electroencephalogram (EEG)

based braincomputer interface (BCI) system for drowsiness detection.

Real-time drowsiness monitoring can avoid traffic accidents successfully. The

work comprises of a wireless physiological signal acquisition module and an

embedded signal processing module. Here, the physiological signal

acquisition module and embedded signal processing module were intended for

long-term EEG monitoring and real-time drowsiness detection, respectively.

However, this methodology uses the headband to collect EEG from the brain,

which receives less amount of signals as compared to the use of braincap.

Filipe et al. [79] designed a wireless multichannel data acquisition system

for electroencephalography (EEG) recording. The WIBEEM (Wireless BCI

EEG Electronics module) platform is being worked on and will be a wearable

device for wireless 32-channel EEG recording. The outline of the WIBEEM

platform considers all the imperatives of a wearable medical device: ultra-low

power, scaling down, safety and reliability. However, the RF model used in this

system only suits the medical application. So, it can only solve the problem

for one type of users.

Hong and Qin [80] proposed an efficient method to solve the problems for

eye state identification of drivers’ for drowsiness detection. It tackles the issue

by utilizing image processing methods. The essential spotlight on measuring

physical changes of the driver, for example, eye blinking measures and size

of the eye to distinguish drowsiness and alert the driver before meeting an

accident. However, it requires a lot of computation by detecting the face of a

person and the eye feature will be extracted to detect drowsiness.

Lin et al. [81] proposed a novel and simple technology to incorporate

interactivity value in a BCI system to control an electric wheelchair. The

BCI framework will be developed to permit correspondence between human

and machine. At that point, it supplies a continuous interpretation of brain
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and eye-blinking waves into a command like “start”, “moving forward”, or

“stop” to control the wheelchair. In this system, they used the NeuroSky’s

headset MindSet to capture EEG and eye blinking signals. However, it

captures the EEG and eye-blinking wave from the forehead only, which uses

less number of data items for controlling the wheelchair.

Ji et al. [82] proposed a real-time online prototype driver fatigue monitor,

which utilizes remotely placed charge-coupled-device cameras furnished with

dynamic infrared illuminators to acquire video images of the driver. A

probabilistic model is used to model human fatigue and to predict exhaustion

focused on the visual signals obtained. The multiple visual signals and their

systematic combination yields a substantially more powerful and exact

fatigue characterization than utilizing a single visual signal. However, it

suffers from the problem of capturing real time video during driving.

Flores et al. [83] proposed a new Advanced Driver Assistance System

(ADAS) for automatic driver’s drowsiness detection based on visual

information and artificial intelligence. The point of this algorithm is to place

and to track the face and the eyes to figure a drowsiness list. This framework

uses advanced technologies for examining and checking driver’s eye state at

real-time and genuine driving conditions. However, use of an optical flow

algorithm for visual information based on artificial intelligence methods

makes the system complex.

Eskandarian et al. [84] described an experimental analysis of commercially

licensed drivers who were subjected to drowsiness conditions in a truck driving

simulator. They likewise assessed the execution of a neural network based

algorithm that monitors just the drivers’ steering data. The execution of the

drowsy driver detection framework for truck drivers was like different structures

that recognized drowsiness in passenger car drivers. However, it only uses

driver’s steering input to make a decision on drowsiness detection.
Table 2.2 summarizes the existing work on BCI in terms of their strengths
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and weaknesses.

Table 2.2: Summary of BCI Algorithms in terms of strengths and weaknesses

Algorithm Pros Cons

Lin et al. (i) Detects human cognitive state

and provide biofeedback to the

driver.

(ii) Requires low power

consumption and small volume.

(i) By using head band it doesn’t

collect EEG from all part of the

brain.

(ii) Same alertness model is used

for all drivers.

Filipe et al. (i) Wireless low power 32-channel

data acquisition system is used.

(ii) Different submodules are

validated.

(i) The RF model only suits

medical applications.

(ii) Micro-controller module is

highly complicated.

Hong et al. (i) Eye state identification

for detection of drivers’

drowsiness.

(ii) An object tracking method is

used to keep track of the eyes.

(i) Eyes location can be identified

with erect face by face

detection.

(ii) Face detection requires more

computation.

Lin et al. (i) It is a low cost and easy

control with attention and eye-

blinking.

(ii) Simple unipolar electrode was

used to capture EEG.

(i) EEG captured from the

forehead only.

(ii) The central control unit (CCU)

may give wrong instructions.

Ji et al. (i) Human fatigue is detected

based on the visual cues.

(ii) It is reasonably robust,

reliable, and accurate in

fatigue characterization.

(i) Real-time acquisition of video

during driving may not give

accurate result.

(ii) Requires complex hardware for

making it non-intrusive.

Flores et al. (i) Drowsiness detection based on

visual information and artificial

intelligent.

(ii) Based on the position of face

and eye drowsiness index is

computed.

(i) Use of optical flow algorithm

over eyes and head is difficult.

(ii) Classification amongst open

and closed state of the eye is

complex.

Continued on Next Page. . .
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Eskandarian et al. (i) Unobtrusive drowsiness

detection methods can avoid

catastrophic crashes.

(ii) A trained ANN is used for

detection.

(i) It monitors only the drivers’

steering input.

(ii) Calculation of subjective

drowsiness rating is difficult.

2.4 Summary

It has been observed from the literature study that quite a good number

of clustering schemes have been proposed till date. However, the existing

schemes are expensive from communication, energy, and time perspectives.

The shortcomings of present clustering techniques are as follows.

• In the majority of existing works handshaking messages are sent as a

routine task of a WSN. This increases energy and communication

overhead.

• More research is yet to be done on energy efficiency.

• Most of the techniques do not optimize the number of clusters.

• Less amount of work has been done by using heterogeneous nodes.

• The clustering algorithms need to be application specific.

This provides a motivation for designing distributed, energy efficient

clustering algorithms that could reduce the maintenance overhead as well as

could increase the cluster stability.

Recently, the brain computer interface (BCI) has gained a lot of research

interest for health monitoring, safety management and security in public

places, etc. Understanding the brain signals for various human activities may

save a lot of resources and human life. Use of BCI for drowsiness detection of

a person on the wheel is one of them. Most of the existing schemes on BCI
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are wire based. Due to the need of wire connectivity the object has to be

static. So it forces the person to stay nearer to the computer that processes

the brain signals. This motivated us to go for wireless BCI, where the person

can move comfortably while communicating to the base station efficiently. In

previous studies, we found that the wireless sensors used in BCI system

makes direct communication with the data processing center. Furthermore,

to increase the lifetime of each sensor node by spending less amount of

energy in data transmission we have used the clustering mechanism even if

we have less number of sensors. In case of clustered BCI, the sensors present

on the braincap sends data to the respective cluster-head and then the data

will be forwarded to the data processing center by the CH. In this way, we

have tried to minimize the long distance communication from all the sensors

participating in the BCI system.
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3.1 Introduction

The broad utilization of wireless sensor networks (WSNs) in differing

applications, forced the end users to feel the unreachable places as accessible

areas. Primarily, WSN relies on upon correlated information, which are

gathered by the network. These networks allude to a substantial number of

scattered and dynamic sensors for checking and recording the sensing

environment. The collected information are stored at a central location with

the goal that they can be used afterward. The sensor nodes arrange

themselves as an intermediate node when the end clients are at far distance.

WSNs need to satisfy the simplicity of deployment, greater lifetime, and

lower latencies data exchanges [46, 85–87].

The WSN confronts distinctive challenges, like storage constraints,

computational limitations, and restricted power supply. Due to the

deployments at unreachable territories and contaminated situations, where

central monitoring is more troublesome or even impossible, the requirement

for distributed mechanisms occurs [88]. In general the sensor nodes are less

mobile, constrained with processing abilities and transmission capacity.

Nonetheless, transmitting or receiving information and query processing

influences the distributed algorithms in the sensor network [89, 90]. To

minimize the direct correspondence from every sensor to the base station

(BS) the distributed clustering procedure is presented in this chapter.

In clustering, a portion of the nodes are chosen as cluster-heads which will

correspond with the BS for the individuals connected with it. On account of

which the energy utilization can be minimized, and the network lifetime can

be expanded by dispersing the role of CH among distinctive nodes. Grouping

sensor nodes into clusters has been widely pursued by the research

community in order to achieve the network scalability objective. In WSNs,

clustering is performed to achieve the critical design goals like network
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longevity and coverage of the sensing area [91, 92]. During communication,

the CH nodes are over-burden with the long range correspondence with the

base station. The CHs oblige additional processing for data aggregation,

which brings about earlier lapsing of nodes. One critical way to pivot the role

of a CH amongst all the sensor nodes has been indicated in low-energy

adaptive clustering hierarchy (LEACH) [39], power efficient gathering in

sensor information systems (PEGASIS) [93], and hybrid energy efficient

distributed clustering (HEED) [61]. These protocols have been proved for

indicating poor performance in heterogeneous environment. That is the fact

that, the low-energy nodes will die more rapidly than the high-energy ones.

The data aggregation performed at the cluster-heads pulls in a massive

decrease in the measure of overhead for sending a lot of data packets to the

BS. This is the motivation behind developing distributed heterogeneous

wireless sensor network.

After clustering is done, every sensor node transmits data with a selected

time space allocated by the cluster-head by using time-division multiple

access (TDMA) methodology [94]. In numerous existing algorithms, cluster

association fundamentally reliant on a gathering of spatially closed sensor

nodes. In centralized clustering protocols, the BS or any central agent is held

responsible for the clustering procedure by using the global information in

the network [95]. Whereas, in distributed clustering each node takes part in

choosing cluster-heads with the knowledge of neighborhood data instead of

global data.

The proposed distributed dynamic clustering protocol (DDCP) lives up to

expectations in conjunction with the primary clustering protocol and

adventures the dynamic change of cluster-head responsibilities. A choice

about the distributed condition of a network is taken in light of the power

decentralization among the nodes. This is because of the agreement on the

quantity of one-hop neighbors of a sensor node to build the network. We
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have modeled a distributed algorithm for a wireless sensor network to

outperform other algorithms of its type.

The rest of the chapter is organized as follows. Section 3.2 presents the

clustering parameters. The system model is presented in Section 3.3. The

proposed algorithm is described in Section 3.4. Where as Section 3.5 presents

the simulation results and discussion of the algorithm. Finally, Section 3.6

summarizes the chapter.

3.2 Clustering Parameters

In clustering, the sensor nodes are partitioned into distinctive virtual

groups, as indicated by the spatially closed sensors. In clustered

environment, the sensor nodes are allotted with any of the two roles, either a

cluster-head (CH) or a cluster member. The duty of the CH is to play as a

neighborhood coordinator for its group, which performs intra-cluster

transmission plan and data forwarding. The CH aggregates the received data

and sends it to the base station as a single packet.

Clustering in WSN reduces the use of both useful and inefficient energies

by enhancing bandwidth utilization and diminishing overhead separately.

The lifetime of the network can be extended by dispersing the load of being

CH among diverse nodes. Amid the transformation of clusters, the

responsibility of cluster-head is changed dynamically, alongside the members

partnered to it. The multi-hop communication process decreases the long

distance transmission in a network. In a clustered network, the expense is

computed in light of intra and inter-cluster communication cost. The

proposed algorithm is a well-balanced distributed protocol that upgrades

lifetime of the heterogeneous wireless sensor network. It is a heuristic based

algorithm that select the CHs based on the number of neighbors and the

amount of energy left with each node.
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3.3 System Model

3.3.1 Notations

The list of the notations used in this chapter and their meanings are shown

in Table 3.1.

Table 3.1: Notations

Symbols Meaning

N Number of sensor nodes.

nc Number of cluster heads.

vi Sensor node.

r Radio range of sensor node

xi Sensor reading at node vi.

S(vi) One-hop neighbor set of vi.

RTx Transmission range.

ETx Energy spent in transmitting one bit.

ERx Energy spent in receiving one bit

EDA Energy spent in aggregation of data.

Eelec Per bit electronics energy.

3.3.2 Assumptions

The following assumptions are considered for the algorithm:

a) The nodes of the WSN are deployed by random distribution process.

b) The transmission power of all the sensors are same and hence all of them

have the same radio range r.

c) Single-hop strategy is utilized for communication between two sensors.
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d) For each transmit or receive operation the energy is computed.

e) CHs directly forwards the data to the base station.

f) The communication medium is wireless.

3.3.3 Energy Consumption Model

We used the energy model for the radio equipment energy dissipation as

proposed by Heinzelman et al. [18]. The transmitter disperses energy to run

the radio equipment and the power amplifier. The receiver also dissipates

some energy to run the radio gadgets. Both the free space (∈fs) (dα power

loss) and the multi-path (∈mp) fading (dα power loss) channel models are

utilized, contingent upon the distance between the transmitter and receiver.

The threshold d0 for practical frameworks utilizing low pick up antennas is

commonly decided to be one meter in indoor situations and hundred meters

in outside situations. The energy spent for transmission of a b-bit packet over

distance d is shown in Figure 3.1..

.Transmit
.Electronics

.Tx
.Amplifier

.

.b bit

.message .

.ETx(b, d)

.b.Eelec .b.Eamp.(d)
α

.Receive
.Electronics

.

.ERx(b)

.b.Eelec

.Transmitter .Receiver

.d

Figure 3.1: Radio Model

The electronics energy, Eelec, is the energy spent per bit to transmit or

receive, which depends on factors such as the digital coding and modulation.

41



Chapter 3 Distributed Clustering Protocol for WSN

The amplifier energy, ∈fs ×dα or ∈mp ×dα, depends on the transmission

distance and the acceptable bit-error rate. In the radio model of Tx

amplifier, we use α = 2 for free space and α = 4 for multipath model.

ETx(b, d) =

 b ∗ (Eelec+ ∈fs ∗dα), if d < d0,

b ∗ (Eelec+ ∈mp ∗dα), if d ≥ d0
(3.1)

To receive this message, the radio expends energy:

ERx(b) = b ∗ Eelec (3.2)

Cluster head consumes EDA(nJ/bit/signal) amount of energy for routine

data aggregation.

3.3.4 Clusterhead Selection Mechanism

In this stage, the algorithm chooses cluster-heads in view of the

communication signal quality and the quantity of neighbors. Here, a few

provisional cluster-heads are arbitrarily selected to seek final cluster-heads

with the same probability. Nodes those fail to be provisional heads continue

sleeping until the cluster-head determination stage closes. Every provisional

cluster-head vi has a transmission range Ti. The signal strength Si can be

figured by (1 − c) × Ti, where c is a constant coefficient (0 ≤ c ≤ 1). The

quantity of clusters can be determined by figuring a number of neighbors. It

can be minimized by calculating the following parameters based on certain

assumption like nc is the expected number of cluster-heads. From the

inequality math relation [67], we can apply a confinement to the required

number of clusters (Rc) to be made in each round:

Rc =

√
n

2π
× M2

nc

(3.3)

Where M is the maximum distance between the base station and the farthest

node present in the network.
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In the cluster-head selection process, each provisional cluster-head nodes

broadcast HELLO MSG by setting transmission radius to R0. The

HELLO MSG contains provisional cluster-head node’s present status and the

energy information. The present status specifies whether the node was a

cluster-head in past rounds or not. After accepting HELLO MSG, every

provisional cluster-head sensor node develops a set of its adjoining provisional

heads. The provisional head sensor node vj is an adjacent node of vi if vi is

within vj ’s transmission range. The provisional cluster-head sensor nodes vi

or vj chooses to turn into a final cluster-head in light of the measure of

energy they have left with. The node with the most elevated measure of

energy will turn into the final cluster-head. At that point, it broadcasts the

FINAL MSG to illuminate its neighboring provisional cluster-heads.

Provisional cluster-head sensor node vj quits the competition promptly in the

wake of accepting this FINAL MSG, and illuminates all the nodes in its

neighbor by broadcasting a QUIT MSG.

Every non-cluster-head node picks its closest cluster-head with the highest

received signal quality and afterward informs the cluster-head by sending a

JOIN MSG. Each one cluster-head sets up a TDMA schedule and transmits

it to the affiliated member nodes. After the TDMA schedule is known to all

nodes in the cluster, the setup phase is completed, and the data transmission

begins.

This algorithm produces limited number of clusters, so that the

intra-cluster communication can be minimized. It additionally lessens

inter-cluster interference in the network. All the nodes in the cluster transmit

their data to the cluster-head using the TDMA slot. In this methodology, the

distance between each one set of cluster-heads can be ascertained as per the

received signal quality. Every sensor node registers the approximate distance

to the base station with respect to the received signal quality of a beacon

signal broadcasted by the base station amid initial deployment. In the event
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that a node’s distance to the base station is smaller than a threshold

(TD MAX), it sends its data to the base station directly. Else, it discovers a

relay node that can forward its data to the base station. The relay node is

picked in light of the energy expense of the relay path.

3.4 The Proposed Distributed Dynamic

Clustering Protocol (DDCP)

In this section, we discuss the working procedure of the distributed dynamic

clustering protocol for wireless sensor networks,

3.4.1 Work Flow of the Protocol.

.Start

.Inital deployment

.Neighbor detection
.by each node

.

.CHs selected based
.on certain criteria

.Rest of the nodes
.join atleast one CH

.Sensed data transmitted
.to the CH

.CHs aggregates the data
.packets and send to BS

.BS processes the received
.data packet

.End

Figure 3.2: Flow chart of the algorithm
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Figure 3.2 shows the working procedure of the clustering protocol. Initially

the sensors are deployed throughout the sensing field to cover the total area.

The neighbor detection is the next process to continue the clustering process.

Then, the cluster-heads are selected based on energy information and number

of neighbors. After the CH selection, the rest of the nodes join to the cluster-

heads. After the clustering job is completed, the data communication from

nodes to CHs is started. Finally, the CHs aggregates the data packets and

sends to the BS.

3.4.2 Description of the Protocol

This section depicts about distributed dynamic clustering protocol

(DDCP) which can be applied to a heterogeneous wireless sensor network.

The network model is made out of two sorts of nodes deployed randomly in a

square area, including normal nodes and advanced nodes. Each advanced

node can be chosen as initial cluster-heads in view of the weighted

probability of starting energy with respect to that of all the node’s average

energy in the network. It is assumed that n normal nodes and m number of

advanced nodes are deployed in an area in random fashion. In this algorithm,

L indicates the lifetime of the network. A percentage of the researchers have

considered the lifetime as the time distinction between the beginning time of

the network and the time when the first node dies. It is all that much

impractical that if one node goes out of energy then the network is dead.

Here, we considered the lifetime L of the network until at least 50 % of the

node dies. Sensors in a WSN are susceptible to failures because of restricted

battery power. It is considered that, E0 is the initial energy of each normal

node. Let the energy of advanced nodes are furnished with α times more

energy than the normal nodes. So the initial energy of each advanced node is,

E0(1 + α)

So, the total energy of the heterogeneous network can be defined as,

45



Chapter 3 Distributed Clustering Protocol for WSN

ET = nE0 +mE0(1 + α)

During reclustering, the data processing and communication must be

ceased in the sensor network. The recurrence of re-clustering exceedingly

influences lifetime of a sensor network and its energy proficiency. DDCP

begins the reclustering process when it gets a signal from the cluster-head

that drains almost 50% of its initial energy. This algorithm gives on-demand

reclustering instead of the periodical methodology that followed by a large

number of customary clustering algorithms.

3.4.3 Network Model

The WSN comprises of N sensor nodes v1, v2, v3, · · ·, vn. The sensor nodes

are arbitrarily deployed in the network that form a random network topology.

Sensor nodes are considered as neighboring sensors when they are inside the

transmission range (RTx) of one another. Each sensor node vi maintains a

neighbor table S(vi) that stores the set of IDs of the neighbor nodes. All

sensor nodes in the WSN are indistinguishable and are organized into non-

overlapping clusters. Nodes are composed into one-hop clusters where each

member node is mindful of its own cluster-head. The cluster-heads drain their

battery power very fast in comparison to the member nodes. This situation

demands for reclustering in order to prolong the lifetime of the network.

Every node in the sensor network can be a CH, in view of the weighted

probability function of spatial density and energy of the node. The

correspondence between the CHs with the BS is minimized by utilizing data

aggregation methods. The member nodes must be at a distance of one-hop

from the cluster-head. The neighbor detection is the initial phase of this

clustering algorithm, which helps in measuring the distance amongst nodes.

The CHs are chosen in light of the geographic range and the remaining

energy of the nodes in each round. There are some suppositions taken for
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building the network, which are as per the following,

a) All the sensor nodes must be randomly deployed inside the landscape.

b) The BS is fixed, and the sensor nodes are stationary after the deployment.

c) This network comprises of heterogeneous nodes i.e. the nodes having the

distinctive measure of energy.

d) Continuously the data aggregation is performed only at the cluster-head.

e) The BS doesn’t have any energy constraint or computation limitation.

In the clustering phase, the protocol builds a cluster-head backbone rooted

at the base station. In this methodology, the distance between each one set of

cluster-heads can be ascertained amid the neighbor revelation process. Every

sensor node processes the approximate distance to the base station in light of

the received signal strength of a beacon signal broadcasted by the base station

amid introductory deployment. On the off chance that a CH’s distance to the

base station is smaller than a threshold (TD MAX), it transmits its data to the

base station directly. Else, it discovers a relay node that can forward its data

to the base station. The relay node is picked taking into account the energy

expense of the relay path. The CHs save their residual energy in their memory

toward the end of every setup phase. At whatever point a CH observes that

its Eresidual gets to be less than αECH , it sends a synchronization bit in the

data packet to the base station. Next, the base station informs to all the nodes

that re-clustering will be performed in the following round.

3.4.4 Analysis of the Algorithm

In situations where the node density in the area is not equal, we have to be

cautious at the time of selecting the cluster-heads. Because the cluster-heads

with weak neighbor density live for more time as compared to the
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Algorithm 1 DDCP Algorithm

1: The threshold = d0=
√
∈fs / ∈mp

2: Random distribution of n sensor nodes.

3: for i← 1 to n do

4: for j ← 1 to n do

5: d(i,j)=
√

(nodei.x− nodej.x)2 + (nodei.y − nodej.y)2

6: if (d(i,j)≤ TRx && j ̸= i) then

7: nodei.nbr = nodej

8: end if

9: end for

10: end for

11: some advanced nodes declares themselves as provisional cluster-heads.

12: Each provisional CH sends a HELLO MSG

13: After receiving all the HELLO MSG the provisional CHs maintains a

neighbor list.

14: Randomly any one from the neighbor declares itself as CH and other one

give up the competition.

15: Then the final list of CHs came into picture

16: Now other member nodes joins the corresponding CHs.

17: Let ECH be the residual energy of CH.

18: α, is a random number between 0 to 1.

19: ∀vi ∈n, and Eresidual(vi) > 0,

20: if (Eresidual(vi) < αECH) then

21: node vi gives a synchronization pulse to the BS

22: end if

23: if synchronization pulse received by the BS then

24: BS informs to ∀vi that Clustering will be performed in the upcoming

round

25: end if
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cluster-heads from high density area. Amid data transmission, when a node

chooses to transmit a packet, it is scheduled for an assignment in a sensor

node. The aggregate time spent in developing the packet at the application

layer and after that sending to MAC layer is the propagation time. The

deferral in transmitting a packet at the physical layer over the wireless link is

fundamentally deterministic in nature and can be evaluated utilizing the

packet size and the radio speed. The propagation delay is the genuine time

taken by the packet to navigate the wireless connection from the sender node

to the receiver node. It is irrelevant when contrasted with different sources of

delay. The reception delay alludes to the time taken in accepting the bits and

passing them to the MAC layer.

3.5 Simulation Results and Discussions

We have simulated a wireless sensor network of 500 nodes deployed randomly

over a square area of 500×500 m2. The sink node placed in the middle of the

terrain. The simulation parameters are demonstrated in Table 3.2. We expect

that m is the percentage of the nodes that are outfitted with α times more

energy than the normal nodes. The initial energy of normal node is 2J, so the

initial energy of advance node is 2( α + 1)J.

3.5.1 Performance metrics

Network lifetime: The lifetime of the network emphatically relies on upon

the individual life span of each single node that constitutes the WSN. It is

fundamentally reliant upon two main considerations: firstly, the measure of

the energy it spent over rounds and also, the measure of energy needed for

data aggregation and data sending. The lifetime is individually corresponding

to the measure of data received from the network. Thus, the amount of time

the sensor nodes will stay alive that gives a more noteworthy as a result of the
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Table 3.2: Simulation parameters

Parameter Value

Area 500× 500

Nodes 500

Base Station (250,250)

Initial Energy (normal node) 2J

Eelec 50nJ/bit

∈fs 10pJ/bit/m2

∈mp 0.0013pJ/bit/m4

EDA 5nJ/bit/message

Packet Size 2000 bits

Frames/round 30

lifetime of the sensor network.

Number of clusters: The lifetime of the network is affected based on the

number of clusters created in each round. The clusters are created depending

on the number of CHs selected by the algorithm. The selected cluster-head

nodes will exhaust energy rapidly, because they handle data aggregation and

data forwarding. It is well observed that, after a certain number of clusters,

clustering reduces the lifetime rather than increasing it. So it is necessary to

minimize the number of cluster-heads to extend the lifetime of the network.

3.5.2 Study 1: Efficiency with regard to percentage of

advanced nodes (m)

The performance of DDCP protocol is compared with LEACH, DEEC and

EECS in the same heterogeneous setting, where m = 0.5 (percentage of

advanced nodes), α = 0.8 (energy difference between normal and advanced

nodes), b = 2 (heterogeneity level), l=4000 (message size) and tr is the
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transmission range. The notation Eelec specifies the energy dissipated to run

the electronics circuits. ∈fs and ∈mp are the energy parameters. But the EDA

specifies the amount of energy for data aggregation. The CH can often

aggregate the data into a single packet that are received from the member

nodes. Thus, the sensed information is considered as highly co-related. We

employ the number of rounds as a metric to quantify the time required to

build the network.

In this simulation the duration of each round is taken as 500 milliseconds.

Figure 3.3 shows the wireless sensor network consisting of 500 nodes deployed

in a square area with a random distribution. We denote a normal node with

“o”, an advanced node with “+”, the dead nodes with red “ · ” and the BS

with “×”. Here the number of advanced nodes are 0.2 times than the normal

nodes present in the network. It also shows the number of dead nodes after

500 rounds from the beginning of the algorithm.

Whereas, Figure 3.4 shows the network with 0.5 times advance nodes than

the normal nodes. The advanced nodes are having more energy than the

normal nodes, so it lives a longer time than the normal nodes. It can be

observed that this network is more robust than the network having 0.2 times

of advanced nodes. From the above two figures it can be analyzed that the

number of dead nodes present in Figure 3.3 is much higher than the dead nodes

present in Figure 3.4. So it draws this conclusion that, if we put more number

of high energy nodes then the lifetime will be increased accordingly.

Figure 3.5 shows the time when the first node dies in the network according

to the different heterogeneity parameter m. Here it can be observed that,

as the heterogeneity level increases the lifetime of the network also increases,

so they are directly proportional to each other. But after a certain level the

lifetime becomes constant.
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Figure 3.3: Wireless Sensor Network with 0.2 times advanced nodes
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Figure 3.4: Wireless Sensor Network with 0.5 times advanced nodes
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Figure 3.5: Efficiency based on percentage of advanced nodes

3.5.3 Study 2: Robustness with regard to number of

cluster-heads

Figure 3.6 shows the number of cluster-heads created in each round. The

number of CHs established in each round are different. According to the

transmission range of each sensor, the clusters are created. If any of the nodes

found in the network, who doesn’t come in the range of any of the CH then

that node becomes a CH. So it is crucial to minimize the number of cluster-

heads so that higher lifetime can be achieved for the network. If a larger

number of nodes will be appointed as CHs then the energy level of all the CHs

decreases, so that the lifetime of the network decreases. Figure 3.6(a) shows

the number of cluster-heads created in a different round of LEACH algorithm.

Whereas, Figure 3.6(b) shows the number of CHs created in a different round of

EECS algorithm. But the number of cluster-heads created in a different round

of DEEC algorithm are shown in Figure 3.6(c). And Figure 3.6(d) shows
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((a)) CHs in LEACH ((b)) CHs in DEEC

((c)) CHs in EECS ((d)) CHs in the proposed protocol

Figure 3.6: Number of cluster-heads created for different protocols

the number of CHs created in a different round of the proposed algorithm.

The Figure 3.6 clearly describes the density of the CHs created for different

protocols. The number of CHs created by the proposed protocol is 7 %,5 %

and 11 % lesser than LEACH, EECS and DEEC respectively. At the beginning

of the rounds, the number of CHs is much higher than in the end because all

the sensor nodes have higher power level at the start of the clustering process.
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Figure 3.7: Lifetime comparison between different algorithms

3.5.4 Study 3: Efficiency with respect to Network

lifetime

Figure 3.7 shows that DDCP remarkably extends the stable region compared

to existing algorithms. On the other hand, DDCP attains higher lifetime than

the algorithms like LEACH, DEEC and EECS. The algorithm selects the nodes

as cluster-head, which is left with a large amount of residual energy, and the

low energy nodes join the CHs as member nodes. The number of alive nodes

compared to different protocols at different time intervals known as rounds

measured in milliseconds. The starting time of demolition of the first node

of DDCP is much higher than the compared protocols, so it performs better

utilization of the network with all the alive nodes.

55



Chapter 3 Distributed Clustering Protocol for WSN

3.5.5 Study 4: Case study for the use of clustering in

wireless Brain Computer Interface

One of the prominent application of WSN is sensing the human parameters

and map them with the computer/machine to realize the brain signals. In

case of brain computer interface, a wearable braincap can be used for the

deployment of the sensor nodes. Due to the small application area the number

of sensor nodes may be reduced significantly. The sensor nodes present on

the braincap are required to transmit the brain signal to the base station.

The base station could be available at a small distance from the braincap.

In case of direct communication each sensor node spends equal amount of

energy for data transmission. But after the use of clustering for the sensor

network the energy consumption is minimized. All the member nodes send

data to the respective cluster-heads which requires very less amount of energy

as compared to the direct communication methodology. The cluster-heads only

required more energy to transmit data to the base station. In this way, the

lifetime and efficiency of the network is increased by using a constant amount

of energy source.

The lifetime of the proposed protocol can be tested on a different

simulation setting, where area of the network is 5× 5× 5 cm3 and number of

nodes are hundred with a structural deployment. Figure 3.8 shows the

lifetime comparison of different protocols in the same simulation settings.

3.6 Summary

In this chapter, a distributed dynamic clustering protocol (DDCP) for

heterogeneous wireless sensor networks has been proposed. The suggested

protocol minimizes the cost of communication energy to enhance the lifetime

of the network. The protocol takes the decision of re-clustering based on the
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Figure 3.8: Lifetime of the algorithms on different simulation settings

information received from the cluster-heads. A sensor node is selected as a

cluster-head that is based on the residual energy and the number of

neighboring nodes. The proposed DDCP is not dependent on the geographic

information. Hence, it is scalable to a large number of nodes. This protocol

mainly depends on local information like energy information and

communication cost for the clustering purpose. Simulation results have been

discussed to describe the CH selection procedure, the effect of heterogeneity

and the lifetime of the network. The DDCP achieves the advantage of

on-demand re-clustering approach. From further investigation, it has been

observed that the energy efficiency is a viable factor besides the enhanced

lifespan of the entire network. This factor leads to improve the efficacy of the

designed network. Thus, the observed requirement can be incorporated in the

further contribution.
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Staggered Clustering Protocol

for WSN

(Effectiveness of energy efficient clustering protocol is showcased)
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4.1 Introduction

Wireless sensor networks contain a considerable amount of low-power

sensor nodes to construct the network. Substantially it can be utilized in an

extensive variety of uses, for example, in the military applications, ecological

sensing and environment observing [85]. WSN alludes to a gathering of

spatially scattered and devoted sensors for checking and recording the

physical data. Thus, it is vital to outline clustering protocols, which can

expand network lifetime, throughput of the network and reduce the energy

consumption by the nodes at the same time [39]. The sensor nodes are

irreplaceable, so it requires more consideration towards energy efficient

protocols. Essentially, clustering is the methodology of grouping the sensor

nodes shrewdly, which will bring about noteworthy enhancements in wireless

sensor networks [46]. WSNs are networks of dispersed autonomous gadgets

that can sense the ecological conditions agreeably. It confronts numerous

difficulties mainly brought on by communication failures, low memory space

and computational imperatives. The constrained power supply plays a vital

role where battery substitution or recharge is troublesome or even difficult to

be performed. These networks are fundamentally information gathering

networks where information are profoundly associated [92]. A robust

clustering algorithm should attempt to generate clusters with well-positioned

cluster-heads and minimize the communication cost among the sensor nodes.

The available energy of a node is restricted due to its miniaturized size. In

the situations where the sensor nodes work in remote or inaccessible areas, it

might be difficult to recover the nodes keeping in mind that recharging the

battery is impossible. In this manner, the network is relied upon to get

higher lifetime when the nodes have sufficient energy to assemble, process,

and transmit information. This implies that the designing of new clustering

protocols must be intended to be energy efficient. In spite of decreasing
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energy scattering, protocols ought to have the capacity to adjust the energy

dissemination of nodes so that the lifetime of the network is augmented.

The rest of the chapter is composed as follows. Section 4.2 determines the

genuine issue to be comprehended in this chapter. Where as Section 4.3 gives

the solution to the problem referred in the previous section. The system

model that comprises of network model and energy model is portrayed in

Section 4.4. The clustering parameters are delineated in Section 4.5. In

Section 4.6, the proposed energy efficient clustering algorithm is clearly

described elaborately. The operation of the proposed algorithm is

demonstrated in Section ??. Followed by the analysis of the algorithm in

Section 4.7. Section 4.8 presents the simulation results and discussion of the

algorithm. Finally, Section 4.9 summarizes the chapter.

4.2 Problem Statement

The number of nodes deployed in the wireless sensor network are large.

Accordingly, the general data packets in the network are considerable but

large data packet will bring about critical energy dissemination for nodes.

Since the nodes are energy compelled, the clustering protocol is obliged to be

energy proficient. The energy utilization by the nodes in the network differs

by position, so the protocol ought to have the capacity to adjust the energy

scattering of nodes. The sensor nodes in a wireless sensor network may be far

away from the base station. Long distant data transmission will bring about

impressive energy dispersal. Along these lines, the clustering protocol ought

to have the capacity to minimize the energy utilization of data transmission

from nodes to the base station. Therefore, the issues that need to be carried

out in the configuration of clustering protocol can be described as:

• Effectively deploy the nodes by certain distribution process.
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• Utilize efficient method to adjust the energy utilization of nodes.

• Instructions to minimize the energy dissemination of data transmission

from sensor nodes to the base station.

4.3 Proposed Solution to the Problem

The problem of energy-efficiency in a wireless sensor network is a major

parameter in case of designing the network. The clustering methodology is

a sensible answer for such a network scenario. It can productively compose

various nodes, aggregate data, and diminish energy scattering of nodes [96].

The CHs send accumulated information to the BS, that is situated far from

network area. Utilizing a proficient multi-hop clustering can minimize the

energy dispersal of data transmission from CHs to the BS [97].

These effective strategies lead us to develop an energy efficient clustering

protocol for WSN. The clustering protocol comprises of the following steps:

• Initially, the cluster-heads (CHs) are selected.

• Then, the member nodes join the CHs to form the clusters.

• After clustering, the data transmission starts with sensor nodes and the

base station via corresponding cluster-heads.

4.4 System Model

We portray the system model, consisting of the network model and the

energy model in this section.

4.4.1 Network Model

The network model provides the working environment that comprises of N

number of nodes with one base station. All the nodes are arbitrarily deployed
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in a L×L region with the base station found outside or inside the node zone.

The members of the sensor network periodically gather the required data and

forwards to the BS. While the base station is in-charge of accepting data from

nodes and presenting the end-client a portrayal of the sensed environment.

The network model has the following properties:

• Every node has comparable abilities of sensing, processing power, and

communication;

• Each of the node is energy compelled;

• The beginning energy of the nodes can be distinctive;

• Each node has the capacity to fluctuate its transmission power. This

implies nodes can change their transmitting reach in light of the

prerequisite;

• All nodes are fixed;

• The base station is settled and has no energy constraint.

Moreover, in spite of the energy oblige, every node has sufficient energy to

correspond straightforwardly with the others including the BS. Likewise, each

node has a little bit of processing power to pre-process the data before it is

sent to the cluster-head. Also, the nodes have low amount of memory to store

small information packets.

4.4.2 Energy Model

In this protocol, we utilized the energy model used in [39] to gauge the

energy dissemination for our network. The energy model comprises of a

transmitter, power amplifier, and receiver. The energy model has two

propagation models: 1) free space model and 2) multi-path fading model. In

case of free space propagation model there is immediate, observable pathway
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between the transmitter and the receiver. But, the engendering between the

transmitter and the receiver is not immediate in case of multi-path fading

model. In this model, the electromagnetic wave will bounce off the ground

and land at the receiver from diverse ways at distinctive times. The

propagation loss for transmitting power in free space model is considered as

d2, where d is represented as the distance from the transmitting node and the

receiving node. Whereas, the propagation loss for transmitting power is

considered as d4 in case of multi-path fading model.

The transmitting power can be enhanced amid the transmission by the power

amplifier to repay the propagation loss. Accordingly, the amount of energy

required to transmit a b bit message from the source to destination at a distance

d is characterized as:

ETx(b, d) =

 b ∗ (Eelec+ ∈fs ·dα), if d < d0,

b ∗ (Eelec+ ∈mp ·dα), if d ≥ d0
(4.1)

Where ETx specifies the amount of energy disseminated for transmitting a

data packet, but Eelec defines the energy dissipation per bit in transceiver

hardware. The power amplifier parameter used for the free space propagation

model is ∈fs. Whereas, for the multi-path propagation model the energy

amplifier parameter ∈mp is used. The traverse distance, d0, can be obtained

from:

d0 =

√
∈fs

∈mp

(4.2)

If the distance d between the source and the destination is bigger than the

traverse distance d0, the multi-path propagation model is utilized. Else, the

free space model is employed to quantify the energy dissolution. The amount

of energy needed for accepting an b bit message is:

ERx(b) = b ∗ Eelec (4.3)
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4.5 Clustering Parameters

In clustering, the sensor nodes in a WSN are isolated into distinctive virtual

groups, and they are apportioned topographically adjacent into the same group

as indicated by some set of heuristics. In a linked cluster architecture, sensor

nodes may be appointed as an alternate status or capacity, for example, CH

or member node. The cluster-head performs as a coordinator between the

member nodes with the base station. The responsibility of the CHs is to

aggregate all the data packets received from the member nodes and forward to

the base station as a solitary packet. Clustering has the following advantages:

• Reduces energy utilization by node and enhances bandwidth utilization.

• Reduces overhead by changing the CHs from time to time.

The vast majority of the algorithms expect to develop the network lifetime

by adjusting energy utilization among nodes and by circulating the load among

distinctive nodes now and again. Amid the renewal of clusters, the cluster-

head is changed alongside the individuals partnered to it. In WSN, the essential

concern is the energy effectiveness with a particular end goal to expand the

utility of the network.

4.6 Proposed Staggered Clustering Protocol

In this section, a staggered clustering protocol for WSNs is proposed. The

proposed protocol minimizes the energy consumption of the network as

compared to other existing clustering protocols.

4.6.1 Description of the Protocol

In case of designing clustering protocol, the first step towards the

development is to select the cluster-heads. The CHs are selected based on
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combined weighted value of energy and transmission cost. The selected

cluster-heads serve as the public face for the respective clusters. They are

responsible for doing numerous energy devouring assignments, for example,

data receiving, data aggregating, and data forwarding. Accordingly, the

energy consumed by a CH can be calculated based on the quantity of

neighboring nodes served by it and transmission distance between itself and

the BS. Also, the advanced nodes having more energy are picked as CHs

ahead of the normal nodes. In this algorithm, the selected cluster-heads take

necessary measures for achieving the intra-cluster and inter-cluster

communication to be energy efficient.

At the time, when it is found that the energy level of any of the cluster-head

becomes less than a predefined value, the respective cluster-heads inform to the

base station to perform the clustering algorithm again. So that new CHs can

be appointed before the death of the previous cluster-head. Thus, the network

will give continuous performance without any break. The best selection of

cluster-heads enrich the algorithm to provide better performance. There is a

chance that the cluster-heads will get redundant data from the member nodes,

which needs to be taken care of at the time of data aggregation.

4.6.2 Cluster Head Selection Mechanism

In clustering protocol, the nodes are organized into small groups called as

clusters. The clusters are composed of a CH and some member nodes. The

sensed data of the member nodes must be transmitted to the respective cluster-

heads. The CH performs data aggregation and sends to the remote BS [98].

The cluster-head determination procedure used in this protocol is described

below,

We characterize the sensor nodes of the network as N = n1, n2, ...nm, where

m is the number of nodes in the network. The residual energy of every node

n, is termed as En.
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Step 1: Calculate the set of neighbors for every node n:

S(n) =
∑
n′∈N

{distance(n, n′) ≤ Ic} (4.4)

Where S(n) is the set of neighbors of node n, distance(n, n′) gives the

transmission distance in between node n and node n′, where as Ic shows the

transmission range.

Step 2: Figure out the aggregate of square distance in between node n and

its neighbors as,

dn =
1

|S(n)|
∑

n′∈S(n)

dis tan ce(n, n′)2 (4.5)

Step 3: Calculate the distance Dn for every node n

Dn = Dist(n,BS) (4.6)

where Dist(n,BS) is the transmitting distance between the node n and the

base station (BS).

Step 4: Ascertain the joined weight for every node n as:

Wn = (|S(n)|+ dn +Dn)
E0

En
(4.7)

Where E0 = the initial energy of the node n in joule.

En = the current energy of the node n in joule.

Step 5: The node having smallest Wn is selected as the CH. Once a cluster-

head is determined its neighbors are considered as member nodes.

Step 6: The steps from 2 to 6 will be repeated for the remaining nodes to

complete the clustering algorithm.

4.6.3 Analysis of Cluster Head Selection Mechanism

The central point of this algorithm is to be more energy efficient when

contrasted with other existing ones. Hence it utilizes two fundamental
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parameters, for example, average energy and the transmission cost in between

nodes. The average energy of all the nodes can be calculated as follows,

AEn =

∑
n′∈S(n)

Ecurrent
n′ + Ecurrent

n

|S(n)|
(4.8)

In this equation, Ecurrent
n′ shows the present energy estimation of all the

neighbors of node n, and Ecurrent
n is the current energy estimation of node n.

Whereas, AEn reflects the average energy of all the nodes present in the

network. On the off chance that the residual energy of any node n gets to be

not exactly the AEn then the node is considered as a low energy node. The

low energy nodes are disregarded at the time of cluster-head selection

process. So the nodes having more residual energy when contrasted with

AEn are considered to turn into a cluster-head in the resulting rounds.

In the cluster-head selection process, both the average power refinement and

communication cost are given equivalent significance. The communication cost

for each node is computed as,

Ccost = Ecurrent
n ·

∑
n′∈S(n)

distance(n, n′)

|S(n)|
(4.9)

Where distance(n, n′) is the transmitting distance between the node n and

node n′ , which is calculated with respect to the received signal strength

indicator (RSSI). After the estimation of Ccost for each node, it is supplied to

the base station. At that point, in view of energy information and the

communication cost the best suitable nodes are chosen as cluster-heads for

each round.

4.6.4 Clustering Algorithm

The operation of the protocol is separated into rounds. Figure 4.1 shows

that, a set-up phase is followed after the initial deployment is done.
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Furthermore, when the clusters are created, the next step to complete the

process is transmission phase.

.

.Initial deployment

.Selection of
.cluster head

.Clusters created
.(Member nodes added)

.Intra-cluster
.communication

.Inter-cluster
.communication

..

.Initialization

.Setup phase

.Transmission phase

.Next round

Figure 4.1: Network operation of the protocol

The clustering starts with selecting cluster-heads based on the geographical

information of the nodes when they are dispersed throughout the terrain. At

the point when the node gets all the data about the neighbors, it computes Ccost

and broadcasts to it’s neighbors. As indicated by Ccost, every node analyzes

their candidature for becoming cluster-head. On the off chance that the node

ends up suitable for the position then it sends electmsg to different nodes.

The nodes which get the highest electmsg from neighbors, declares itself as the

cluster-head for the current round. All the non-cluster-head nodes then join

the closest cluster-head to fabricate the cluster. The node n who is working

as a cluster-head is indicated by CHn.
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Algorithm 2 SCP Algorithm

1: d0=
√
∈fs/∈mp

2: for i← 1 to n do

3: for j ← 1 to n do

4: d(i,j)=sqrt(((noden.x− node′n.x)
2)+(noden.y − node′n.y)

2)

5: if d(i,j)≤ tr && j ̸= i then

6: noden.nbr = node′n

7: end if

8: end for

9: end for

10: for r ← 1 to rmax do

11: for i← 1 to n do

12: Calculate AE, Ccost and noden.broadcast(AE, Ccosti)

13: if noden.E ≤ 0 then

14: dead = dead + 1

15: end if

16: noden.send(elect msg) to all neighbours

17: if noden.receive(elect msg) from noden.nbr then

18: noden.ticket = noden.ticket + 1

19: end if

20: if Noden.ticket=Max then

21: CH ⇐ nodei

22: else

23: Noden is not CH, associates with nearest CH

24: end if

25: end for

26: end for
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4.7 Analysis of the Algorithm

Let there are N number of sensor nodes consistently appropriated in a L×L

area in this protocol. In the event that we have nc number of clusters, then N
nc

amount of nodes are associated with each cluster. Every cluster comprises of

one cluster-head and N
nc
−1 member nodes. Every CH node scatters energy by

getting data from member nodes, performing data aggregation and forwarding

the aggregated data to the BS. Subsequently, the energy scattering of the

cluster-head ECH is:

ECH = l × Eelec(
N

nc

− 1) + l × EDA
N

nc

+ Einter (4.10)

Where l showcases the amount of bits present in every data packet, Eelec is the

parameter characterized in the energy model, and EDA is the required energy

for data aggregation. The amount of energy spent for data transmission from

the cluster-head to the base station is denoted as Einter.

The member nodes in clusters usually send the sensed data to the cluster-

head. Apparently the transmitting distances between CHs and the member

nodes in the same cluster are not exactly the cross-over distance. So the energy

dispersal takes after the free space model. Therefore, the energy devoured by

one member node is Emember,

Emember = lEelec + l ∈fs d
2
toCH (4.11)

where Eelec and ∈fs are the parameters characterized in energy model, and

dtoCH is the distance from the member node to the cluster-head.

Now the normal energy dispersed in a cluster is:

Ecluster = ECH + (
N

nc

− 1)Emember (4.12)

Total energy is:

Etotal = ncEcluster (4.13)
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4.8 Simulation and Result Discussion

We simulate a wireless sensor network of 500 nodes in a 500×500 m2 area,

and the base station is placed in the middle of the zone. The simulation

parameters are indicated in Table 4.1. It is assumed that there are p percentage

of advanced nodes outfitted with α times more energy as compared with normal

nodes are present in the network. The starting energy of each of the normal

node is 2J, but in case of advance nodes it is 5J. LEACH is considered as the

basic clustering algorithm that gave another course to the field of clustering in

WSN, whereas DEEC and EECS utilize the two level heterogeneity to improve

lifetime over the LEACH.

Table 4.1: Simulation parameters

Parameter V alue

Area 500× 500

Nodes 500

Base Station (250,250)

Initial Energy (normal node) 2J

Eelec 50nJ/bit

∈fs 10pJ/bit/m2

∈mp 0.0013pJ/bit/m4

EDA 5nJ/bit/message

Packet Size 2000 bits

Frames/round 30
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Figure 4.2: Number of Cluster heads per round

4.8.1 Study 1: Robustness with regard to numbers of

clusters

Figure 4.2 exhibits the amount of cluster-heads made in each round. The

number of CHs selected in each round is not same, in light of the way that

the amount of clusters is not settled. According to the transmission range and

the nature of energy data received, the clusters are created. Furthermore, the

lifetime of the network is very much subject to the number of cluster-heads

appointed. The lifetime of the network is directly affected based on the number

of clusters created by the clustering algorithm.
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Figure 4.3: Amount of data packets received at the base station until the first

node dies versus initial energy

Figure 4.4: Amount of data packets received at the base station until half the

nodes die versus initial energy
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4.8.2 Study 2: With respect to the number of data

packets transmitted

The wireless sensor network is data-oriented network, whose priority is to

get the real data. The data are transferred to the base station through the

cluster-heads by the manifestation of data packets. In this way, the estimation

of data packets transmitted in a network is given most extreme significance.

The number of data packets transmitted in the network until the first node of

the network dies is shown in Figure 4.3. Whereas, the quantity of data packets

received at the base station until half of the node die is explained in Figure 4.4.

4.8.3 Study 3: With respect to energy consumption

Figure 4.5 demonstrates that the proposed protocol is more energy efficient

than LEACH, DEEC and EECS. Residual energy is the amount of energy left

with the node. The node that is having more residual energy will have more

opportunities to turn into a CH. In heterogeneous networks, the advance nodes

have more opportunity to be the cluster-head so that the lifetime of the network

will be expanded. This protocol gives better performance when contrasted

with other existing ones due to the energy efficiency parameters used for data

transmission. Determination of high energy node with low communication cost

remain the key parameter for achieving energy efficiency in the protocol.
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Figure 4.5: Average energy dissipation of the network versus number of rounds

4.8.4 Study 4: Efficiency with respect to lifetime

The estimation of the lifetime of the network is a critical parameter to exhibit

the productivity of the network. Figure 4.6 demonstrates that the proposed

protocol outperforms the other existing ones with respect to the lifetime of the

network. The staggered clustering protocol is contrasted with LEACH, DEEC

and EECS in the same heterogeneous setting. Moreover, the lifetime of the

network is considered in this protocol until 50% of the node stays alive. The

proposed protocol chosen high energy nodes to be the cluster-head because of

the availability of advanced nodes in the network. So it dodges earlier death of

low energy nodes and draws out the stability of the wireless sensor networks.
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Figure 4.6: Lifetime of some selected algorithms

4.8.5 Case 5: Case study for the use of Clustering in

Wireless Brain Computer Interface

Wireless BCI frameworks can be used in practical applications, for example,

house control system and drowsiness detection system for drivers. Recently,

BCI has begun its approach to get the attention of the general public to show

the possibility of another kind of user experience. For example, drowsiness

detection can be applied to car drivers for preventing traffic accidents. The

main aim of the wireless BCI framework is to maximize the lifetime of the

network by using less amount of energy. So that, the network can work for

maximum time without the replacement of the batteries. The BCI framework

can be energy proficient by using the energy aware clustering protocols. The

use of clustering protocols provide a lot a of benefits, for example, scalability,

energy efficiency and throughput of the network.
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Figure 4.7: Lifetime of some selected algorithms on different settings (reduced

number of nodes)

The proposed protocol is tested on a different simulation setting where area

of the network is 5 × 5 × 5 cm3 and number of nodes are hundred with a

structural deployment. Figure 4.7 shows the lifetime comparison of different

protocols in the same simulation settings.

4.9 Summary

In this chapter, a staggered clustering protocol (SCP) for two-level

heterogeneous wireless sensor networks has been proposed that accomplishes

the energy efficiency of the network. The suggested protocol minimizes the

expense of communication energy to increase the lifetime of the network.

This protocol does not require any global energy knowledge during clustering

process. As long as the nodes trade local information, the selection of
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cluster-heads becomes easier. It relies upon the local information sharing like

energy information and communication cost. Simulation results show better

performance with respect to the impact of CH selection, cluster density and

frequency of re-election. It may be noted that, the performance result with

respect to cluster-head selection can be optimal to build an energy efficient

network. This optimization process can be accomplished in further

contribution.
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[Energy optimization is explored by using PSO]
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5.1 Introduction

Wireless Sensor Network (WSN) has become popular as an effective

technological platform with huge and novel applications. It has turn into an

important innovations in acknowledging numerous applications such as

military applications, environment monitoring and surveillance systems.

There are few factors that affect designing and working of WSNs. These

factors incorporate energy efficiency, low latency, network coverage and load

balancing in terms of energy used by sensor nodes [99]. Because of these

unique attributes, it is a challenging task to select or propose a new

clustering algorithm for a specific WSN application [100]. Utilizing clustering

strategies in WSN can help solving some of those concerns, by organizing the

network nodes into smaller clusters and elect a cluster-head. In cluster based

protocols, the network operating time is divided into rounds. Each round

consists of two phases, the cluster set-up phase and the data-communication

phase. In the cluster set-up phase, the network is configured. The CH nodes

and the clusters are determined, and each CH assigns a member node to a

slot in order to create time-division multiple-access (TDMA) schedule. In the

data-communication phase, each member node sends its data to its respective

CH at the assigned time slot and the CH aggregates the data and forward it

to a central Base Station (BS) [101].

The decision of selecting CHs relies on couple of segments, for instance,

residual energy and neighbour density. Since the CH needs to stay active

during the whole round, it may deplete its energy sooner than the other

members of the cluster. So the role of cluster-head is periodically pivoted

among the sensor nodes to ensure adjusted energy consumption. Since the

CHs are continually dynamic during the whole round, minimizing the number

of CHs will in turn decrease the energy consumption and increase the

network lifetime [56]. Hence, the number of chosen CHs is an essential
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element that influences the network lifetime fundamentally. The objective of

clustering is to look among a group of sensor nodes to locate an arrangement

of nodes that can act as cluster-heads. For a given network topology, it is

hard to locate the ideal arrangement of CH nodes. For N sensor nodes, there

are 2N − 1 distinctive combination of solutions, where in each arrangement, a

sensor node is either chosen as CH or non-CH. This has been ended up being

a Non-deterministic Polynomial (NP)-hard optimization problem [100].

Solutions for NP-hard problems include searches through huge spaces of

possible arrangements. Swarm intelligence methodologies have been applied

effectively to a variety of NP-hard problems. Particle swarm optimization

(PSO) is a swarm intelligence based optimization strategy. PSO has

numerous advantages over different alternatives optimization techniques like

Genetic Algorithms (GA). For instance, simplicity of execution on hardware

or software, excellent solutions because of its capacity to escape from local

optima and fast convergence [102]. In view of its adequacy in solving

NP-hard problems, PSO has been adopted to optimize the CH election by

several clustering protocols. Clustering is a rehashed procedure; in this way,

the easier the optimization algorithm, the better the network productivity is.

This is another reason PSO is a popular choice for WSN clustering.

The remainder of this chapter is organized as follows. The proposed system

model is presented in Section 5.2. Section 5.3 provides a brief summary of

PSO. Section 5.4 provides a detailed description of the proposed protocol.

Simulations results are illustrated in Section 5.5. Finally, we summarize our

work in Section 5.6.

5.2 System Modeling

Our proposed protocol relies on the following key realistic assumptions

regarding the Wireless Sensor network:
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5.2.1 Network Model

A set of sensor nodes is randomly spread throughout a two-dimensional

square field. Also, no suspicions are made about the network density. We

consider the following properties of the sensor network:

• The sensor nodes are static.

• There are two types of nodes are used, for example, normal nodes and

advanced nodes.

• Communication links are bidirectional.

• The processing and communication capabilities are the same for all

network nodes.

• The sensor nodes are unaware of their location.

5.2.2 Energy Model

In this protocol, we utilized the energy model used in [18] to gauge the energy

dissemination for our network. The energy model comprises of a transmitter,

power amplifier, and receiver. The energy model has two propagation models:

1) free space model and 2) multi-path fading model.

The transmitting power can be enhanced amid the transmission by the power

amplifier to repay the propagation loss. Accordingly, the amount of energy

required to transmit a b bit message from the source to destination at a distance

d is characterized as:

ETx(b, d) =

 b · (Eelec+ ∈fs ·d2), if d < d0,

b · (Eelec+ ∈mp ·d4), if d ≥ d0
(5.1)

Where ETx specifies the amount of energy disseminated for transmitting a data

packet, but Eelec defines the energy dissipation per bit in transceiver hardware.

The power amplifier parameter used for the free space propagation model is
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∈fs. Whereas, for the multi-path propagation model the energy amplifier

parameter ∈mp is used.

The amount of energy needed for accepting an b bit message is:

ERx(b) = bEelec (5.2)

5.3 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a stochastic population based

optimization algorithm which is motivated by social behaviour of bird

flocking or fish schooling [33]. The basic PSO comprises a swarm of S

particles (potential solutions), which fly through a D-dimensional problem

search space in search of the global optimum position that produces the best

fitness of an objective function.

Initially, each particle i is randomly assigned a position xid and a velocity vid

(i = 1, 2,....,S), and d = (1, 2,....,D). In every iteration, each particle adjusts

its velocity to follow two best solutions. The first is the cognitive part, where

the particle follows its own best solution found so far. This is the solution that

produces the lowest cost (has the highest fitness). This value is called pbesti

(particle best). The other best value is the current best solution of the swarm,

i.e., the best solution by any particle in the swarm. This value is called gbest

(global best). After finding the two best values, particle i then updates both

its position and velocity iteratively with the following equations:

vid(t+1) = w× vid(t) + c1r1(pbesti(t)− xid(t)) + c2r2(gbest(t)− xid(t)) (5.3)

xid(t+ 1) = xid(t) + vid(t+ 1) (5.4)

The parameters, c1 and c2 are two positive constant named as learning

factors. Whereas, r1 and r2 are random variables between [0, 1]. The

parameter w is a weight factor that control the velocity of the particle. The

PSO algorithm is shown below:
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Algorithm 3 PSO Algorithm

1: for each particle do

2: initialize particle

3: end for

4: while target fitness or maximum epoch is not attained do

5: for each particle do

6: calculate fitness

7: if current fitness value better than (pbest) then

8: pbest = current fitness

9: end if

10: end for

11: set gbest to the best one among all pbest

12: for each particle do

13: update velocity using equation 5.3

14: update position using equation 5.4

15: end for

16: end while

5.4 The Proposed Protocol

In this section, we discuss a distributed and PSO-based clustering protocol to

create hierarchical cluster structure for the sensor nodes. The proposed energy

efficient clustering algorithm using PSO (EEC-PSO) is trying to optimize the

number of cluster-heads to minimize the energy consumption of the network.

In EEC-PSO, the network operating time is divided into rounds. Each

round consists of two phases, (i) the cluster formation phase and (ii) the data

communication phase.
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5.4.1 Cluster Formation Phase

The primary objective of this stage is to locate the optimal set of CHs and

form the clusters.

This phase begins with neighbour discovery where every sensor node

broadcasts a HELLO packet that includes its ID. A sensor node that receives

this HELLO packet will update its neighbour table with the ID included in

the packet along with the Received Signal Strength Indicator (RSSI) [103]

value in the received packet. After the neighbour discovery ends by all the

sensor nodes, each node broadcast the ID, residual energy and it neighbour

table data.

A particle is represented as a sequence of candidate cluster head ID’s. Some

of the nodes declare themselves as candidate nodes based on the RSSI value.

Only nodes with an energy level above the average are eligible to be a CH

candidate for each subsequent round except the beginning round. Next, any

one the candidate node voluntarily runs the PSO algorithm to find the best B

CHs that can minimize the energy efficiency function.

1) Particle Initialization: In the proposed protocol, each particle’s position

vector that represents the CH nodes ID is initialized with random integer

values. The particle size is equal to the upper bound on the number of CH

candidates. It should be noted that the velocity update by equation 5.3 gives

non-integer velocity values, which are converted to the nearest integer in the

implementation.

Every node have the knowledge of RSSI value and energy information of

all it’s neighbors. The nodes having highest RSSI value and energy than the

neighbors declares itself as a candidate cluster-head for the current round.

From the set of candidate CHs, the node having the maximum RSSI strength

will finally become the CH. At last, the final list of CH is informed to each

members present in the network.
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2) Cluster Formation: Rest of the nodes present in the network joins the

nearest cluster-heads which are generated from the particles. We aim at

designing the clusters with the objective of improving the network scalability

and minimizing the number of CHs during each round.

3) Objective Function: The best CHs are selected such that they optimize the

combined effect of the following properties: energy efficiency and link quality.

i) Energy Efficiency:

To achieve an energy efficient clustering protocol, less number of CHs need

to be selected during each round. To achieve that, the protocol needs to

minimize the number of CHs. Minimizing the following function will achieve

that objective:

EEp =
B

U
(5.5)

B is the total number of CHs generated from particle p. U is the upper

bound on the number of CHs.

ii) Link Quality:

The aim of this sub-objective is to maximize the link quality between the

cluster members and their respective CHs in order to maximize the Packet

Delivery Rate (PDR). RSSI, strength of the received RF signal, is one

fundamental indicator of link quality.

Let LQ(ni, CH) be an indicator of the link quality between cluster member

ni and its CH. It can be calculated using:

LQ(ni,CH) =
RSSI(ni, CH)

minRSSI
(5.6)

RSSI(ni, CH) is the RSSI for the link from ni to CH and minRSSI is the

worst RSSI value among all communicating pairs.

After calculating the previous sub-objectives, the final objective function

that needs to be minimized is:

wc1 × EEp + wc2 × LQ (5.7)
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wc1 and wc2 are weight coefficients that specify the contribution of each

sub-objective in the main objective function.

4) TDMA Scheduling: The CHs create schedules based on TDMA to allocate

time slots for each of the cluster members.

The energy efficient clustering algorithm using PSO is described in step-by-

step manner in Algorithm 4.

Algorithm 4 EEC-PSO Algorithm

1: Initialize S particles to contain K randomly selected cluster-heads among

the eligible cluster-head candidates.

2: For each node ni, i = 1,2,...,N

3: Calculate distance d(ni, CHt) between node ni and all cluster-heads CHt.

4: Assign node ni to cluster-head CHt where;

d(ni, CHt) = min
t=1,2,..,K

{d(ni, CHt)}

5: Find the personal and global best for each particle.

6: Update the particle’s velocity and position using equation 5.3 and 5.4

7: Map the new updated position with the closest (x,y) coordinates.

8: Repeat steps 2 to 7 until the maximum number of iterations is reached.

5.4.2 Data Communication Phase

In the data-communication phase, each member node uses its TDMA

schedule to transmit its data to its cluster-head. When a member node

finishes its data transmission slot, it enters the sleep state to save its energy

until it receives any new data.
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Table 5.1: Simulation parameters

Parameter V alue

Area 500× 500

Nodes 500

Base Station (250,250)

Initial Energy (normal node) 2J

Eelec 50nJ/bit

∈fs 10pJ/bit/m2

∈mp 0.0013pJ/bit/m4

EDA 5nJ/bit/message

Packet Size 2000 bits

Frames/round 30

5.5 Simulation and Result discussion

We simulate a wireless sensor network of 500 nodes in a 500×500 m2 area,

and the base station is placed in the middle of the zone. The simulation

parameters are indicated in Table 5.1. It is assumed that there are p percentage

of advanced nodes outfitted with α times more energy as compared to the

normal nodes that are present in the network. The starting energy of each

of the normal node is 2J, but in case of advance nodes it is 2(α+1)J. In this

simulation, we assumed the value of α as 2. The performance of the proposed

algorithm is investigated against the well known protocols LEACH, DEEC,

EECS and PSO-HC.

Case 1: Robustness with regard to number of clusters

Figure 5.1 exhibits the amount of cluster-heads made in each round. The

number of CHs selected in each round is not equal. According to the
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Figure 5.1: Number of Cluster-heads per round

transmission range and available energy of a node, the clusters are created. If

any node doesn’t come under the close proximity of any CH then that turns

into an isolated CH. Furthermore, the lifetime of the network is very subject

to the number of cluster-heads appointed. At the point when the number of

cluster-heads is more, it consumes a lot of energy in data forwarding, which

decreases the lifetime of the network.

Case 2: Efficiency based on energy consumption

Figure 5.2 demonstrates that the proposed protocol is more energy efficient

than LEACH, DEEC, EECS and PSO-HC. Residual energy is the amount of

energy left with the node. The node that is having more residual energy will

have more opportunities to turn into a CH. In heterogeneous networks, the

advance nodes have more opportunity to be the cluster-head so that the

lifetime of the network will be expanded. This protocol gives better

performance when contrasted with other existing ones due to the energy

efficiency parameters used for data transmission. Determination of high
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energy node with low communication cost remain the key parameter for

achieving energy efficiency in the protocol.
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Figure 5.2: Average energy dissipation of the network versus number of rounds

Case 3: Efficiency with respect to lifetime

The estimation of the lifetime of the network is a critical parameter to exhibit

the productivity of the network. Figure 5.3 demonstrates that the proposed

protocol outperforms the other existing ones with respect to the lifetime of the

network. The staggered clustering protocol is contrasted with LEACH, DEEC,

EECS and PSO-HC in the same heterogeneous setting. Moreover, the lifetime

of the network is considered in this protocol until 50% of the node stays alive.

The proposed protocol selects high energy nodes to be the cluster-head because

of the availability of advanced nodes in the network. So it dodges earlier death

of low energy nodes and draws out the stability of the wireless sensor networks.
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Figure 5.3: Lifetime of the algorithms

Case 4: Case study for the use of clustering in wireless

Brain Computer Interface

Wireless BCI frameworks can be used in practical applications, for

example, house control system and drowsiness detection system for drivers.

Recently, BCI has begun its approach to get the attention of the general

public to show the possibility of another kind of user experience. For

example, drowsiness detection can be applied to car drivers for preventing

traffic accidents. The main aim of the wireless BCI framework is to maximize

the lifetime of the network by using less amount of energy. So that, the

network can work for maximum time without the replacement of the

batteries. The BCI framework can be energy proficient by using the energy

aware clustering protocols. The use of clustering protocols provide a lot a of

benefits, for example, scalability, energy efficiency and throughput of the

network. The lifetime of the proposed protocol can be tested on a different

simulation setting, where area of the network is 5× 5× 5 cm3 and number of
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Figure 5.4: Lifetime of some selected protocols on different simulation settings

nodes are hundred with a structural deployment. Figure 5.4 shows the

lifetime comparison of some selected protocols in the different simulation

settings.

5.6 Summary

In this chapter, a PSO based energy efficient clustering protocol has been

proposed for designing WSNs. The suggested protocol enhances the network

energy efficiency by fixing an upper bound for the number of CHs. The

optimization method minimizes the number of CHs as mapped to that fixed

bound value. Furthermore, it improves the network scalability by utilizing

heterogeneous cluster structure. The protocol has been tested on an energy

consumption model that can be viewed as a realistic network. The empirical

simulations has been conducted to achieve the adequate performance. The

simulation results outperform its competent approaches. The current

suggested protocol comprises all the achieved advantages of preceding
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approaches. This optimized approach can be applied in brain computer

interface (BCI) to enhance the lifetime of the sensor network used in the

interface. Subsequently, the BCI detects drowsiness of the driver on wheel

that uses the proposed scheme.
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An Application of Wireless

Brain Computer Interface for

Drowsiness Detection

(Use of wireless sensor network in brain computer interface)
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6.1 Introduction

Brain computer interface (BCI), typically understood as networks of

wearable or implantable wireless devices designed to interpret the brain

signals by the computer. The biomedical devices are implanted or worn by

the humans to collect diagnostic information, which will fine-tune medical

treatments or biomedical applications over extended periods of time [104].

This chapter aims to detect the drowsiness of the drivers on wheel by

utilizing the wireless brain computer interface. Driver’s drowsiness has been

embroiled as a causal element in numerous mischances due to the stamped

decrease in drivers’ ability to detect danger and distinguishment of risk [83].

Drowsiness is move state in the middle of getting up and slumber, amid

which a diminishing of vigilance is achieved. Drowsy driver recognition

framework helps in reducing the number of accidents caused by the drowsy

drivers. The National Highway Traffic Safety Administration (NHTSA)

reported that drowsy driving causes more than 100,000 accidents a year,

bringing about 40,000 wounds and 1,550 passings [105]. As per a study from

National Sleep Foundation (NSF), 37 percent of individuals said that, they

had fallen asleep on the wheel, and 13 percent said they did so once a month.

Youthful grown-ups aging 18 to 29 are more inclined to say they’ve driven

drowsy (71 percent), contrasted with generally 50% of grown-ups aging 30 to

64. To be sure, it is evaluated that more youthful drivers represent very

nearly two-thirds of drowsy driving accidents. Men are more prone to drive

drowsy than ladies (56 versus 45 percent) and are very nearly twice as prone

to nod off at the wheel [106].

Previous studies have proposed various strategies to discover drowsiness

driving by focusing on blink rate, eye closure, and inclination of driver’s

head. There are a few signs of drowsiness that ought to advise a driver to

stop and rest. It is watched that, the parameter like overwhelming eyelids are
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effectively fluctuating in distinctive vehicle sorts and driving conditions [79].

The primary focus on measuring physical changes of the driver, such as pulse

rate, heartbeat rate, eye blinking measures and electroencephalographic

(EEG) activities to detect drowsiness and alert the driver before meeting an

accident [80]. Orden et al. [107] showed the comparison between the

EEG-based methods with the eye activity based method for detection of

drowsy driving.

((a)) ((b))

Figure 6.1: Photographs of (a)Wireless braincap used for signal acquisition (b)

Signal processing module

This chapter describes a quick distinguished EEG-based wireless brain

computer interface scheme for detecting the drowsiness. There exist a couple

of approaches to detect drowsiness by using wired BCI communication. The

wired BCI is found to be unsuitable when there is a need of movement for

the BCI application. The proposed wireless BCI model comprises of a

braincap, signal acquisition unit, and a signal processing module. The

braincap as shown in Figure 6.1(a) is utilized to gather EEG signals

continuously, which will be further processed by the signal processing module
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as shown in Figure 6.1(b).

The rest of the chapter is organized as follows:

The system modeling of BCI is described in Section 6.1.1. Section 6.2 depicts

the network model of the proposed framework. The drowsiness detection and

issuance of warning tone is discussed in Section 6.3, followed by Section 6.4,

where the results are being discussed. Finally, the chapter is summarized in

Section 6.5.

6.1.1 System Model

A general working model of the proposed wireless brain computer interface

is demonstrated in Figure 6.2. The brain signals are captured through the

braincap mounted EEG sensors. The EEG signal acquisition unit(SAU)

handles getting the signal from the braincap, and it will send digital

information to the signal processing unit(SPU) after the necessary filteration

and amplification of the signal followed by an analog to digital converter.

Then, it is the job of the SPU to take the decision, whether warning tone

should be triggered or not. The two parts of the SAU are analog and digital.

In the analog stage, bandwidth filtering and amplification are two main

components needed for getting accurate and useful signal. Due to the low

amplitude of the EEG signal, amplification is very much required for further

processing. The digitized signal is then processed through the microprocessor

to check the bit errors. At last, the signal is transmitted through a wireless

transmitter to the signal processing unit.

Furthermore, a clustering algorithm can be used for the total number of

sensors used in the braincap. This will help to enhance the longevity of the

sensors mounted on the braincap. In this phase, on the basis of location

information and the energy power of the sensors the cluster-heads are selected

periodically. The CHs are the only responsible nodes to send the sensed data

to the base station (BS). In this way, we can save the energy of the cluster
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Figure 6.2: Working model of wireless BCI System

member nodes which help in enhancing the lifetime. As per the principle of

the proposed algorithm, after the selection of the CHs, the neighbor nodes try

to become cluster member by sending request to join them. Then the CHs

decide which node to be their member. Thus the clusters are formed with one

cluster-head and one or more cluster members. After the end of the clustering

process if any node stays alone without becoming a member of any cluster,

then it becomes an isolated cluster-head.

6.1.2 Wireless EEG Signal Acquisition Unit

The EEG signals are collected from the electrodes fitted with the braincap

worn by the driver. The signal is recorded as unipolar by taking the left ear

as a reference point. The EEG signals collected from the braincap are

sampled at a rate of 256 Hz utilizing a bandpass filter of 0.1–100 Hz [108].

We likewise require a frequency filtering strategy to evacuate different noise

components. The recorded EEG signals poss a narrow bandwidth (0.1 Hz to

50 Hz). Subsequently, filtering is useful for concentrating on valuable signals

from the raw signals. To channel out unwanted frequency bands, the analog

system uses a bandpass filter. Those filtering procedures are performed
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utilizing inactive or dynamic filtering circuits.

In the amplification process, the wireless BCI framework uses operational

amplifiers or instrumentation speakers. Those amplifiers ordinarily give an

increase in signal strength going from thousands to many thousands.

Amplification with high gain gives more prominent heartiness against a

variety of clamor sources. Then again, we have to focus a suitable

amplification increase to boost the signal determination in the simple analog

to digital converter (ADC). In this way, the amplification process helps in

transmitting a higher bandwidth signal to the digital system of the

framework.

In the digital framework, four components are incorporated: a multiplexer,

a microprocessor, an ADC and a remote transmission unit. For the most part,

most EEG-based wireless BCI frameworks help multi-channel recording [35,

84]. To utilize multi–channel signals at the same time, a multiplexer is required

to get access to all the channels. Since the measured EEG signals are of analog

type, an ADC must be incorporated to process the recorded EEG information

on the digital circuits. This integrated circuit changes the EEG analog signals

into discrete digitized information with a particular sampling frequency. The

Bluetooth module is most generally utilized as a part of medicinal applications,

where the transmission distance is up to 10 meter. In this application, we also

utilized bluetooth as the transmission between the wireless transmitter and

the receiver.

6.1.3 EEG Signal Processing Module

The EEG signal processing module is used to pre-process the received

signal. It can perform different calculations to help peripheral interfaces. The

module comprises of three submodules, for example, a recipient module,

signal transforming module and a warning tone unit. The responsibility of

the signal processing module is to process and analyze the received EEG
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data. The warning tone generates an indication for the driver when the

drowsy state is caught. The Blackfin processor (ADSP-Bf533) can be utilized

as a part of the implanted signal processing module. The CPU speed of the

installed Blackfin processor is measured up to 600 Mhz. The processor

utilizes different signal processing algorithms to measure the strength of the

received EEG signals. However, the warning signal is generated when the

value reaches the threshold.

6.2 Network Model

For our proposed wireless sensor network, following are the few assumptions,

• All sensor nodes are uniformly deployed over the braincap.

• Each node in the network is static.

• Each node is capable enough to increase their transmitting power upto

a threshold value when they are appointed as a cluster-head.

• The responsibility of acting as a cluster-head changes dynamically.

• The base station is deployed within one meter region from the application

area, which is nearby the driver’s seat.

• Every node present in the network sends the sensed data to their

respective cluster-heads, and the CHs convey the data straightforwardly

to the BS.

• The cluster-heads aggregate the received data from all it’s member nodes

and forward to the base station as a single packet.
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6.2.1 Energy Dissipation Model

The energy dissipation model utilized in this algorithm is followed from [18].

The amount of energy required to transmit a b bit message from the source to

destination at a distance d is characterized as:

ETx(b, d) =

 b · (Eelec+ ∈fs ·dα), if d < d0,

b · (Eelec+ ∈mp ·dα), if d ≥ d0
(6.1)

Besides, The amount of energy needed for accepting an b bit message is:

ERx(b) = b · Eelec (6.2)

Here, Eelec defines the energy dissipation per bit in transceiver hardware, and

∈fs (free space) or ∈mp (multi-path fading) is the amplifier energy. In the event

that the distance d between the source and the destination is bigger than the

traverse distance d0, the multi-path propagation model is utilized. Something

else, the free space model is utilized to quantify the energy dissolution.

6.2.2 Clustering Strategy

The lifetime of the clustered WSN depends on the measure of time the nodes

stay alive. The sensing scope of the network varies depending on the number

of live nodes. The lifetime of this proposed wireless BCI is characterized as the

time for which the Effectiveness is at the very least 70% [109]. The wireless

sensor network is fully effective when all of the sensor nodes are alive and they

cover the entire region of interest.

Effectiveness =

√
x ·N ′

y ·N
(6.3)

Where, x=Area covered

y=Total area

N ′=Surviving nodes

N=Total number of nodes
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The lifetime of the wireless sensor network is defined as the weighted sum

of the lifetime of the individual sensors present in the network. In an active

monitoring like application, the primary job of the sensors is to sense the data

and transmit it for further processing. In the processing of the sensor network,

the energy is consumed when the sensor sends or receives a message. The

lifetime of the individual sensor is calculated by using the following equation,

Lj =
Ej −

∑
(∈rcv + ∈snd)
Ej

= 1−
∑

(∈rcv + ∈snd)

Ej

(6.4)

Where, ∈rcv is the amount of energy consumed when the sensor receives a

message and ∈snd is the energy consumed on sending a message. The lifetime

of the whole network can be calculated as,

LN =
n∑

j=1

wjLj (6.5)

Weight = wj = c 1
d2jib

, where c is a constant.

djib : Distance from jth sensor to the base station at ith moment.

n : Total number of sensor nodes present.

To increase the number of living nodes of the network, the energy dissipation

rate of ought to be minimized. Accordingly the average energy Aenergy

consumption is characterized as,

Aenergy =
1

N

N∑
j=1

EC
j (6.6)

Here, EC
j specifies the amount of energy consumed by node j during one

round of the clustering algorithm. The energy consumption rate for

cluster-heads and member nodes are different. In case of member nodes, EC
j

is only calculated based on the amount of energy required for transmitting

data packets to the cluster-head. Whereas, EC
j is calculated for cluster-heads

by including the energy consumed for receiving data packets, the energy

consumed for aggregating the received data packets and the amount of energy

required for transmitting the data packets towards the signal processing unit.
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EC
j =

 br · (Eelec + Eamp) if node ̸= CH

br · [Eelec + (nj + 1) · EDA + Eelec + Eamp] if node = CH
(6.7)

br = b · nTx (6.8)

Here, b specifies the length of the data packet, and nTx defines the actual

number of transmissions occurred for a particular round. The total number

of bits transmitted in a given round is shown as br. Whereas, nj determines

the amount of member nodes associated with node j, and EDA ascertains the

amount of energy needed for data aggregation. The amplifier energy can be

classified as Eamp = ∈fs d
2 or ∈mp d

4.

6.3 Drowsiness Detection and Warning

Process

The wireless BCI framework proposed in this chapter is intended for

drowsiness detection by consolidating the EEG data acquisition process and

signal processing module. Consequently, a constant drowsiness detection

technique joined with an online cautioning system is actualized in the created

BCI framework for an exhibit. An element working environment is

additionally developed to test and check the vigor of the BCI framework.

The EEG range are for the most part arranged into two type, α type (8–13

Hz) and β type (>13 Hz) [110]. In the initial stage of driving, the driver

stays alert under any circumstances. The threshold value for the driver can

be decided at the beginning stage of the EEG recording. It is always difficult

to determine the threshold upon which the warning tone will be triggered.

The threshold may change from time to time as per different working areas.

For the best result, we have used the Mardia’s test [111] for deciding the

103



Chapter 6 An Application of Wireless Brain-Computer Interface

threshold value. The warning tone generation process of the is demonstrated

in Figure 6.3.

.

.Pre-
.Processing

.EEG.
.Signal

.α type
.EEG

.β type
.EEG

.

.Alert model
.for α type

.Alert model
.for β type

.Threshold for
.Drowsiness

.Warning.

.Tone.

.

.Build alert model

Figure 6.3: Work flow of the algorithm

6.3.1 Alert Model

The alarm model utilized in our scheme is designed by using the

multivariate normal distribution model. In this algorithm, we use the

received EEG signal after each 3 minutes of an interval to deduce the alert

model. The multivariate normal distribution N(µ,
∑2), where µ is the mean

vector and
∑

is the variance-covariance matrix, is used for the derivation of

the alert model. The value of µ and
∑2 are appropriately taken to get better

result during evaluation of EEG signals. In the wake of discovering the alert

model, the type of EEG signal is classified either as α type or β type. There

are different models built for both the type of EEG signal. In the event that

the alert model finishes Mardia’s test [111], the alert model is finalized.

Otherwise, the Mardia’s test will be performed subsequently for the next

three minutes of EEG recordings. Once the alert model is decided, then the

warning tone will be triggered based on the comparison between the sensed

EEG signal and the alert model.

104



Chapter 6 An Application of Wireless Brain-Computer Interface

αalert =

√
(αeeg − µ)∑2 · (αeeg − µ) (6.9)

βalert =

√
(βeeg − µ)∑2 · (βeeg − µ) (6.10)

The aggregated deviance (totaled abnormality) value(adval) for drowsiness

recognition is computed focused around the direct mix of αalert and βalert

values.

ADval = x · αalert + (1− α) · βalert, 0 ≤ x ≤ 1 (6.11)

where x is a constant. αalert, βalert, and ADval are combined used to detect

the drowsiness. Finally, based on the observation of these three parameters

the threshold value is decided.

6.3.2 Drowsiness detection algorithm

The ongoing drowsiness detection algorithm is actualized in the signal

handling unit. The digitized EEG information is received from the EEG

obtaining unit by the beneficiary at the signal processing unit. The

multivariate normal distribution is used to deduce the alert model amid the

initial three minutes of the received EEG signal. The EEG signal is classified

into two types, for example, α and β type to compute the deviance value

from the real. After each one time the aggregated deviance (adval) is

calculated, it is checked with the threshold. On the off chance that the adval

is more prominent than the threshold then a warning tone is activated. The

working model of the drowsiness detection algorithm is shown as a flow chart

in Figure 6.4.

Outlining energy efficient and reliable clustering protocols is profoundly

essential for a resource-constraint wireless sensor network (WSN). Every

cluster has a cluster-head, which organizes all the nodes of a cluster. During
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.Start

.Set BrainCap with Elctrodes

.Read EEG Signal

.Is
.frequency = Raw EEG?

.NO

.YES

.8–13 Hz is α type .> 13 Hz is β type

.Build alarm model
.for α type

.Build alarm model
.for β type

.Compute aggregate
.deviation value (ADval)

.if
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.Trigger warning tone
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Figure 6.4: Flowchart of drowsiness detection methodology
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clustering approach, all the sensor nodes in the communication range of the

CH constitutes a cluster. The role of the clustering-based approach is to

minimize the quantity of nodes that take part in long distance

communication. Thus, it reduces the energy consumption of the network. In

clustering protocols, CHs produces a single data packet from a large amount

of raw data that are sensed by the member nodes of a cluster. It requires less

amount of energy to transmit the precise and non-redundant information to

the BS of the network. Due to the limited bandwidth, energy, storage

capacity, and processing speed of the sensor nodes, designing an

energy-efficient clustering protocol is an important issue in WSN.

6.4 Results and Discussions

The proposed wireless BCI is intended for continuous evaluation of EEG

signals to detect the drowsy state and to trigger of warning tone. Subsequently,

putting electrodes on the braincap is a doable and advantageous methodology

for driver’s drowsiness detection. Out of all the electrodes present on the cap,

one is considered as a common ground electrode connected to the ground power

supply. The EEG signals used in this algorithm are collected from the rest of

the nodes.

6.4.1 Experimental Results

The simulation parameters for the proposed model is showcased in Table 6.1.

The area of the network is 5×5×5 cm3 decided based on the assumptions taken

by Liao et al. [112]. The use of clustering in wireless BCI was a challenging

problem. In BCI applications, the sensing area is too small, so number of

sensors are also less. We have applied the clustering algorithm for such a small

network. The performance comparison of the clustered network in terms of

number of data packets is shown in Figure 6.5.
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Table 6.1: Simulation parameters

Parameter Value

Area 5× 5× 5 cm3

Nodes 100

Initial Energy 2J

Eelec 50nJ/bit

∈fs 10pJ/bit/m2

∈mp 0.0013pJ/bit/m4

EDA 5nJ/bit/message

Packet Size 1000 bits

Frames/round 30
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Figure 6.5: Comparison based on number of data packets received at base

station

Another important parameter for any network is the lifetime of the network.

The network lifetime is calculated based on the number of live nodes present

in the network. Figure 6.6 shows the variability of the lifetime of different

protocols. All these protocols are tested on the same simulation setting to
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Figure 6.6: Lifetime comparison between different protocols

measure the lifetime of the network.

6.4.2 Drowsiness Detection

To classify active and drowsy states of a person effectively, a binary

classification test has been performed. The EEG data used for the drowsiness

detection has been taken from the dataset created by the multimedia signal

processing group of Swiss Federal Institute of Technology, Switzerland.

Hoffmann et al. [113] have build the dataset to observe disabled subjects for

a longer time by utilizing brain computer interface. They have collected the

EEG data in four different sessions.

The performance of binary classification test is evaluated using the

confusion matrix which is shown in Figure 6.7. A confusion matrix for a

two-class problem has following entries.

• True positive (TP) : predicted to be drowsy when the person is in drowsy

state.
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• False positive (FP) : predicted to be drowsy when the person is in active

state.

• True negative (TN) : predicted to be active when the person is in active

state.

• False negative (FN) : predicted to be active when the person is in drowsy

state.
.
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Figure 6.7: Confusion matrix

There are four important metrics used for performance evaluation of

classification test that are derived from the entries of confusion matrix. The

metrics are true positive rate (TPR), flase positive rate (FPR), positive

predictive value (PPV ), and F1 − score. The TPR and FPR are two most

important metrics for evaluation of performance achieved by classification

test. The TPR is defined as the fraction of drowsy state predicted correctly

by the system. Similarly, the FPR is the fraction of active state predicted as

drowsy state. For an ideal performance the TPR should be high. The PPV

determines the percentage of drowsy state in case of drowsiness test. To

classify active and drowsy states efficiently, F1− score is used to find out the

threshold for drowsiness detection. It is the harmonic mean of PPV and

TPR. The definition of all these metrics are given below.

TPR = TP
TP+FN

,
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FPR = FP
FP+TN

,

PPV = TP
TP+FP

, and

F1− score = 2× PPV ∗TPR
PPV+TPR

In this work, the performance evaluation has also been accomplished with the

help of a receiver operating characteristics (ROC) curve as shown in Figure 6.8.

The ROC curve is a two dimensional graph which specifies TPR-FPR trade-

off. The ROC curve shows that the drowsiness detection in this model works

with the considerable amount of accuracy.
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Figure 6.8: Receiver Operating Characteristics (ROC) for drowsiness detection

Furthermore, ten subjects’ EEG signals and the threshold for drowsiness

detection for testing sessions were used to test the reliability of this system.

The result of the testing session for drowsiness detection was listed in

Table 6.2. It showed that most of the true positive rate of drowsiness

detection was between 75% and 88%. The average of F1-score of ten subjects

is 84%. Here, higher TPR of our system can help drivers avoid traffic

accidents more effectively.
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Table 6.2: Different parameters for drowsiness detection

Subjects F1 score (%) TPR (%) FPR (%)

1 78.5 77.4 22.6

2 79.7 82.1 17.9

3 85.2 87.3 12.7

4 84.1 81.5 18.5

5 89.7 90.0 10.0

6 85.3 82.3 17.7

7 88.8 87.2 12.8

8 79.0 75.8 24.2

9 86.8 85.4 14.6

10 91.0 88.5 11.5

Average 84.8 83.7 16.3

6.5 Summary

In this chapter, an wireless brain computer interface (BCI) utilizing PSO

based energy efficient clustering protocol has been proposed to recognize the

drowsiness in automobile applications. The interface comprises of an EEG

signal acquisition unit and a signal processing unit. The real time EEG signals

are captured by the signal acquisition unit and transmitted wirelessly to the

signal processing unit. It provides the advantage of mobility and long term

EEGmonitoring by using braincap technology. The signal processing unit gives

compelling calculations to provide real time decision for drowsiness detection.

In addition to drowsiness detection, the enhancement of lifetime of the network

used in BCI is an important factor. To achieve this desired property, the

proposed EEC-PSO technique has been found suitable.
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Conclusions and Future Scope

of Work

The conclusive comments taking into account the research work carried out

in this thesis are incorporated in this chapter alongside the degree of future

work.

Huge scale organization of ease sensor nodes in uncontrolled, cruel or

unfriendly situations is the natural property of WSNs. In wireless sensor

networks, base stations are associated with wired backbone, which support

real time processing of the received data. The ideal location of the base

station can be maintained such that, the transmission energy expenditure is

minimized, and the lifetime of the sensor network is maximized. This thesis

has given the cluster longevity by extending the cluster lifetime with the

utilization of heterogeneous sensor nodes, distributed clustering and energy

efficient clustering.

In this thesis, Chapter 2 depicts the protocols proposed for the efficient

design of clustering in WSN. The existing clustering schemes are thoroughly

examined in this chapter. The correlation between the existing algorithms

highlights the flaws and strengths associated with. Analysis of results has

given a direction to move with proposing new protocols for clustering in WSN.
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As a consequence of the distributed control for the cluster head selection,

there are little time latency and correspondence overhead issues exists for

designing clustering protocols in WSN. Moreover, utilizing the multi-hop

routing for data transmission from cluster-heads to the base station needs

some more time than direct communication. The clustering algorithm

proposed in Chapter 3 aims at distributing workload among cluster-heads.

This can maintain a strategic distance from the circumstance that some

cluster-heads may pass on earlier than others because of the heavy load.

In Chapter 4, an energy efficient clustering protocol has been proposed.

Energy efficiency, energy appropriation, and network lifetime are

characterized as the performance measurements to contrast the proposed

protocol with three existing clustering protocols. Simulation results

demonstrate that the proposed protocol outperformed existing protocols

regarding the vast majority of the performance metrics. Besides, these

outcomes verified the theoretic analysis of the protocol in light of the time

complexity and space complexity. Keeping in mind the end goal to reduce

the energy consumption for data transmission from cluster-heads to the base

station, energy efficient clustering algorithm is developed. Significant energy

dissipation of data transmission can be diminished by utilizing this clustering

algorithm.

In Chapter 5, a PSO based energy efficient clustering protocol has been

proposed. For N sensor nodes, there are 2N − 1 distinctive combination of

solutions, where in each arrangement, a sensor node is either chosen as CH or

non-CH. This has been ended up being a Non-deterministic Polynomial

(NP)-hard optimization problem. Solutions for NP-hard problems include

searches through huge spaces of possible arrangements. Swarm intelligence

methodologies have been applied effectively to a variety of NPhard problems.

A wireless BCI system with real time processing capacity is proposed in

Chapter 6. It comprises of a signal acquisition unit and a signal processing

114



Chapter 7 Conclusions and Future Scope of Work

unit. Signal acquisition unit first acquired the EEG signal and afterward

transmitted from a wireless data transmitter to the wireless data receiver.

Wirelessly transmitted EEG signals are processed by the signal processing

unit, to take the decision of triggering the warning device.

The general conclusions that can be drawn from the work presented in this

thesis is that the discoveries will be helpful for the researchers, practitioners,

and the software professionals in light of the accompanying issues being

addressed:

1. The advantage of using distributed clustering over centralized clustering.

2. It controls the amount of energy spent in data transmission to make the

algorithm energy efficient.

3. An application of WSN can be observed in brain computer interface.

7.1 Future scope of work

Nobody can unwrap the future. The future is a state in view of the

arrangement of occasions that have occurred since the beginning state. Over

the long haul, the effort put in are of concern. Activated by this perspective,

all the work reported in this thesis work will lead to an extension that will

prompt augmentation that will improve their effect in the particular area of

work.

The research discoveries made out of this thesis has opened a few auxiliary

research directions, which can be further explored. The proposed protocols

that generally manage the cluster formation, cluster maintenance, and energy

consumption can be reached out to some other areas of clustering like load

balancing among the cluster-head, fault tolerant clustering. A further study

will be useful to discover the exact mobility of the node and its resulting

investigation. An alternate direction is to optimize the value of the maximum

115



Chapter 7 Conclusions and Future Scope of Work

transmission range for which the cluster maintenance can be decreased

without compromising with the network lifetime. The communication

overhead in the protocol ought to be diminished for the applications that

oblige quick response and minimal overhead. A more elevated amount of

data encryption with low computation may be used as a part of the future,

to secure further the data transmission process. In the event of brain

computer interface, we are only controlling the data transmission process by

using clustering methodology to enhance the network lifetime. Whereas, the

load balancing and security features can be added to the BCI system to make

the approach more efficient and reliable.
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