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ABSTRACT 

The soil is found to vary spatially everywhere in nature. As such, it’s generally a difficult task 

to predict the nature of soil for any particular application with traditional methods like 

experimental, empirical, finite element or finite difference analysis. Analysis with traditional 

methods taking into factor all the varying inputs makes it a complex problem, which is difficult 

to solve and comprehend. This necessitates the use of statistical modelling tool for the solution 

to problems concerning soil.  

Pile foundations are widely used in civil engineering construction. However, owing to the 

variable behavior of soil and the dependence of vertical pile load capacity on numerous factors, 

there does not exist a definite equation which can estimate the pile load accurately and include 

all the factors comprehensively. 

Artificial intelligence techniques are known to successfully develop accurate prediction models 

with the obtained input and output data form laboratory experiments or field data. Therefore, 

the present study deals with development of prediction models for pile capacity parameters 

based on field and laboratory database available in literature using two recently developed 

artificial intelligence techniques, functional networks (FN) and multivariate adaptive 

regression splines (MARS).  

FN is a newly developed AI technique which an extension of neural networks. It is 

advantageous over neural networks in terms of the use of both domain knowledge and data to 

build the model. MARS is an adaptive regression technique that uses non-parametric regression 

to develop prediction models. Previous research experience with both, FN and MARS 

technique have rendered them suitable for building accurate yet comprehensible prediction 

models in various fields of science including geotechnical engineering. 
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In the present study, FN and MARS were used to develop prediction models for the lateral load 

capacity of piles, vertical capacity of driven piles in cohesionless soil, friction capacity of piles 

in clay, axial capacity of piles and pullout capacity of ground anchors. In all the cases, 

prediction equations were provided for the developed models which were found to be simple 

and can be easily used by practicing geotechnical engineers. A standalone application was also 

developed to facilitate the calculation of required pile capacity parameters based on the 

prediction equations.  

The prediction models built by FN and MARS were compared with different artificial 

intelligence (AI) techniques and empirical models available in the literature in terms of 

statistical parameters such as correlation coefficient (R), Nash-Sutcliff coefficient of efficiency 

(E), absolute average error (AAE), maximum average error (MAE) and root mean square error 

(RMSE). The models were also compared according to ranking index technique for two cases. 

FN and MARS were found to invariably outperform other AI techniques and empirical 

methods. 
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CHAPTER ONE 

INTRODUCTION 

Soil is a result of continuous weathering and decaying process in nature. The final nature of 

any soil is greatly affected by the way soil has been transported, the temperature it has been 

subjected to and many other factors. This leads to change in the properties of soil to vary from 

place to place. Conventionally, most of the time, the problems in soil mechanics are analyzed 

using a lot of assumptions so that the problem at hand can be simplified and a solution can be 

reached at. The solutions reached at this way may not give the right solution for a practical 

situation and evidently, we require more assumptions and adequate factor of safety when 

applying these solutions. These drawbacks turned the attention towards adoption of other 

theories such as numerical methods and analytical methods. 

Thus, the concepts of mechanics, empirical correlation, experimental analysis, finite element 

methods became popular practices in civil engineering. However, as discussed in the above 

paragraph, the varying nature of soil causes spatial variability and uncertain behavior, 

rendering most of the traditional methods unusable as the constitutive modelling of a varying 

engineering material is a difficult task. Thus, came the era of using semi empirical and 

empirical methods which consisted of building analytical model based upon experience gained 

from the experimental results and field case records. The successful prediction according to 

these semi empirical and empirical methods’ depends on the statistical or theoretical model 

chosen to analyze the inputs and output and the methods used to determine the model 

parameters (Das and Basudhar 2006). 
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Therefore, most of the problems associated with geotechnical engineering don’t have a precise 

model or theory for their solution which can be reliably used for the situations. This problem 

mainly arises due to the incomplete and inadequate understanding of the involved phenomena 

and the factors affecting the output. The availability of data is also, most of the time, limited 

and inexact. Thus, the general practice is to use empirical solutions which may be presented in 

the form of equations, design charts or tables.  

Piles as deep foundations are widely used in civil engineering in various structures to transfer 

load either to higher depths when sufficient support is not available at shallow depths or the 

load is high. The deep foundations are also used for soft, loose, expansive top soil or subjected 

to erosion, lateral or uplift loads which shallow foundations cannot carry and when scour 

occurrence is probable. However, there is a lot of uncertainty associated with the interaction 

between the pile and the surrounding soil. Hence, there is lack of a unified theory which can 

explain this phenomenon satisfactorily. This has led to development of quite a large number of 

empirical and analytical methods to model the pile behaviour and to calculate the load bearing 

capacity of the piles. Some of the mostly used prevalent methods can be found in Das (2006). 

However, owing to the ambiguous nature of soil, it is a challenging task to develop a theoretical 

or statistical model as the problem of pile behavior is complex and the soil parameters that 

affect the pile behavior is uncertain. 

To overcome the difficulties associated with the empirical methods, artificial intelligence (AI) 

methods came into use. One of the most widely used AI techniques, artificial neural networks 

(ANN) came into being in the early 1960s and were used for a wide variety of problems in civil 

engineering. However, ANN is a black box technique (Giustolisi 2007) and the network 

structure of ANNs is complex. The network structure is represented in terms of weights and 

biases and the users do not have access to these values (Rezania and Javadi 2007). Later came 

the grey box techniques (Giustolisi 2007) like genetic programing (GP), SVM etc. The grey 



3 
 

box techniques are more comprehensible than the black box technique but the user needs to set 

optimization parameters to build a good prediction model according to these techniques. 

Another prediction tool, functional network (FN), has recently been developed and has been 

successfully implied in various fields such as signal processing, pattern recognition, function’s 

approximations (Castillo et al. 1999), real-time flood forecasting, science, bioinformatics, 

medicine (El-Sebakhy et al. 2006), petroleum engineering (El-Sebakhy et al. 2012), structural 

engineering (Rajsekaran 2004), transportation engineering (Attoh-Okine 2005) and 

geotechnical engineering (Khan et al. 2015). Functional networks were introduced by Castillo 

(Castillo 1998; Castillo et al. 2000a), Castillo and Ruiz-Cobo (1992), and Castillo et al. 

(Castillo et al. 1998, 2000b). The FN algorithm is based upon the structure of the physical 

world and takes into account, both domain and data knowledge to find a relationship between 

the inputs and the outputs. 

Friedman (1991) postulated a modified regression technique called multivariate adaptive 

regression spline (MARS). MARS is a ‘white box’ technique used widely for predictive 

modelling and includes the physical laws related to the data while building a model. The 

underlying physical relationships of the build model can be easily presented in the form of a 

comprehensible model equation. No prior assumption regarding the relationship between the 

predictor variables and the dependent variables is made by the MARS algorithm. Thus, MARS 

has been found successful for building models for problems consisting a large number of 

variables. Recently, MARS has been used increasingly in for various application in many fields 

of science and technology and economy. However, literature pertaining to the use of MARS in 

geotechnical engineering is limited (Samui et al. 2011, Samui et al. 2014, Zhang and Goh 

2014). 
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Therefore, the present study aims at development of prediction models for pile capacity 

parameters by use of FN and MARS.  

 

Objective and scope: 

The objective of this study is to develop improved prediction models for the pile capacity 

parameters by using FN and MARS. The versatility and flexibility of the FN and MARS allows 

to develop models comprehensible and fairly accurate models for complex systems when the 

determined inputs and output are available either from laboratory experiments or actual field 

data case studies. Previous experience with FN and MARS prove that they are more reliable 

than statistical and AI methods earlier used.  

Outline of thesis 

Chapter One briefly describes the background of the proposed problem and the thesis 

objectives and scope. 

Chapter Two basic concepts of the pile foundations and the prevalent techniques in use for the 

design of pile foundation. 

Chapter Three covers the literature review regarding the previous research works done in the 

area of pile foundation. Relevant works in pile foundation done using AI techniques have also 

been discussed. 

Chapter Four briefly describes the AI techniques used in the present study, i.e., FN and MARS 

Chapter Five includes the development of FN and MARS models for the lateral load capacity 

of piles. It explains the database used, selection of input and output variables, results of the FN 
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and MARS modelling, their prediction equations and the comparison of the results from FN 

and MARS with methods previously used in the literature. 

Chapter Six includes the development of FN and MARS models for the vertical capacity of 

piles in cohesionelss soil. It explains the database used, selection of input and output variables, 

results of the FN and MARS modelling, their prediction equations and the comparison of the 

results from FN and MARS with methods previously used in the literature. 

Chapter Seven includes the development of FN and MARS models for the friction capacity of 

driven piles in clay. It explains the database used, selection of input and output variables, results 

of the FN and MARS modelling, their prediction equations and the comparison of the results 

from FN and MARS with methods previously used in the literature. 

Chapter Eight includes the development of FN and MARS models for the axial capacity of 

piles. This chapter takes into consideration the bored, steel driven and concrete driven piles. It 

explains the database used, selection of input and output variables, results of the FN and MARS 

modelling, their prediction equations and the comparison of the results from FN and MARS 

with methods previously used in the literature. 

Chapter Nine includes the development of FN and MARS models for the pullout capacity of 

ground anchors. It explains the database used, selection of input and output variables, results 

of the FN and MARS modelling, their prediction equations and the comparison of the results 

from FN and MARS with methods previously used in the literature. 

Chapter Ten includes the development of a standalone application to calculate the pile capacity 

parameters based on equation predicted from FN and MARS models. The user can use this 

application to get the desired output if the required inputs are available. 
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Chapter Eleven includes the conclusions made from the present study and presents suggestions 

for future scope of work. 
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CHAPTER TWO 

PILE CAPACITY EQUATIONS 

Piles are deep foundation elements used to transfer the load of the superstructure to a hard strata 

below the soil or on a less compressible soil. Piles may be used if the immediate layer below 

the surface is either water or too weak to support the load of the superstructure. Piles may alos 

be used to resist the uplift loads caused due to winds or waves which may cause overturning of 

the structures. Piles are also often subjected to lateral loads such as in the case of marine 

structures for berthing of ships where piles are designed to brace the impact of the sea waves. 

Piles used in structures such as retaining walls, machine foundations and bridge are frequently 

subjected to both vertical and lateral loads. Generally, the use of pile foundations is 

recommended in the following cases: 

1. Soil is soft, loose, expansive or subject to erosion. 

2. Shallow foundation is unable to carry uplift or lateral loads. 

3. Constraint in increasing the foundation area leads to inability of achieving the desired 

bearing capacity. Hence pile foundation would be recommended to achieve the 

permissible strength of foundation. 

4. Scour is present. 

5. Deep excavations next to the foundations are conducted in the future. 

The two principle factors which leads into the design of pile foundations are bearing Capacity 

and settlement. The pile design must ensure that the soil supporting the pile is capable of 

carrying the pile ultimate load and the pile does not settle beyond the permissible limits. 
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Numerous theoretical and practical approach has been proposed by the researcher to predict 

the capacity and the load-settlement behavior of pile foundations. As with other types of 

foundations, the purpose of pile foundations is: 

i. to transfer the load from the superstructure to a hard strata 

ii. to keep the superstructure safe against vertical, lateral and uplift loads or 

combinations thereof. 

 Classifications of Pile Foundations     

Pile foundations are classified based on material, load transfer, loading mode, size of diameter 

and the installation method.  

 Based on material  

 Timber- varying diameter of 15 to 400 mm and  length ranging from 6 to 20 m resp. 

 Steel-range of pipe pile diameter and wall thickness is 50-4000 mm and 4-150 mm. 

 Concrete- either fabricated or cast in place. Concrete piles are generally formed in 

square, triangular, circular or octagonal shapes and are fabricated in steps of one meter. 

 Polymer-rare type of piles which are usually tubular filled with concrete. 

  Based on Load transfer 

 End Bearing pile (point bearing piles) – The tip of the pile is situated on a strong 

stratum while the shaft is surrounded by weak soil. The bearing capacity of the pile is 

developed from the tip. 

 Friction piles (cohesion piles) -Carrying capacity is developed by friction with 

surrounding soil. 



9 
 

 

(a)                                                                         (b) 

Figure 2.1 Examples of (a) end bearing and (b) friction piles (Available on 

http://goldfinger.007.free.fr/Stage%20PCI/driven%20piles2_fichiers/chapter1.htm 

Accessed on 25.05.2015) 

 Combined piles- combined piles are used when the bearing stratum is not hard enough 

to support the superstructure or is at a depth up to which piling is not economical. It 

uses both the end bearing capacity and the frictional capacity to support the load of the 

superstructure. The pile is driven up to a depth where the development of frictional 

resistance is enough to support the load in addition with the end bearing capacity. 

Sometimes, the bearing area of the pile is increased so that the bearing load developed 

is high. To achieve this, a bulb of concrete is placed in the soft layer just above the hard 

layer. For bored piles, a large cone or bell shape is formed just above the hard layer. 

Provision of bells increase the tensile strength of the bored piles and they can be used 

as tension pile also. 

 Based on Loading Mode 

 Axially loaded piles-Subject to axial compression or tension loads 

 Laterally loaded piles-Subject to inclined loads at some angle. 

 Moment piles-Subject to moment. 

 

Based on diameter size 

http://goldfinger.007.free.fr/Stage%20PCI/driven%20piles2_fichiers/chapter1.htm%20Accessed%20on%2025.05.2015
http://goldfinger.007.free.fr/Stage%20PCI/driven%20piles2_fichiers/chapter1.htm%20Accessed%20on%2025.05.2015
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 Small diameter pile-diameter equal to or less than 600 mm but greater than 250 mm 

 Large diameter pile- diameter larger than 600 mm 

 Mini diameter pile- diameter less than 250 mm 

       Based on Installation method 

 Non-displacement (bored) method- These piles are installed after driving a void in the 

construction area this void is later filled with concrete. The method of the excavation 

is decided based upon the soil profile in the construction area.   

 Displacement (driven) piles. These piles are inserted into the soil without removing 

any soil prior to insertion and the pile is commonly installed into the soil by jacking, 

vibratory driving and driving. 

Stages in installing a pile 

The methods and the processes selected for the installation of piles, bears an importance, equal 

to the design process of the pile. The installation method chosen is affected by the type of pile 

selected, the depth of the pile and the soil profile among other environmental and economic 

factors. Installation by pile hammer and boring by mechanical auger are two of the most widely 

used methods for installation of pile. 

The following factors must be kept in mind while selecting any method for the installation of 

piles: 

 The size and the weight of the pile 

 The amount of driving resistance imparted by the soil up to the desired depth of 

penetration of pile. 

 The amount of space available and the available head room on the site 
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 Whether the economy and the reachability of the site allows use of cranes and 

other required machinery. 

 Environmental factors like noise limitations and environmental pollution 

regulations. 

Pile arrangement 

A structure is very rarely built upon a single pile. Mostly, a group of piles is used to support 

the load from the superstructure. A pile group consists of a group of piles arranged in a specific 

pattern and a pile cap is provided on the top to ensure uniform loading and group action. The 

load is transferred to the pile cap which in turn, transfers it to the piles beneath. Each individual 

pile is connected to the pile cap and are spaced uniformly in a given patter. The selection of 

the pattern is done on the basis of the structure and the eccentricity of the load. Figure 2.2 

shows the typical arrangement of pile groups generally used.  

 

Figure 2.2: Typical arrangement of pile groups (Available on 

http://www.abuildersengineer.com/2012/11/number-and-spacing-of-piles-in-group.html 

Accessed on 25.05.2015) 

  

http://www.abuildersengineer.com/2012/11/number-and-spacing-of-piles-in-group.html
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DESIGN OF PILE 

General considerations to be kept in mind while designing: - 

 The design of the pile should be such that it is able to bear the load of the superstructure 

without causing any failure in the soil beneath and without causing any undesirable 

amount of differential or total settlement. The designed pile should be able to resist all 

vertical and lateral loads or combinations thereof, that may act on the foundation during 

the construction stage or after construction for the serviceable life of the structure. 

 The installation of pile must not cause any damage to the surrounding structures. 

 If deep excavations are done for the piling process, proper care must be taken to protect 

the surrounding soil from lateral movement. 

 The material chosen to design the pile should be structurally sufficient to bear the loads 

that is to be transferred through it.  

Design considerations: -  

 First of all we find the amount of axial load each pile is subjected to in the group of 

piles. After that we have to decide the cross sectional area of the pile which is required 

(as we know the allowable bearing capacity of the soil). 

 Now, we have the area required so we can choose to have any type of section (square, 

circular, rectangular etc) depending upon suitability and other aspects. 

 Now we have to design for the reinforcement required in the pile. From the formula of 

Pt(% of steel) we can get the minimum requirement and compare it with the amount of 

steel required in the pile(we can get it by deducting concrete area from the gross area 

of the pile) . Depending upon the results obtained we provide reinforcement and place 

them according to the suitability of the sectional type of pile. 

 We now design for the lateral reinforcement of the pile which is taken by practice as 

0.2% of the steel requirement.(Note: - diameter of the lateral ties should not be less than 
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one fourth of the diameter of the main reinforcement). From the formula we calculate 

the pitch required (should not be less than 60mm). 

 Now , depending upon the kind of strata in which it is driven additional reinforcement 

is provided (Eg in hard rock we provide extra reinforcement at top and bottom of pile 

equal to 0.3 of length of pile) 

Pile Capacity from static methods 

The pile capacity calculated by static methods is based on soil strength determined from 

laboratory or field measurements. The total bearing capacity is calculated by the addition of 

the tip bearing resistance and side resistance along pile shaft. The term “static” refers to the use 

of static soil properties to determine the bearing capacity. 

Pile capacity from pile load test 

The pile load test is conducted to measure the actual resistance of soil on which design can be 

based reliably and the test usually provides diagram showing the relationship between applied 

load and the corresponding settlement. There are various types of load tests which use different 

procedures, equipment, instrumentation and load application methods. Pile load test is 

considered to be as the most reliable method to determine the load capacity of pile foundations 

(Bowles 1988). There are several methods for obtaining pile capacity from load test some of 

which are:  

Pile capacity from dynamic methods 

Dynamic methods determine the static load capacity based on the effort required to drive the 

pile. They are categorized into theoretical, empirical and a combination of the two. Dynamic 

Formulas and Wave Equation are the common methods for estimating pile capacity on the basis 

of dynamic analysis. The Dynamic Formulas evaluate the total resistance of the pile based on 
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the work done by the pile during penetration. Several researchers (e.g. Cummings 1940; 

Davisson 1979) have argued that the dynamic formulas are inaccurate; and statistical 

evaluation of the methods, carried out by Hannigan et al. (1996), has shown a wide scatter 

when compared with static load test results, therefore the Dynamic Formulas are not suggested 

for practical use. The main shortcoming of the Dynamic Formulas is that they involve 

uncertainties, as the energy losses in a real pile driving situation cannot be accounted for 

accurately (Coduto 1994) and the capacity cannot be estimated until the pile is driven (Eslami 

1996).  The Wave Equation is another approach to estimate pile capacity using dynamic 

analysis. Smith (1960) proposed a numerical solution applying the wave equation theory to pile 

design.  

Pile capacity from in-situ tests 

Cone penetration test (CPT) and standard penetration test (SPT) are mainly used for providing 

information about penetration resistance of soil, shear strength and pore water pressure. The 

data obtained from CPT or SPT are used to predict pile capacity in two methods: (1) The CPT 

or SPT data are correlated with conventional strength parameters of soil, such as φ or Su and 

then static methods used to predict the capacity, (2) the tests’ results are directly correlated with 

the end bearing and side resistance of pile. 

The SPT has been used for pile design for over than 50 years. It has been used extensively in 

North and South America, UK and Japan (Coduto 1994). However, its major weakness is that 

it is affected by many factors like operator, drilling, hammer efficiency and rate of blows. As 

a result, high variability and uncertainty associate with SPT data. On the other hand, the CPT 

is simple, fast, provides direct readings of soil resistance and allows for considerable data to be 

obtained in short time. The data provided by the CPT can be interpreted empirically or 

analytically, so it has become preferable test for pile design.  
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Equations for estimating pile capacity 

The ultimate load carrying capacity 𝑄𝑢 of a pile is given by the equation: 

𝑄𝑢 =  𝑄𝑝  +  𝑄𝑠 

where, 𝑄𝑢= load carrying capacity of the pile point 

             𝑄𝑠= frictional resistance derived from the soil pile interface. 

            𝑄𝑝 = point bearing capacity 

According to Terzaghi’s equations, the ultimate bearing capacity of shallow foundations is  

𝑄𝑢 = 1.3𝑐 𝑁𝐶 +  𝑞𝑁𝑞 +  0.4𝛾𝐵𝑁𝛾 

Point bearing capacity , 𝑄𝑝 

𝑄𝑝 =   𝐴𝑝 ×  𝑞𝑝  

Vesic’s method of estimating 𝑄𝑝 

𝑄𝑝 =   𝐴𝑝  × 𝑞𝑝  =  𝐴𝑝 × 𝜎𝑜 × 𝑁𝜎 

Correlations for calculating Qp with SPT and CPT results 

𝑞𝑝  =  0.4 ×  𝑝 𝑎 × 𝑁60  × 𝐿/𝐷 ≤  0.4 ×  𝑝 𝑎 × 𝑁60 

𝑞𝑝  =  19.7 𝑝 𝑎  (𝑁60)0.36 

𝑞𝑝  =  𝑞𝑐(for granular soils) 

Frictional Resistance , 𝑄𝑠 

The friction resistance of a pile may be written as: 

𝑄𝑠 =  ∑ 𝑝 ∆ 𝐿𝑓 

Correlation with SPT results 

According to Meyerhof, the average unit frictional resistance, 𝑓𝑎𝑣   for high displacement driven 

piles can be obtained from average SPT values as  

𝑓𝑎𝑣  =  0.02 𝑝 𝑎 (𝑁60) 

For low displacement driven piles 

𝑓𝑎𝑣  =  0.01 𝑝 𝑎 (𝑁60) 
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𝑓𝑎𝑣  =  0.224 𝑝 𝑎 (𝑁60)0.29 

Correlation with CPT results 

Nottingham and Schmertmann (1975) provided correlation for estimating Qs using the 

frictional resistance 𝑓𝑐 obtained during CPT. According to this method, 

𝑓 = 𝛼′ ×  𝑓𝑐  

Frictional skin resistance in clay 

𝜆 method 

𝑓 𝑎𝑣 =  𝜆 × ( 𝜎𝑜  +  2𝑐𝑢) 

𝛼 method- According to the α method, the unit skin resistance in clayey soils can be calculated 

as: 

𝑓 = 𝛼 × 𝑐𝑢, where 𝛼 = empirical adhesion factor 

The ultimate side resistance can thus be given as 

𝑄𝑠 =  ∑ 𝑓 × 𝑝 × ∆ 𝐿 =  ∑ 𝛼 × 𝑐𝑢 ×  𝑝 × ∆𝐿 

𝜷 method 

𝑓 =  𝛽 ×  𝜎𝑜 

Negative skin friction 

It is the downward drag force imparted on the pile by the surrounding soil. Negative skin 

friction can be imparted on the pile in the following conditions: 

1. If there is a layer of clay over granular soil layer, then the insertion of pile causes the clay 

layer to consolidate which exerts a downward drag in the pile. 

2. Also, if the granular layer is above the clay layer, the clay layer will consolidate due to 

the overburden causing a downward drag on the pile. 

3. There is an increase in the vertical effective stress on the soil if the water table lowers at 

any depth. This induces consolidation settlement in the soil which consequently cause a 

downdrag on the pile.  
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CHAPTER THREE 

LITERATURE REVIEW 

Although the piles are loaded axially in most of the cases, in many cases, pile foundations 

are also subjected to lateral loads in addition with the axial loads. These lateral loads may 

be due to earth pressure, earthquake, wave or wind forces. This makes the design of pile 

foundation a difficult task and therefore, the design of pile foundation has attracted the 

attention of researchers more than any other type of foundation.  

Equations provided by Hansen (1961) and Broms (1964a, b) based on earth pressure 

theories were the earliest attempts at prediction of laterally loaded piles. Poulos and Davis 

(1980) also proposed dynamic equations which were based on Winkler’s soil model.  

The design of laterally loaded piles is a complex problem and needs solution to non-linear 

differential equations. The elastic analysis adopted by Poulos and Davis (1980) is, 

therefore, not suitable for non-linear behavior of soil. Non-linear p-y curves were proposed 

by Matlock and Reese (1962) to predict the lateral load capacity of pile. Portugal and Seco 

e Pinto (1993) used nonlinear p-y curves and finite element method to predict the capacity 

of laterally loaded piles. However, all the methods stated above were found to predict the 

pile capacity of laterally loaded piles uncertainly due to the variations in soil properties. 

Hence, empirical methods such as Hansen (1961) and Broms (1964a, b) are still 

predominantly in use. 

Inspite of numerous investigations, both theoretical and experimental, conducted over the 

years to predict the behavior and the load capacity of piles, the mechanisms governing the 

piles are not yet clear. Correlations were developed later, with in-situ tests in attempt to 

solve the problems associated with earlier empirical equations. These correlations were 

able to reflect the natural conditions of soil to some extent, but still they had several 
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limitations. Based upon the results from load tests, many empirical equations developed to 

calculate the pile capacity of both the end bearing and friction piles based upon the soil 

parameters expecting to predict quick and fairly accurate estimates of the pile capacity. But, 

it these empirical relations were found to either oversimplifying or improperly consider the 

effects of certain factors. This made it imperative to use alternate methods that can not only 

take into consideration all the associated factors but can resolve the uncertainties associated 

with prediction of pile capacity to a satisfactory degree of accuracy.  

Artificial intelligence (AI) techniques have gained popularity as alternate statistical method 

by various researchers and are found to be able to predict outputs better than the empirical 

methods (Das and Basudhar, 2006, Das et al., 2011a, Muduli et al. 2013, Tarawneh and 

Imam 2014). Back propagation neural networks (BPNN) was used to predict the skin 

friction in piles by Goh (1995). Further, Goh (1995 & 1996) used ANN to predict the 

ultimate load capacity of piles and found ANN to perform better than Engineering News 

formula, Hiley formula and Janbu formula. Many other future attempts were made to 

predict the pile load capacity in both cohesionless soil and clayey soil using ANN and it 

was inferred that ANN has a better prediction capability for pile load capacity as compared 

to traditional empirical methods (Chan et al. 1995, Lee and Lee 1996, Teh et al. 1997, Abu-

Kiefa 1998, Goh et al. 2005, Das and Basudhar, 2006). Das and Basudhar (2006) found 

ANN to be better than Broms and Hansen. Samui (2008) used another AI technique, 

support vector machine (SVM) and found it to have a better prediction capability than 

ANN. Pal and Deswal (2010) developed Gaussian process regression (GPR) and SVM 

models on data set of Das and Basudhar (2006) and found GPR to be better than SVM. 

However, the observation of Pal and Deswal (2010) was based upon correlation coefficient 

(R) and root mean square error (RMSE) only. 
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Momeni et al. (2014) used a hybrid genetic algorithm (GA)-based ANN to predict the 

bearing capacity of piles and found GA-based ANN to be better than the conventional 

ANN. Zhang and Goh (2014) used MARS and BPNN to develop drivability prediction 

models for a database containing 4072 pile data sets with a total of seventeen variables and 

found MARS and BPNN to be equally efficient in terms of statistical parameters but MARS 

was computationally more efficient and gave a more comprehensive mathematical model. 

According to Lau and Simons(1986), published literature concerning the uplift capacity of 

ground anchors is limited. Das (1990) also made a similar observation regarding available 

literature concerning the uplift capacity of anchor piles. Shahin and jaska(2003) carried out 

a  series  of 119 insitu  anchor  pull  out  tests at  six  different  locations  within Adelaide,  

South Australia and compared the results with contemporary methods. It was found that 

the contemporary methods predicted the pullout capacity of ground anchors inconsistently. 

Shahin and Jaska (2005) also developed an ANN model based upon the data set and found 

ANN to be a better prediction tool for pllout capacity of ground anchors as compared to 

available methods. 

The better performance of ANN is ensured by repetition of the learning algorithm. 

However, the repetition may stop even if a local minima is reached and the process is 

stopped. This generally leads to the poor generalization of obtained prediction model. On 

the other hand, SVM has been found to have better generalization but the user needs to 

decide the values of the optimum values of the parameters (C) and insensitive loss function 

(ε) need to be fine-tuned by the user. Moreover, SVM and ANN are not able to produce a 

comprehensive model equation and are also called as “black box” system. Giustolisi et al. 

(2007) divided mathematical models into three types, black-box, grey box and white box 

according to their ability to explanation the functional form of the relationships between 

the input and output variables. The white-box models are based on physical laws where 
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model variables and parameters are known and the underlying physical relationship can be 

easily explained, whereas, the functional relationships between model variables is unknown 

for black-box systems and needs to be determined. Black box models are data driven and 

the relationship between input and output is based on data. Grey-box systems are 

conceptual and a mathematical model can be derived for them.  

FN and MARS are two recently developed AI techniques which have been successfully 

used to model complex problems in different fields with accurate results. They produce 

comprehensible prediction equations which can be used to arrive at results for a new set of 

data. In the present study, FN and MARS have been used to model problems associated 

with piles based on data sets available in literature. FN and MARS are discussed in detail 

in the following chapter. 
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CHAPTER 4 

METHODOLOGY 

Functional Networks 

Functional Networks are a recently introduced extension of neural networks. A FN is 

considered as a novel generalization of neural networks as it can to take into account both data 

and the domain knowledge to estimate the unknown neuron functions. The initial topology of 

the FN can be condensed to a much simpler topology. FNs thus, eliminate the problem of neural 

networks being ‘black boxes’ by using both the domain knowledge, i.e., associative, 

commutative, distributive etc. and the data knowledge to derive the topology of the problem. 

FNs use domain knowledge to determine the structure of the network and data to estimate the 

unknown neuron functions. In FN, arbitrary neural functions are allowed and they are initially 

assumed to be multiargument and vector valued functions. 

Differences between FN and ANN 

Figure 4.1 shows a typical neural network and its corresponding functional network. A FN is 

different from neural networks in the following respects:  

1. In FN, the selection of topology is based upon both the data and the domain knowledge or a 

combination of the two, whereas, for neural networks, only the data is used.  

2. In FN, there are two types of learning. First, the functions are learned and this process is 

called as structural learning and then the function values are estimated and this process is called 

as parametric learning, on the other hand, neural networks, the neuron functions are assumed 

to be fixed and known and only the weights are learned.  

3. FN can use arbitrary multiargument and vector valued functions, whereas in neural networks 

they are fixed sigmoidal functions.  



22 
 

4. In FN, several neuron outputs can be connected to the same unit by introduction of 

intermediate layers. This is not possible in neural networks.  

 

(a) A neural network 

 
(b) Functional network equivalent to the neural network in Figure 4.1 (a). 

Figure 4.1: A neural network and its equivalent functional network 

Working with Functional Networks 

Figure 4.1 (b) shows the main elements generally encountered in every FN. They can be 

enumerated as: 

1. Storing Units 
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 One layer each of input storing units and output storing units for the input data and 

output data respectively. For example, in Figure 4.1 (b), ,,, 321 xxx  etc. are the inputs 

and .54 , ff
 are the outputs. In addition, there may be one or many layers of  

processing 

units which process inputs from the previous layer and feeds the output to the next 

layer, e.g. 6f  in Figure 4.1 (b). 

 Intermediate storing units which contain intermediate information produced by neurons 

(
4 5,X X in Figure 4.1 (b)). 

2. Directed links to connect various input, output and intermediate units in accordance 

with the advance of the algorithm of FN. 

Following are the steps required to work with functional networks: 

Step 1: The physical relationship between input and output is determined.  

Step 2: The initial topology of the FN is selected based on the data available in the problem. 

This selection of topology is done on the basis of properties and leads to selection of a single 

network structure. This is different to neural networks, where the topology is selected by a trial 

and error method.  

Step 3: The network achieved in Step 2 is further is simplified using functional equations. 

Simpler networks which can produce the same output for the given set of inputs are searched 

for any given functional network. Two such complex and simpler networks are called as 

equivalent functional networks. This is the process of structural learning. 

Step 4: For a given topology, a unique neuron function is determined that produces a set of 

output. 

Step 5: data is collected for learning of the network. 
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 Step 6: The data obtained in Step 5 in addition to combination of given functional families is 

used to estimate neuron functions. The learning may be linear or non-linear based on the 

linearity of the neuron functions obtained. 

Step 7: The obtained model is checked for errors and cross validated against a different set of 

data. The learning method of a functional network consists of obtaining the neural functions 

based on a set of data 𝑈 = {𝐼𝑖, 𝑂𝑖}, {𝑖 = 1,2,3,4 … . , 𝑛}. The learning process is based on 

minimizing the Euclidean norm of the error function, given by 

𝐸 =
1

2
∑ (𝑂𝑖 − 𝐹(𝑖))2𝑛

𝑖=1                                                                                                         (4.1) 

The approximate neural function 𝑓𝑖(𝑥) may be arranged as 

𝑓𝑖(𝑥) = ∑ 𝑎𝑖𝑗∅𝑖𝑗(𝑋)𝑚
𝑗=1                                                                                                          (4.2) 

Where ∅ = shape functions with algebraic expressions (1, 𝑥, 𝑥2, 𝑥3 . . . 𝑥𝑛), trigonometric 

functions such as [1, 𝑠𝑖𝑛(𝑥), 𝑐𝑜𝑠(𝑥), 𝑠𝑖𝑛(2𝑥), 𝑐𝑜𝑠(2𝑥), 𝑠𝑖𝑛(3𝑥), 𝑐𝑜𝑠(3𝑥)], or exponential 

functions such as (1, 𝑒𝑥, 𝑒2𝑥, … . ., 𝑒𝑛𝑥). The associative optimization function may lead to a 

system of linear or nonlinear algebraic equations. 

The knowledge of functional equations is essential while dealing with functional networks. A 

Functional equation is an equation in which the unknowns are functions, excluding differential 

and integral equations. The most common example of functional equation is the Cauchy’s 

functional equation: 

Ryxyfxfyxf  ,;)()()(                                                                                         (4.3) 
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Associativity Functional Network 

This paper applies the use of associativity FNs. In general, with the use of the basic theory of 

functional equations, any multi-input network can be transformed to an associative network 

(Castillo and Ruiz-Cobo 1992, Castillo et al. 2000b).   

With two inputs 𝑥1and 𝑥2 and an output, 𝑥3, we can obtain an associative FN as follows: 





m

i

sisiss axf
1

)(                                                                                                                     (4.4) 

Where, s= number of inputs, si , can be polynomial, trigonometric, exponential or any 

acceptable function and is called as shape function and m is the degree of functions used. The 

function f3 can be expressed as: 
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iiaxf
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3333 )(                                                                                                                     (4.5) 

From the input functions, it follows that, 

𝑓3(𝑥3) = 𝑓1(𝑥1) + 𝑓2(𝑥2)                                                                                                     (4.6) 

Thus, the error in the jth data is given by, 

)()()( 332211 xfxfxfe j                                                                         (4.7) 

To estimate the coefficients, 𝑎𝑖, 𝑖 = 1,2,3, … . . 𝑚, the sum of squared errors can be minimized 

as:  
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Subject to, 



m

i

ii xaxf
1

00 )()(                                                                                       (4.8) 

where α is a real constant. 

An auxiliary function, using the Lagrangian multiplier technique can be built as: 
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where, )()()( 321 jijijiij xxxb                                                                                       (4.10) 

The minimum of equation (4.9) is found from equations (4.11) and (4.12). 
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                                                                                                       (4.12) 

The above system of equations has (𝑚 + 1) equations and (𝑚 + 1) unknowns and can be 

solved to get the coefficients 𝑎𝑖, 𝑖 = 1,2,3, … . . 𝑚. 

In matrix form,  
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                                                                              (4.13) 

Where B is the matrix of coefficients 𝑏𝑖𝑗and 𝑎 =  𝑎1, 𝑎2, 𝑎3, … … 𝑎𝑚. This matrix can be 

written in simpler form as, 

[𝐵]{𝑢} = {𝑣}                                                                                                                          (4.14) 
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Solving for unknowns for any given 𝑣, we get 𝑢 and thus we get the coefficients 𝑎 =

 𝑎1, 𝑎2, 𝑎3, … … 𝑎𝑚. For m=1, 𝑎 can be used to write the equation, 

𝑓3(𝑥3𝑖) = 𝑓1(𝑥1𝑖) + 𝑓2(𝑥2𝑖) =  𝑎31 + 𝑎32𝑥31𝑜𝑟, 𝑥31 =
[𝑓3(𝑥31)−𝑎31]

𝑎32
                                    (4.15) 

Building models with FN 

In the present study, the data were normalized in the range [0, 1] for FN analysis. The FN 

algorithm was implemented with MATLAB (Mathwork Inc. 2005).  

To develop a FN model, an appropriate BF and its associated degree is selected. The model 

equation is derived from the analysis of training data and then the adopted model cross 

validated against the testing data. Though by increase in degree the obtained results would be 

more accurate at the same time the complexity in the model equation also increases, hence a 

tradeoff needs to be made between the accuracy and the complexity of the build model. 

Multivariate adaptive regression splines 

Multivariate adaptive regression splines (MARS), is an adaptive regression technique used to 

fit the relationship between a set of input variables and a dependent variable. MARS predicts 

the dependent variable using a non-parametric regression technique, i.e., the MARS algorithm 

does not make any preassumptions about the relationship between the dependent and 

independent variables. The data set fed to the algorithm is entirely used to create a relation 

between the inputs and output with the help of a set of coefficients and basis functions (BFs). 

This makes MARS advantageous over other statistical techniques for problems with a greater 

number of variables. 

MARS uses a divide and conquer strategy to determine the relation between the dependent and 

independent variables. This includes the division of the training data set into a number of 
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piecewise linear segments called splines of different gradients. The end points of splines are 

known as knots and the piece-wise linear functions or piece-wise cubic functions between two 

knots is known as a BF. For simplicity, only piece-wise linear functions have been discussed 

here and used for the prediction model of lateral load capacity of piles. 

An algorithm for MARS was developed by Friedman [22] based on the above strategy. MARS 

fits data through a two-step process: 

i. Forward stepwise algorithm: This is the step where the BFs are added. Initially, a 

model is constructed only with the intercept, 𝛽0. In each subsequent step, the BF 

that will produce the largest decrease in the training error is added. This process 

continues till a predetermined maximum number of BFs is reached. This leads to 

an overfitted model. An adaptive regression algorithm is used to search for knot 

locations among all the variables. 

ii. Backward pruning algorithm: This step is applied to eliminate the overfitting of the 

data. In this process, the terms in the model are pruned by removing terms one by 

one. The least effective term is removed in each pass to achieve at the best possible 

sub model. Model subsets are compared using the Generalized cross-validation 

(GCV) technique. For a data with N samples, GCV is calculated using the equation: 

𝐺𝐶𝑉 =
1

𝑁
∑ [𝑌𝑖−𝑓(𝑋𝑖)]2𝑁

𝑖=1

[1−
𝑀+𝑑(𝑀−1)/2

𝑁
]2

                                                                   (4.16) 

Where, 𝑀 is the number of BFs, 𝑑 is the penalizing parameter,  𝑁 is the number of data sets 

and 𝑓(𝑋𝑖) denotes the predicted values of the MARS model. The denominator of GCV is 

responsible for increasing variance in case of increasing model complexity. The term (𝑀 −

1)/2 in the denominator represents the number of knots. Thus, GCV penalizes BFs as well as 

knots. 
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To understand MARS better, consider a data set with 𝑦 as an output and 𝑋 =

{𝑋1, 𝑋2, 𝑋3, … . , 𝑋𝑝} as an input matrix containing 𝑝 variables. A model generated by MARS 

would be of the form, 

𝑦 = 𝑓(𝑋1, 𝑋2, 𝑋3, … . , 𝑋𝑝) + 𝑒 = 𝑓(𝑋) + 𝑒                                                                             (4.17) 

Where, e is the distribution of error. The function 𝑓(𝑥) is approximated using BFs which may 

be piece-wise linear or piece-wise cubic functions. For simplicity, only piece-wise linear 

functions are discussed here. A piece-wise linear function is of the form max(0, 𝑥 − 𝑡) where 

𝑡 is the location of a knot. It is defined as, 

max(0, 𝑥 − 𝑡) = {𝑥 − 𝑡, 𝑖𝑓 𝑥 > 𝑡 𝑜𝑟, 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒}                                                               (4.18) 

Finally, 𝑓(𝑥)is defined as a linear combination of BFs and their interactions and is expressed 

as 

𝑓(𝑋) =  𝛽0 + ∑ 𝛽𝑚𝜆𝑚
𝑀
𝑖=1 (𝑋)                                                (4.19) 

Where, each 𝜆𝑚is a BF which can be a spline or a product of two or more splines. The 

coefficients 𝛽 are constants estimated using the least squares method. 

Building models with MARS 

In the present study, the data were normalized in the range [0, 1] for MARS analysis. The 

MARS (Jekabsons 2010) algorithm has been implemented with MATLAB (Mathwork Inc. 

2005).  

The complexity and accuracy of a MARS model adopted for any particular problem depends 

upon the number of BF allowed in the forward phase and the maximum number of BF allowed 

in the final result. An increase in the number of BF allowed in the final result generally leads 

to a more accurate model. However, a MARS model with more number of BF is also a more 
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complex solution and leads to a lengthy model equation. Hence, a tradeoff needs to be made 

between accuracy and complexity. 

It is worth mentioning here that prediction equations ontained from FN and MARS modelling 

can be used to predict the results for a new set of data, provided all the inputs for new set lie 

within the maximum and minimum range of inputs used to build the model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



31 
 

CHAPTER FIVE 

PREDICTION OF LATERAL LOAD CAPACITY OF PILES IN CLAY  

Pile foundations are frequently subjected to lateral loads due to earth pressure, earthquake, 

wave or wind forces in different structures along with axial load. However, very few methods 

are available to calculate the lateral load capacity of piles. Some equations were proposed by 

Poulos and Davis (1980), Matlock and Reese (1962) and Portugal and Seco e Pinto (1993) but 

were found to have uncertainty in predictions due to the variations in soil properties. The most 

widely used empirical relations are proposed by Hansen (1961) and Broms (1964a, b) but the 

value proposed by them are not an accurate match to the actual values encountered in field. 

The present chapter is an attempt to develop prediction models for lateral load capacity of piles 

in clay using FN and MARS. Different statistical criteria like correlation coefficient (R), Nash-

Sutcliff coefficient of efficiency (E) (Das and Basudhar 2008), absolute average error (AAE), 

maximum absolute error (MAE) and root mean square error (RMSE) are used to compare the 

MARS and FN models with ANN (DENN, BRNN) models and existing empirical models, 

Broms(1964a,b) and Hansen (1961). A ranking system (Abu-Farsakh and Titi 2004) using rank 

index (RI) has also been followed to compare the different models based on four criteria: (i) 

the best fitness calculations (R and E) for predicted lateral load capacity (Qp) and measured 

lateral load capacity (Qm),  (ii) arithmetic calculations (mean, µ and  standard deviation, σ) of 

the ratio, Qp/Qm (iii) 50% and 90% cumulative probabilities (P50 and P90) of the ratio, Qp/Qm. 

and (iv) the probability of  pile load capacity within  20% accuracy level in percentage using 

histogram  and lognormal probability distribution of Qp/Qm. 
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Database 

In the present study the database of Das and Basudhar (2008) has been considered. Das and 

Basudhar (2008) have developed an ANN model with this data. Each sample has four inputs 

viz. diameter of pile (D), length of pile (L), eccentricity of load (e), and undrained shear 

strength of soil (𝑆𝑢) and one output, measured lateral load capacity (𝑄𝑚). The statistical 

parameters for the inputs and output are shown in Table 5.1. 

Table 5.1: Maximum and minimum values of the data used for prediction of lateral load of 

piles 

Input D (mm) L (mm) E (mm) 𝑆𝑢 (kPa) 𝑄𝑚 (N) 

Maximum 33.3 300 50 38.8 225 

Minimum 6.35 130 0 3.4 29.5 

Mean 17.8 278.9 44.2 9.9 72.8 

Standard 

Deviation 

6.1 52.8 14.7 10.1 36.9 

Range 26.95 170 50 35.4 195.5 

 

Summary 

In this chapter, an attempt has been made to develop  prediction models for the lateral load 

capacity of piles in clay using two recently developed statistical modelling methods; MARS 

and FN. Based on the results of MARS and FN models and the discussion that follows, the 

following conclusions can be drawn: 

(a) the performance of MARS and FN is better than other AI techniques such as ANN and 

empirical methods like Hansen and Broms.  



33 
 

(b) According to RI, FN is the best prediction technique followed by MARS, ANN, Broms 

and Hansen.  

(c) For the MARS model, Su is the most important input whereas, for FN model, L is the 

most important input. 

(d) Prediction Model equations for both MARS and FN are given, which can be used by 

practicing geotechnical engineers to predict the lateral load capacity of pile in clay. 
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CHAPTER SIX 

VERTICAL CAPACITY OF PILES IN COHESIONLESS SOIL 

Piles as deep foundations are of paramount importance in civil engineering due to their wide 

use in various structures to transfer load either to higher depths when sufficient support is not 

available at shallow depths or the load is high. Thus, the design of pile foundation has attracted 

many researchers and various equations are available to calculate the load bearing capacity of 

piles in different soil conditions. However, due to the uncertainty associated with the 

interaction between the pile and the surrounding soil, most of these equations do not produce 

consistent equations and/or are not accurate. Hence, the design process of pile foundation is 

not yet entirely comprehensible and there is a lack of equation that can be universally applied 

to all soil conditions with surety. 

Consequently, the present chapter is an attempt to develop prediction models for vertical 

capacity of piles in cohesionless soil using MARS and FN. Different statistical criteria like 

correlation coefficient (R), absolute average error (AAE), maximum absolute error (MAE), 

root mean square error (RMSE) and normalized mean bias error (NMBE) are used to compare 

the MARS and FN models with the works done in previous literature. 

Database 

In the present study, the database of Abu-Keifa (1998) has been considered which contains 59 

load test records compiled by Darrag (1987) for driven piles in sand. Each sample has five 

inputs viz. cross sectional area of pile (D), length of pile (L), effective overburden pressure 

(𝜎𝑣
′) at the tip of the pile, and the angle of shear resistance at the shaft (∅𝑠ℎ𝑎𝑓𝑡) and at the tip 

(∅𝑡𝑖𝑝) of the pile with one output, total pile capacity (𝑄𝑡𝑜𝑡𝑎𝑙). The statistical parameters for the 

inputs and output are shown in Table 6.1. 
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Table 6.1: statistical parameters for the inputs and output for vertical capacity of piles in 

cohesionless soil 

 ∅𝑠ℎ𝑎𝑓𝑡 ∅𝑡𝑖𝑝 

𝜎𝑣
′  

(kN/m2) L(m) A(m2) 

𝑄𝑡𝑜𝑡𝑎𝑙 

(kN) 

Maximum 39 41 475 47.2 0.6568 5604 

Minimum 28 31 38 3 0.0061 75 

Mean 34.87288 36.40678 179.7966 17.49322 0.134407 2207.627 

Standard 

deviation 2.1125 2.090079 81.68994 7.89681 0.102209 1221.407 

Range 11 10 437 44.2 0.6507 5529 

 

Summary 

This chapter dealt with development of prediction models for load-bearing capacity of piles in 

cohensionless soil using two recently developed statistical modelling methods; MARS and FN. 

The prediction models based upon the results from MARS and FN models were also provided. 

Based on the results of MARS and FN models and the discussion that follows, the following 

can be concluded: 

 Based on a comparison of correlation coefficients, the performance of MARS and FN 

is better than GRNN.  

 In terms of the values of MAE, AAE, RMSE and NMBE, a FN model with higher 

degree was found to best. GRNN model was found to be better than the MARS model 

and a FN model with low degree in terms MAE, AAE, RMSE and NMBE. 

 Based on the trade-off between the accuracy of the model and the complexity of the 

model equation, the MARS and FN can be argued to be better prediction techniques as 
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they produce simpler model equations with fairly accurate results in comparison with 

GRNN where the model equations are complex and difficult to comprehend.  
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CHAPTER SEVEN 

FRICTION CAPACITY OF DRIVEN PILES IN CLAY 

 

Friction capacity of piles in clay is an important factor that profoundly affects the ultimate load 

carrying capacity of the piles. But, there is a lack of comprehensible and accurate formula to 

calculate the friction capacity of piles. Goh (1995) used artificial neural network for the 

prediction of the friction capacity of piles. However, no prediction equation was provided to 

calculate friction capacity for a new data set.  

Consequently, in the present chapter, FN and MARS have been used to develop prediction 

models for friction capacity of piles driven in clay. The results obtained in the present study 

are compared with prediction models developed using neural networks (Goh 1995) in previous 

studies available in literature and other available methods, 𝛽 method (Burland 1973) and 

method of Semple and Ridgen (1986). Prediction equations to calculate the friction capacity 

based upon the developed FN and MARS method have also been provided. 

Database 

The database available in Goh (1995) was used to develop prediction models for the friction 

capacity of pile. The database were compiled from load test records available in Vijayvergiya 

and Focht (1972), Flaate and Selnes (1977) and Semple and Ridgen (1986) for driven piles in 

clay. The driven piles result available in Flaate and Selnes (1977) were mainly related to timber 

piles while driven piles result available in other sources related mainly to steel pipe piles. The 

friction capacity (𝑓𝑠) present in the database was calculated using compression load tests on 

pile after allowing for end bearing where the unit end bearing was assumed to be equal to 9*𝑠𝑢 

at the tip of the pile. The determination of undrained shear strength, 𝑠𝑢 was done using 
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unconfined compression tests. However, for very soft and soft clays, 𝑠𝑢 was calculated using 

vane shear test. 

Pile length (L), pile diameter (D), mean effective stress (𝜎𝑣
′) and the undrained shear strength 

(𝑠𝑢) were used as the inputs to develop the FN and MARS models. The friction capacity of 

piles (𝑓𝑠) was the model output. The statistical parameters for the inputs and output are shown 

in Table 7.1. 

Table 7.1: Statistical parameters for the inputs and output to predict friction capacity of piles 

 L(m) D(cm) 𝜎𝑣
′(kPa) 𝑠𝑢 (kPa) 𝑓𝑠 (kPa) 

Maximum 96 76.7 718 335 192.1 

Minimum 4.6 11.4 19 9 8 

Mean 21.55385 31.45231 124.4092 62.16308 40.84769 

Standard 

deviation 16.24329 16.47713 126.8554 59.56669 36.23642 

Range 91.4 65.3 699 326 184.1 

 

Summary 

The present chapter dealt with development of prediction models for friction capacity of driven 

piles in clay using FN and MARS techniques. The database used by Goh (1995) was used to 

develop the prediction models. The results obtained from the present study were compared with 

results obtained previously in literature using BPNN and previous methods available to 

calculate the friction capacity of piles in terms of statistical parameters and values of AAE, 

MAE and RMSE. Based on the comparison, it was found that the FN and MARS techniques 

are better prediction tools for friction capacity of piles. Prediction equations for the FN and 

MARS models were provided which can be used by the practicing geotechnical engineers. 
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CHAPTER EIGHT 

AXIAL CAPACITY OF PILES  

As discussed earlier in the text, a number of methods are already available for the calculation 

of axial capacity of the piles. However, most of these methods are either empirical or semi-

empirical, rendering them unable to produce consistent and accurate values of the axial 

capacity of piles. The previous experience in design of pile foundations has shown that the 

methods that correlate the CPT data with the axial capacity of piles produce comparatively 

better results. This is due to the fact that the CPT results generally provide a clear view of the 

soil properties which reflect in the determination of the pile capacity. However, a comparison 

of the available CPT based methods suggests that the results obtained from them are neither 

consistent nor accurate. Therefore, there is a need to develop alternative prediction models 

based on CPT data which are able to produce more accurate results consistently. 

Consequently, in the present chapter, FN and MARS have been used to develop prediction 

models for axial capacity of piles. Four models were developed based upon the data set present 

in Alkroosh and Nikraz (2011). One models each were developed for the bored piles, driven 

steel piles and driven concrete piles. A model was also developed combined for the driven 

piles, both steel and concrete. 

Database 

This study uses data set present in Alkroosh and Nikraz (2011) to develop the prediction models 

for axial capacity of piles. The data set was generated based upon results obtained from 50 

bored pile load tests and 58 driven pile load tests (30 steel pile load tests and 28 concrete pile 

load tests) as well as the related CPT data. For the bored piles, four factors influencing pile 

capacity are considered as input for the FN and MARS model. They are: 
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1. pile diameter (D) 

2. pile embedment length (L) 

3. weighted average cone point resistance over pile tip failure zone (𝑞𝑐−𝑡𝑖𝑝) 

4. weighted average cone point resistance along pile shaft (𝑞𝑐−𝑠ℎ𝑎𝑓𝑡) 

The interpreted failure load, 𝑄𝑢 is the output of the model. The statistical parameters for the 

inputs and output for the bored piles are shown in Table 8. 1. 

Table 8. 1: Statistical parameters for the inputs and output for the bored piles 

 D(mm) L(m) 𝑞𝑐−𝑡𝑖𝑝 (MPa) 

𝑞𝑐−𝑠ℎ𝑎𝑓𝑡 

(MPa) 𝑄𝑢 (kN) 

Maximum 1800 27 47.9 20.1 9653 

Minimum 320 5.6 1.6 1.4 356 

Mean 606.22 10.714 17.614 8.83 2215.2 

Standard 

Deviation 334.11 5.13 10.12 4.51 2402.63 

Range 1480 21.4 46.3 18.7 9297 

 

For the driven Piles, five factors influencing pile capacity are considered as input for the FN 

and MARS model. They are: 

1. equivalent pile diameter (Deq) 

2. pile embedment length (L) 

3. weighted average cone point resistance over pile tip failure zone (𝑞𝑐−𝑡𝑖𝑝) 

4. weighted average sleeve friction over shaft length (𝑓𝑠)  

5. weighted average cone point resistance along pile shaft (𝑞𝑐−𝑠ℎ𝑎𝑓𝑡) 
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The interpreted failure load, 𝑄𝑢 is the output of the model. The statistical parameters for the 

inputs and output for the driven piles are shown in Table 8. 2 and Table 8. 3. 

Table 8. 2: Statistical parameters for the inputs and output for the driven steel piles 

 D(mm) L(m) 

𝑞𝑐−𝑡𝑖𝑝 

(MPa) 𝑓𝑠 (kPa) 

𝑞𝑐−𝑠ℎ𝑎𝑓𝑡 

(MPa) 𝑄𝑢 (kN) 

Maximum 660 36.3 23.9 131 17.6 4460 

Minimum 273 8.5 0 18 1.4 490 

Mean 398.6 18.11333 6.516667 54.76667 9.283333 1560.9 

Standard 

Deviation 101.7102 8.039392 7.632391 23.20443 5.681554 1137.054 

Range 387 27.8 23.9 113 16.2 3970 

 

Table 8. 3: Statistical parameters for the inputs and output for the driven concrete pile 

 D(mm) L(m) 

𝑞𝑐−𝑡𝑖𝑝 

(MPa) 𝑓𝑠 (kPa) 

𝑞𝑐−𝑠ℎ𝑎𝑓𝑡 

(MPa) 𝑄𝑢 (kN) 

Maximum 625 25.8 18.6 205 15.7 5455 

Minimum 250 8 1.1 25 2.5 600 

Mean 402.1429 13.27321 7.360714 81.21429 6.207143 1529.286 

Standard 

Deviation 88.25115 4.180385 3.464137 49.65694 3.168926 1093.436 

Range 375 17.8 17.5 180 13.2 4855 
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Summary 

The present chapter dealt with the development of prediction models for axial capacity of piles 

using FN and MARS techniques. The database from Alkroosh and Nikraz (2011) was used to 

develop separate models for the bored piles, driven steel piles and driven concrete piles and a 

combined model for the driven piles, both steel and concrete. The results obtained from the 

present study were compared with results obtained previously in literature using GEP in terms 

of statistical parameters. Based on the results of the statistical parameters for the developed 

models, it was inferred that MARS has a better prediction capability for the prediction of the 

axial capacity of piles. It was also noticed that the FN and MARS techniques are better at 

prediction than the GEP technique. Prediction equations for the FN and MARS models were 

provided which can be used by the practicing geotechnical engineers. 
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CHAPTER NINE 

PULLOUT CAPACITY OF GROUND ANCHOR 

The structural stability of marquees depends on the pullout capacity of the anchors which 

transfer the tensile forces from the structures to the surrounding soil, thus resisting these forces 

by through the shear resistance of the soil. These anchors, less than one meter in length, may 

have different shapes and diameters and are traditionally made up of steel. They can be driven 

into ground by different installation techniques e.g. using a sledge hammer or using a hydraulic 

ram combined with a drilling rig. The length of the anchor embedment, diameter and surface 

roughness of anchor, properties of the soil in which the anchor is placed and the technique used 

for the installation of the anchor are some of the factors that affect the pullout capacity of 

ground anchors. Most of the equation available to calculate the pullout capacity of ground 

anchors are based on these factors. However, the most of the present methods apply also to the 

axial capacity of single piles, and the methods available for marquee anchors are very 

rudimentary. Nevertheless, the available single pile methods can be reasonably expected to 

apply equally to marquee anchors as such ground anchors are effectively micro-piles - the two 

are thus analogous, only the scale being different. The available methods to calculate the 

pullout capacity of ground anchors have been found to be inexact and incomplete. 

Consequently, in the present chapter, FN and MARS have been used to develop prediction 

models for pullout capacity of ground anchors. The results obtained in the present study are 

compared with prediction models developed using GP (Senapati 2013) and ANN (Shahin and 

Jaska 2005) in previous studies available in literature. Ranking of FN, MARS, GP and ANN 

has also been done in accordance with the ranking system developed by Abu-Farsakh and Titi 

(2004). 
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Database 

The data set used by Shahin and Jaska (2005) to develop ANN model for prediction of pullout 

capacity of ground anchor was used in the present study. ANN model for prediction of pullout 

capacity of ground anchors was based on a data set based upon results obtained from carrying 

out 119 in situ pullout tests on rough mild steel anchors can be found in Shahin and Jaksa 

(2003). The tests covered a wide range of geotechnical conditions and soil types e.g. river 

deposited slit and sand, clay gravel, fine grained sand, medium grained sand, very expansive 

black earth clay and hard and hard and dry red brown clay and thus included both cohesive and 

cohesionless soils. Different shapes of anchors including circular, hexagonal and star dropper 

were used and these anchors were embedded vertically in the ground at various embedment 

depths (400, 600 and 800 mm). Anchors were driven into ground by different installation 

techniques, viz., using a sledge hammer or using a hydraulic ram combined with a drilling rig. 

Five variables, including the anchor equivalent diameter (𝐷𝑒𝑞), embedment length (L), average 

cone tip resistance (𝑞𝑐−𝑡𝑖𝑝) along the embedment length, average sleeve friction (𝑓𝑠) along the 

embedment length and the installation technique were used as the inputs. Static installation was 

assigned a value of 1 and dynamic installation was assigned a value of 2. The ultimate pullout 

capacity (𝑄𝑢) was used as the input. The statistical parameters for the inputs and output are 

shown in Table 9.1. 

Table 9.1: Statistical parameters for the inputs and output to predict pullout capacity of 

ground anchors 

 

𝐷𝑒𝑞 

(mm) L(mm) 

𝑞𝑐−𝑡𝑖𝑝 

(MPa) 

𝑓𝑠 

(kPa) 

Installation 

technique 

𝑄𝑢 

(kN) 

Maximum 44.60 800.00 3.55 179.71 2.00 3.80 

Minimum 25.00 400.00 0.95 12.22 1.00 0.29 

Average 30.81 579.83 1.93 57.59 1.59 1.75 
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Standard 

deviation 7.68 119.93 0.57 40.28 0.49 0.77 

Range 19.60 400.00 2.60 167.49 1.00 3.51 

 

Summary 

The present chapter dealt with development of prediction models for pullout capacity of ground 

anchors using FN and MARS techniques. The database used by Shahin and Jaska (2005) based 

upon the experimental results available in Shahin and Jaska (2003) was used to develop 

prediction model. The results obtained from the present study were compared with results 

obtained previously in literature using GP and ANN in terms of statistical parameters. FN and 

MARS were also compared with GP and ANN in terms of their prediction performance by 

means of ranking system. Based on the statistical parameters, it was found that the FN and 

MARS techniques are a better prediction tool for pullout capacity of ground anchors. Also, 

based upon the ranking system, it was found that FN had the best performance followed by 

MARS, GP and ANN. Prediction equations for the FN and MARS models were provided which 

can be used by the practicing geotechnical engineers. 
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CHAPTER TEN 

DEVELOPMENT OF STANDALONE APPLICATION 

As discussed in the earlier chapters, prediction equations have been provided for the FN and 

MARS prediction models developed in this study. These equation are comprehensible and can 

easily be used by the practicing geotechnical engineers to calculate different pile capacity 

parameters. To facilitate the users interested in using the equations provided in this study, a 

need was felt to provide a standalone application that can be run on any computer by the user 

without delving deep into the intricacies of the equations. Keeping in mind this fact, a 

standalone application has also been developed as a part of this work which can be run on any 

computer equipped with windows operating system. The user just needs to enter the value of 

the required inputs to get the desired output. It was tried to keep the application as informative 

as possible at every step and an example run is shown through use of screenshots later in this 

chapter. 

The source code of the application was written in Python programming language. Python is a 

high level programming language widely used across many fields for its simplicity. Python 

was chosen as the programming language for writing the source code for its ease of readability 

of code and maximum information can be included in less number of lines of code. The 

functionality in the present study was mainly concerned with mathematics and printing 

instructions. Python includes these functionalities in a simple to way.  

Summary 

The present chapter dealt with development of a standalone application to calculate the pile 

capacity parameters if the required inputs are available to the user. The developed application 

is interactive and provides adequate information at each step.  
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CHAPTER ELEVEN 

CONCLUSIONS AND FUTUTRE SCOPE 

Conclusion 

The present study was an attempt to develop prediction models for the pile capacity parameters 

using two recently developed AI techniques, FN and MARS. Prediction models were 

developed to calculate the lateral load capacity of piles, vertical capacity of driven piles in 

cohesionless soil, friction capacity of piles in clay, axial capacity of piles and pullout capacity 

of ground anchors. The results obtained from the FN and MARS models were compared with 

other AI techniques previously used in the literature based upon statistical criteria like R, E, 

AAE, MAE and RMSE. Ranking system was also followed in some cases to assess the 

performance of the models. Based on the results obtained in the previous chapters and related 

discussions, the following conclusions can be drawn: 

 For the prediction of lateral load capacity of piles, according to comparison done on 

the basis of statistical parameters (R, E, MAE, AAE, RMSE) and properties of 𝑄𝑝 /𝑄𝑚 

(µ, σ, cumulative distribution, log-normal distribution), MARS and FN models were 

found to be better than other AI techniques like DENN and BRNN and empirical 

methods like Hansen and Broms. Based on the rank index technique also, FN was 

found to be the best model followed by MARS, DENN, BRNN, Broms and Hansen.  

 For the prediction of vertical capacity of driven piles in cohesionless soil, based upon 

comparison of R, the performance of MARS and FN was better than GRNN. GRNN 

was found to better in terms of error parameters but the prediction equations derived 

from FN and MARS model were much simpler and comprehensible as compared to 

prediction equation derived from GRNN. Thus, FN and MARS would be more easier 

to use as a prediction tool 
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 For prediction of friction capacity of driven piles in clay, FN and MARS were found 

to better than ANN in terms of statistical parameters and values of AAE, MAE and 

RMSE. 

 For prediction of axial capacity of piles, FN and MARS were found to better than GEP 

in terms of statistical parameters. 

 For prediction of pullout capacity of ground anchors, FN and MARS were found to 

better than GP and ANN in terms of statistical parameters. Also, based upon the 

ranking system, it was found that FN had the best performance followed by MARS, 

GP and ANN. 

 Model equations for both MARS and FN are given, which can be used by practicing 

geotechnical engineers to predict the required pile capacity parameters when the 

appropriate input data are available. 

 A standalone application was developed to facilitate the calculation of pile capacity 

parameters using the provided model equation. 

Scope of future work 

The MARS and FN models developed in this study were based upon the results obtained from 

experiments done on scaled models in laboratory. The prediction equations provided work best 

when the input data entered lies within the range of inputs used to build the models. The range 

of the inputs pertaining to actual field data usage may not always lie within the input range 

used in this study. Therefore, appropriate dimensional analysis and scaling effects have to be 

taken into consideration to apply the results in actual field practice. The equations presented in 

this study can be modified so that they can be applied directly to the field studies. 
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