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Abstract 

Due to environmental and economical constraints, it is difficult to build new power lines and 

to reinforce the existing ones. The continued growth in demand for electric power must 

therefore to a great extent be met by increased loading of available lines. A consequence of 

this is reduction of power system damping, leading to a risk of poorly damped power 

oscillations between generators. To suppress these oscillations and maintain power system 

dynamic performance, one of the conventional, economical and effective solutions is to 

install a power system stabilizer (PSS). However, in some cases PSS may not provide 

sufficient damping for the inter-area oscillations in a multi-machine power system. In this 

context, other possible solutions are needed to be exposed. 

With the evolution of power electronics, flexible AC transmission systems (FACTS) 

controllers turn out to be possible solution to alleviate such critical situations by controlling 

the power flow over the AC transmission line and improving power oscillations damping. 

However, coordination of conventional PSS with FACTS controllers in aiding of power 

system oscillations damping is still an open problem. Therefore, it is essential to study the 

coordinated design of PSS with FACTS controllers in a multi-machine power system.       

This thesis gives an overview of the modelling and operation of power system with 

conventional PSS. It gives the introduction to emerging FACTS controllers with emphasis on 

the TCSC, SVC and STATCOM controllers. The basic modelling and operating principles of 

the controllers are explained in this thesis, along with the power oscillations damping (POD) 

stabilizers.  

The coordination design of PSS and FACTS damping controllers over a wide range of 

operating conditions is formulated as an optimization problem. The objective function of this 

optimization problem is framed using system eigen values and it is solved using AAPSO and 

IWO algorithms. The optimal control parameters of coordinated controllers are obtained at 

the end of these optimization algorithms. A comprehensive approach to the hybrid 

coordinated design of PSS with series and shunt FACTS damping controllers is proposed to 

enhance the overall system dynamic performance. The robustness and effectiveness of 

proposed hybrid coordinated designs are demonstrated through the eigen value analysis and 

time-domain simulations.  



[xii] 

 

The proposed hybrid designs provide robust dynamic performance under wide range in load 

condition and providing significant improvement in damping power system oscillations under 

severe disturbance. The developed hybrid coordinated designs are tested in different multi-

machine power systems using AAPSO and IWO algorithms. The IWO based hybrid designs 

and AAPSO based hybrid designs are more effective than other control designs. In addition 

to this, the proposed designs are implemented and validated in real-time using Opal-RT 

hardware simulator. The real-time simulations of different test power systems with different 

proposed designs are carried out for a severe fault disturbance. Finally, the proposed 

controller simulation results are validated with real-time results.  
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Chapter 1 

Introduction 

1.1 An Overview of Power System 

Electric power is only form of energy used in several sectors such as, domestic, industrial, 

commercial and transportation. It is a converted form of energy, since it can be generated in 

bulk, transmitted over very long distances easily at high efficiency and at a reasonable cost. 

Electric power systems, including generation, transmission and distribution are considered to 

be the largest and most expensive man-made system in the present world. In developed 

societies, the demand of electric power is increasing enormously and it is doubled every ten 

years. So there is a great need to improve electric power generation. This has motivated 

construction of new power plants where power generation resources such as, coal mines, 

water falls or natural gases are located normally at distant locations for economic, 

environmental and safety reasons.  Additionally, modern power systems are highly complex 

and interconnected. Sharing of generation reserves, exploiting load diversity and economy 

gained from the use of large efficient units without sacrificing reliability are the advantages 

of interconnection. Thus building of new transmission systems is necessary to transmit 

power over long distances to meet the ever growing power demand. Building new 

transmission systems however faces many challenges due to 

 Environment constraints 

 Regulatory and financial uncertainties 

 Difficulty in acquiring right-of-way 

 Competitions due to deregulation of the electric utilities 

These issues provide the momentum for exploring new ways of maximizing power transfer 

capability of the existing transmission facilities. In order to maximize the efficiency of 

electric power transmission, the transmission utilities are very often pushed to their physical 

limits, where outage of lines or other equipment could result in the rapid failure of the entire 

system. Hence, power transfer should ensure that limits due to thermal, voltage and transient 

stabilities are not violated.  
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1.2 Power System Stability: Definition and Classification 

Power system stability is the ability of an electrical power system, for a given initial 

operating condition, to regain a state of operating equilibrium after being subjected to a 

physical disturbance, with most system variables bounded so that practically the entire 

system remains intact [1]. To understand different aspects and characteristics of power 

system stability, the following issues need to be considered [1, 2] 

1. Power system is a highly nonlinear system which operates in constantly changing 

condition. However, the stability of the system depends on the initial operating 

condition as well as nature of the disturbance when it is subjected to a disturbance.  

2. Power systems are always subjected over a wide range of disturbances. When the 

disturbance is small, the system can adjust the operating conditions and operates 

satisfactorily.   Whereas, the large disturbances may lead to structural changes due to 

the isolation of the faulted elements.  

3. The design of power system to be stable for every possible disturbance is impractical 

and uneconomical. The robust system is designed with respect to large disturbances.  

In order to understand and analyze specific type in high dimensional and complex stability 

problems, it is necessity to classify them in detail based on the following considerations [2].  

1. The nature of the resulting instability mode indicated by the observation of certain 

system variables. 

2. The method of calculation and prediction of stability is influenced by the size of 

disturbance considered. 

3. In order to assess stability the time span, devices and processes need to be 

considered.  

Accordingly, the power system stability can be classified as follows: 

1.2.1 Rotor Angle Stability 

Rotor angle stability is defined as “the ability of synchronous machines of an interconnected 

power system to remain in synchronism after being subjected to a disturbance.” It depends 

on the ability of the system to maintain equilibrium between synchronizing torque and the 

damping torque. Lack of sufficient synchronizing torque leads to aperiodic or non-
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oscillatory instability, whereas lack of damping torque leads to oscillatory instability. Rotor 

angle stability can be classified as follows [1, 2]: 

A. Small-Disturbance Rotor Angle Stability 

It is the ability of power system to maintain synchronism under small disturbances. At 

present, small-disturbance rotor angle stability problem is usually associated with 

insufficient damping of oscillations. However, aperiodic instability problem has been 

eliminated by generator voltage regulators. These rotor angle oscillations are either local 

plant oscillations or inter-area mode oscillations. The time frame of these stability studies is 

in the order of 10 to 20 seconds following the disturbance.  

B. Large-Disturbance Rotor Angle Stability (Transient Stability) 

It is the ability of the power system to maintain synchronism when subjected to a severe 

disturbance, as in the case of a short circuit on a transmission line. This stability depends on 

both the initial operating condition and the severity of disturbance. The time frame of these 

stability studies is in the order of 3 to 5 seconds following the disturbances.  

1.2.2 Voltage Stability 

It refers to the ability of a power system to maintain steady voltages at all buses in the 

system after being subjected to a disturbance from a given initial operating condition. It 

depends on the ability of the system to maintain equilibrium between load demand and load 

supply.  

A. Large-Disturbance Voltage Stability 

Large-disturbance voltage stability refers to the system’s ability to maintain steady voltages 

following large disturbances like system faults, loss of generation, circuit contingencies. 

This ability is determined by the system and load characteristics, and the interactions 

between different voltage control devices in the system. The typical time frame is in the 

order of a few seconds to ten minutes.  

B. Small-Disturbance Voltage Stability 

Small-disturbance voltage stability refers to the system’s ability to maintain steady voltages 

when subjected to small perturbations like incremental changes in the system load. This can 
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be influenced by the load characteristics, continuous controls, and discrete controls. This 

problem is usually studied using power flow based tools.  

It is noted that the time frame of interest for voltage stability problems may vary from a few 

seconds to ten minutes. Hence, voltage stability may be either a short-term or a long-term 

phenomenon. 

1.2.3 Frequency Stability 

Frequency stability is defined as the ability of a power system to maintain steady frequency 

following a severe system upset resulting in a significant imbalance between generation and 

load. It depends on the ability of system to maintain equilibrium between system generation 

and load [1]. Due to the difference in the process time frame for different system devices, the 

frequency stability phenomenon is classified as short-term and long-term frequency stability. 

The short-term influenced by load shedding, generator controls, and protection devices, 

covers first several seconds following the disturbance. The long-term frequency stability is 

influenced by other factors such as the prime mover energy supply, covering several minutes 

following the disturbance.   

The overall picture of power system stability problem with categories and subcategories is 

shown in Figure 1.1. 

 

Figure 1.1: Classification of power system stability [1, 2] 
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Power system stability is a complex subject that has challenged power system engineers for 

many decades. System secured operation is concerned, the power system stability has been 

recognized as an important problem for power engineers since 1920s [3]. In past, transient 

instability has been the dominant of stability problem on most systems, and has played much 

attention of the industries concerning system stability. Now voltage stability, frequency 

stability and inter-area oscillations have caused much concern. Moreover, power system 

instability in a large power system can lead to entire system blackout [4].  

This overall situation demands the review of traditional transmission methods and practices 

and the creation of new concepts which would allow the use of existing generation and 

transmission lines up to their full capabilities without reduction in system stability and 

security. Another reason that compels the review of traditional transmission methods is the 

tendency of modern power systems to follow the changes in today’s global economy that are 

leading to deregulation of electrical power markets in order to motivate competition among 

utilities. 

1.3 Flexible AC Transmission Systems (FACTS) 

The power flow in the transmission line between two areas is a function of line impedance, 

the voltage magnitudes of sending and receiving end voltages and the phase angle between 

the voltages. To illustrate the basic equations of power flow control consider a transmission 

line connecting two areas is shown in Figure 1.2. 

 

Figure 1.2: Transmission of power between two areas 

Complex, active and reactive power flows in this transmission system are given as follows 
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where 1V  and 2V are the voltage magnitudes of area-1 and area-2 respectively, while 1  and 

2  are phase angles of area-1 and area-2 respectively. X represents the equivalent reactance 

of the transmission line between two areas.  

Hence, the active and reactive powers of the transmission line can be controlled by 

controlling one or a combination of the power flow parameters. By the introduction of fast 

acting dynamic control over active and reactive power can increase the stability margins of  

power transmission and it allows to transmit more power using existing power transmission 

network.  

The invention of fast acting power electronic controllers made the AC transmission network 

more ‘flexible’ to adopt the changing conditions caused by load variations and 

contingencies. This concept and advances in the power electronics led to invent new 

approach by Electric Power Research Institute (EPRI) in the year 1980, called Flexible AC 

Transmission Systems or simply FACTS. It makes use of already existing resources in 

present power systems more efficient and maintains stability in power system.  

FATCS is defined as “Alternating current transmission systems incorporating power 

electronic based and other static controllers to enhance controllability and increase power 

transfer capability”[5]. 

FACTS controller is defined as “A power electronic based system and other static 

equipment that provide control of one or more AC transmission system parameters” [5]. 

The FACTS controllers can be classified depending on the power electronic devices used in 

the control as follows:  

 Thyristor based controllers  

 Voltage source converter (VSC) based controllers 

1.3.1 Thyristor Based Controllers 

The thyristor based or thyristor controlled FACTS controllers include: 

A. Static var compensator (SVC) 

B. Thyristor controlled series capacitor (TCSC) 
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C. Thyristor controlled phase shifting transformer (TCPST) 

Each of the above controllers can act on one of the three parameters determining power 

transmission, voltage (SVC), transmission impedance (TCSC) and transmission angle 

(TCPST). 

A. Static Var Compensator (SVC) 

Thyristor control static var compensators are the basic photo type of present FACTS 

controllers. These controllers were developed in the early 1970’s for load compensation of 

fast changing loads such as steel mills and arc furnaces, they were later adapted for 

transmission applications. The SVC can produce a compensating reactive current by varying 

its shunt reactance. It comprises thyristor switched capacitors (TSCs) and thyristor 

controlled reactors (TCRs) as shown in Figure 1.3. The basic applications of SVC include: 

 Increases power transfer in long transmission lines [6] 

 Improve voltage stability [5, 7] 

 Improve transient and dynamic stability of the transmission system [5] 

 

Figure 1.3: A typical SVC employing TSC and TCR 
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B. Thyristor Controlled Series Capacitor (TCSC) 

The TCSC is connected in series with the transmission line and hence the voltage 

compensation is inherently a function of line current. By controlling its effective reactance 

TCSC can control the voltage across series impedance of a given transmission line.  

There are two configurations of TCSC as shown in Figure 1.4. 

a) Thyristor switched capacitors 

b) Fixed capacitor in parallel with a TCR 

 

Figure 1.4: TCSC configuration (a) Thyristor switched capacitors and (b) Fixed 

capacitor in parallel with a TCR 
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In the second configuration, the variable compensation is obtained by controlling the 

thyristor conduction period in the TCR. Depending upon conduction of thyristor valves the 

TCSC can operate in three operating modes such as bypassed, thyristor blocked and vernier 

control modes.  

The basic applications of TCSC include [8]: 

 Increase power transfer capacity in tie lines 

 Provide power oscillations damping 

 Maximize available transfer capability (ATC) of transmission lines 

 Improve steady-state and transient stability. 

C. Thyristor Controlled Phase Shifting Transformer (TCPST) 

The TCPST consists of a shunt connected excitation transformer with appropriate taps, a 

series boost transformer and a thyristor switch arrangement as shown in Figure 1.5. The 

TCPST is used to control the system transmission angle by injecting a quadrature voltage in 

series with the transmission line. Its main motive is to control loop flows and ensure the 

power flow in the contracted path. These are unable to generate or absorb either real or 

reactive power and hence any exchange of real and reactive power with the AC system 

should come from the system itself. Therefore, TCPSTs are not intended to be used in long 

transmission lines.  

 

Figure 1.5: Schematic diagram of TCPST 
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The basic applications of TCPST include [8]: 

 Controls the voltage magnitude 

 Provide low frequency power oscillations damping 

 Enhance the transfer capability of AC tie lines 

1.3.2 VSC Based Controllers 

The VSC based FACTS controllers include: 

A. Static synchronous compensator (STATCOM) 

B. Static synchronous series compensator (SSSC) 

C. Unified power flow controller (UPFC) 

This type of FACTS controller generally provides superior performance characteristics over 

thyristor-based controllers for transmission voltage, effective line impedance, and angle 

control.  

A. Static Synchronous Compensator (STATCOM) 

The STATCOM is also known as advanced static var compensator (ASVC). A STATCOM 

can supply variable reactive power and regulate the voltage of the bus where it is connected. 

The basic schematic diagram of STATCOM is shown in Figure 1.6. If the converter output 

voltage increases greater than the system voltage, then the current flows to the system and 

leads the voltage by 900. Whereas the converter voltage falls below the system voltage, then 

the reactive current flow from the system to the converter and lags the voltage by 900. In this 

way the converter absorbs or delivers the reactive power from the system. However, if the 

voltages of the converter and the system are equal, then there is no exchange of reactive 

power.  

The basic applications of STATCOM include: 

 Regulation of voltage at a load or an intermediate bus. 

 Increases power transfer capability 

 To damp low frequency oscillations 

 Eliminates harmonics and improves power quality in distribution system.  
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Figure 1.6: Schematic diagram of STATCOM 
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Figure 1.7: Schematic diagram of SSSC 

 

Figure 1.8: Schematic diagram of UPFC 

C. Unified Power Flow Controller (UPFC) 

UPFC is a combination of STATCOM and SSSC that are coupled via a common DC link, to 

allow bidirectional flow of real power between the series output terminals of SSSC and 

shunt output terminals of STATCOM. The concept of UPFC was proposed by Gyugyi in 

1992 [9], the schematic is shown in Figure 1.8. Since UPFC combines the features of 

STATCOM and SSSC, it offers major potential advantages for the static and dynamic 

operation of transmission lines. Hence, the UPFC is able to control concurrently or 

selectively, all the parameters (such as voltage, impedance and phase angle) affecting power 

flow in the transmission line. Additionally, it can provide simultaneous real and reactive 

series line compensation without an external electric energy source. This is a hybrid 

controller that can control voltage, active and reactive power of the line. The basic function 
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of shunt converter is to supply or absorb the real power demanded by series converter at the 

common DC link to support the real power exchange resulting from the series voltage 

injection.  

The main applications of UPFC include: 

 Active and reactive power control 

 Damping of oscillations 

 Transient and dynamic stability improvement 

 Maintain voltage profile 

 VAR compensation 

1.4 Review of Literature 

In this section a literature survey related to power system oscillations and control measures 

to damp these oscillations is highlighted. The power system may be thought as a large 

interconnected and complex system with many lightly damped electromechanical mode of 

oscillations. The mechanical inertia and power angle characteristics led to oscillations of 1-

3Hz observed in hydro generators at light load, when they operated in parallel. During such 

oscillations, mechanical kinetic energy is exchanged in the form of electric power between 

synchronous generators and the network. The speed governors are able to preserve the 

frequency stability but they cannot guarantee the damping of oscillations among paralleled 

generators [10]. 

1.4.1 Convectional Control Methods 

DeMello and Concordia [11] used single machine infinite bus (SMIB) system to analyze the 

nature of the low frequency electromechanical oscillations in power systems. They were the 

first to explain the phenomena of oscillations by the concepts of synchronous and damping 

torques, and stated that inadequate damping torque is the reason for oscillations or instability 

of power system. The excitation controller design has drawn sizable consideration [12] to 

control synchronous generator and stabilize power system oscillations. Here, the operation of 

excitation control continues to maintain generator voltage and reactive power output. A high 

response exciter is helpful in adding synchronizing torque. However, on account of 

performing, it introduces negative damping. One of the conventional efficient methods to 
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meet the conflicting exciter behavior with respect to system stability is to install a power 

system stabilizer (PSS). The basic function of a PSS is to produce an auxiliary stabilizing 

signal to make electrical torque component in phase with speed variations.  

In past two decades, enormous research being conducted on designing of PSS for power 

system stability enhancement. Different methods like linear design methods [13-17], 

nonlinear designing methods [18-21] and intelligent optimization methods [27-35] have been 

proposed.  An efficient pole placement method is developed to design a power system 

stabilizer in an unstable nine machine power system presented in [13]. A robust PSS 

designed by shifting the real parts of poles to any desired positions while preserving the 

imaginary parts is discussed in [14]. Using differential geometric linearization approach PSS 

is designed in a multi-machine system presented in [15]. To enhance power system damping 

under multi-operating conditions probabilistic eigenvalue sensitivity based PSS is 

investigated in [16]. H2 optimal control algorithm which applied for adaptive PSS design in 

SMIB system is presented in [17]. The authors of [18] discussed the design of PSS using 

frequency response methods based on the concept of damping torque. A self-tuned PSS is 

developed based on simple fuzzy logic controller (FLC) in a SMIB power system is 

published in [19]. The authors of [20] had introduced an indirect adaptive FLC based PSS 

controller using Lyapunov’s synthesis method. In [21], dynamic output feedback model-

based fuzzy PSS is designed for robust performance of power system. Many modern 

heuristic optimization techniques (such as genetic algorithms (GA) [22], simulated annealing 

(SA) [23], particle swarm optimization (PSO) [24], bacterial foraging optimization (BFO) 

[25], differential evolution (DE) [26] etc.,) were introduced and have been successfully 

applied for design of PSSs to improve the power system dynamic stability. Optimal PSSs 

design using GA in a multi-machine power system is presented in [27, 28] and using SA is 

discussed in [29, 30]. Novel PSSs parameter searching in a multi-machine power system 

using PSO is proposed in [31-33]. Based on bacteria foraging technique an attempt to 

optimize simultaneously the control parameters of PSS in a multi-machine system is 

presented in [34]. The damping of electromechanical modes in a multi-machine power 

system over large operating conditions using DE tuned optimal PSSs is introduced in [35]. 

However, with increasing the transmission line loading over very long distance in a multi-

machine system, these PSSs cannot guarantee the damping of inter-area oscillations if the 

operating conditions vary abruptly. Additionally, PSS can cause great variations in the 
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voltage profile under severe disturbances and they may even result in leading power factor 

(PF) operation, which causes losing system stability [36].  In such scenarios, it would be 

feasible to install Flexible AC Transmission Systems (FACTS) controllers that were 

proposed by Hingorani and Gyugyi [5]. 

1.4.2 FACTS Controllers 

In the last few years, FACTS controllers have gained great research interest due to their 

versatile capability in mitigating power system stability issues. FACTS controllers have been 

extensively studied and analyzed for various power system problems such as power flow 

control, power transfer capability enhancement, voltage regulation, enhancing power system 

stability and damping the power system oscillations. Here, a brief literature review is given 

for the FACTS controllers like TCSC, SVC and STATCOM applied for power system 

stability and damping of power oscillations problems.   

A. Static Var Compensator (SVC) 

In past, many researchers have applied SVC controller in power systems to enhance system 

dynamic performance and damping the low frequency oscillations [37-49]. The SVC 

controller has been installed successfully to improve the transient stability of a synchronous 

machine [37]. A fundamental analysis of SVC for enhancing the power system stability is 

presented in [38]. In the articles [39-42], SVC has been analyzed for damping of low 

frequency oscillations. Here, it has been shown that SVC enhances the system damping of 

local along with inter-area oscillations. Self-tuning and model reference adaptive stabilizers 

for SVC controller have been proposed and also designed in [43-45].  A static method is 

proposed to design a full-scale fuzzy PID based SVC controller for power system stability 

control [46]. An adaptive backstepping sliding mode H∞ controller for SVC controller is 

designed using modified adaptive backstepping sliding mode method is given in [47]. 

Bacteria foraging optimization algorithm based SVC controller is proposed for the 

suppression of power system oscillations [48]. Also, an online trained wavelet neural 

network controller based SVC is designed [49] in order to enhance transient stability of 

power system. 
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B. Thyristor Controlled Series Capacitor (TCSC) 

The effective control over long distance transmission lines, the thyristor controlled series 

capacitor (TCSC), one of the most popular controllers of FACTS, can be installed in series 

with the transmission lines. TCSC damping controllers are installed in the network where the 

controllability and observability of the inter-area oscillations are better. The application of 

TCSC for damping of inter-area oscillations is discussed in [50], and enhancing transient 

stability can be found in [51]. A study on TCSC controller design for stability improvement 

is carried in [52], and a novel hierarchical controller is developed to enhance both steady 

state and dynamic stability enhancement. A linearized discrete time model of TCSC is 

proposed in [53], which is derived in d-q axis frame and then linearized around an operating 

point. A fuzzy logic based TCSC controller to suppress the inter-area oscillations is 

discussed in [54], in which an oscillation transient energy function is applied to design the 

TCSC fuzzy logic damping controller. With the integration of both fuzzy logic and PI 

controllers a self-tuning fuzzy PI based TCSC controller is proposed in [55] to enhance 

power system damping. To reduce complexity of fuzzy systems, a reduced rule-base fuzzy 

PI controller for TCSC is developed based on singular value decomposition technique in 

[56].  

Furthermore, the control tuning problem of TCSC damping controller is evaluated using 

optimization algorithms [57-61] can be found in literature. A novel output feedback TCSC 

controller design for damping critical oscillations using SA is presented in [57]. A PSO 

based TCSC power system oscillations damping controller design in a multi-machine power 

system is proposed in [58]. Moreover, a comparison between GA and PSO in designing a 

TCSC damping controller to enhance power system stability is presented in [59]. In this, it is 

concluded that the performance of PSO is better than that of GA from an evolutionary point. 

Whereas the computational time is low for GA compared to PSO algorithm. TCSC 

controller modeling, simulation and optimal tuning using DE algorithm to enhance power 

system stability is discussed in [60]. In this, a comparison between PI and lead-lag controller 

is presented and it is concluded that the lead-lag based TCSC controller had better damping 

characteristics than PI based controller. Recently, the bacteria foraging algorithm is used to 

design the TCSC damping controller for a multi-machine system [61]. 
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C. Static Synchronous Compensator (STATCOM) 

The emergence of FACTS devices and in particular GTO thyristor-based STATCOM has 

enabled such technology to be proposed as serious competitive alternatives to conventional 

SVC [62]. From the viewpoint of power system dynamic stability, the STATCOM provides 

better damping characteristics than the SVC as it is able to transiently exchange active power 

with the system. The effectiveness of the STATCOM to control the power system voltage is 

presented in [63]. Abido [64] presented a singular value decomposition (SVD) based 

approach to assess and measure the controllability of the poorly damped electromechanical 

modes by STATCOM. It was observed that the electromechanical modes are more 

controllable via phase modulation channel. It was also concluded that the STATCOM-based 

damping stabilizers extend the critical clearing time and enhance greatly the power system 

transient stability. Haque [65] demonstrated that by the use of energy function, a STATCOM 

can provide additional damping torque to the low frequency oscillations in a power system. 

The design and location of STATCOM using PSO algorithm is presented in [66]. A 

STATCOM based variable structure for power system oscillations damping is proposed in 

[67]. The two internal controllers of STATCOM namely AC and DC voltage controllers are 

discussed in [68]. Moreover, it is reported that the joint operation of these internal 

controllers could produce negative interactions. 

The literature survey carried out in [69] shows that the number of publications, applications 

of FACTS to power system stability in particular, has a tremendous increment. In summary, 

the Table 1.1 shows the performance analysis of above mentioned FACTS controllers. First 

column of Table 1.1 shows that series controller like TCSC is good for load flow control. 

While, shunt connected controllers like SVC and STATCOM have great voltage stability 

performance. Whereas TCSC controller has very good transient stability performance 

compare to all other controllers. In case of dynamic stability all controllers performs well. 

Hence, to enhance the overall stability of the power system and to damp the power system 

oscillations, combined effect of these series and shunt controllers is much needed.  

1.4.3 Coordination of PSS and FACTS Controllers 

The internal controllers like PSSs are mounted on the generators, can damp the local mode 

of oscillations effectively, but they cannot promise sufficient damping to inter-area mode of 

oscillations. In such cases, the external controllers like FACTS controllers, are installed in 

the power transmission network help to provide sufficient damping to inter-area mode of 
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oscillations. Therefore, the coordination of PSS and FACTS controllers is needed to damp 

all types of power system oscillations effectively.  

Table 1.1: Performance analysis of FACTS controllers [70] 

 

In recent past, numerous publications [71-89] reported the coordination of PSS and FACTS 

damping controllers for maintaining or enhancing electromechanical oscillations damping in 

power systems. The coordinated design of PSS with TCSC using phase compensation 

method is discussed in [71] and decentralized state feedback control method is presented in 

[72]. The authors in [73] proposed the decentralized model control method for pole 

placement in multi-machine system by coordinated tuning of PSS and FACTS controllers. 

The probabilistic theory to the coordinated design of damping controller is presented in [74]. 

Very recently, coordinated design of PSS and FACTS controller to enhance the dynamic 

characteristics of power system by zero dynamics method is provided in [75]. 

Moreover, several new optimizations algorithms have been successfully applied to 

coordinated design of PSS and FACTS controllers to enhance the overall stability of a power 

system. The coordination of PSS with SVC using GA is discussed in [76] and the authors of 

[77] applied bacteria foraging optimization (BFO) algorithm. A nonlinear programming 

model for simultaneously coordinated parameters design of PSS and STATCOM using SA is 

presented in [78]. A robust coordination scheme to improve the stability of a power system 

by optimal design of multiple and multi-type damping controllers using DE is observed in 

[79]. In addition to this, in the literature, a few proposals have been put forth over the 

coordinated design of PSS and TCSC controller for multi-machine system via optimization 

algorithms. A pole placement technique for PSS and TCSC damping stabilizers using 

simulated annealing is presented in [80]. Power system stability enhancement via robust 

coordinated design of a PSS and TCSC using GA is discussed in [81, 82]. However, these 

works are limited to SMIB system and moreover GA has slow convergence rate and it needs 

very long computational time that may vary from few minutes to hours depending upon the 
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size of the problem under study. In [83, 84] PSO technique is used to develop a simultaneous 

coordinated designing of TCSC and PSS. The performance of PSO is better than GA in the 

evolutionary point of view but the computational time is high. Moreover, in PSO, the fixed 

values of the parameters cause the unnecessary fluctuations of particles when the algorithm 

reaches convergence [85]. The bacterial swarm optimization algorithm employed to 

coordinated design of TCSC and PSS in a multi-machine power system is presented in [86]. 

The coordinated tuning of SVC and TCSC is discussed by few authors. A nonlinear design 

technique based on direct feedback linearizing is used to deduce the control scheme for the 

TCSC and SVC. The coordination between two pieces of equipment is also designed in [87]. 

In order to adapt the changes of operating modes and active power of generators, a neural 

network algorithm is applied in [88] to determine the control parameters of SVC and TCSC 

damping controller. From these, the authors treated SVC as supplement of the TCSC. 

Finally, [89] the integral of squared error technique is used for global tuning of the 

stabilizers and here the authors consider multi-machine power system equipped with a TCSC 

and a SVC as well as three PSSs is applied to demonstrate the efficiency and robustness of 

the proposed tuning procedure. 

From the above research background, we summarized that the use of PSS can provide good 

damping to local mode of oscillations and FACTS controllers can provide good damping to 

inter-area mode of oscillations. By the help of series FACTS controllers the transient 

stability of the system is greatly enhanced, with the help of shunt FACTS controllers one can 

maintain voltage stability of the system. Hence, to damp local as well as inter-area mode of 

oscillations and to enhance overall system dynamic performance a hybrid coordinated design 

of PSS with series and shunt FACTS damping controllers is required. Moreover, from the 

considered literature the validation of coordination design in real-time not exist till date. To 

overcome the above challenges and to demonstrate the hybrid design, the following 

contributions are made in this thesis. 

1.5 Research Objectives 

Though technological barriers exist, as in most technology areas, it is important to overcome 

them by developing proper understanding of the process with related attributes. The 

subsequent chapters explained the various efforts directed for improving the power system 
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oscillations damping applied to multi-machine power system. Extensive literature review 

reveals that the coordinated design of PSS with multiple FACTS damping controllers are 

least explored. Similarly, the present work emphasizes real-time validation of hybrid 

coordinated designs in multi-machine power system. 

Based on these guiding principles, the objectives of the current research are as follows:  

 To explore the existing conventional methods and models for power system stability 

study. 

 To develop a coordinated design of PSS and different FACTS damping controllers 

using recent stochastic optimization algorithms. 

 To develop a novel hybrid design of PSS with series and shunt FACTS damping 

controllers in multi-machine power system using two efficient optimization 

techniques.  

 To validate proposed hybrid designs in real-time using Opal-RT hardware simulator. 

1.6 Thesis Outline 

The other chapters of this thesis are organized as follows:  

Chapter 2 gives an overview of basic operation, modelling and interfacing of power system 

components. In this, modelling of several power system components like synchronous 

generators, interconnecting transmission network, static loads and other excitation devices 

such as AVR & PSS are briefly discussed. The operation of simple SMIB test power system 

with conventional excitation system is examined under various load conditions with severe 

disturbance applied on the system. The simulations results are compared with different 

control techniques like no control, AVR with no PSS and AVR with PSS. The basic 

knowledge of these concepts is essential for controller development in the subsequent 

chapters. 

In chapter 3, the modelling of various FACTS controllers and their optimal designs applied 

to power oscillations damping (POD) are considered. The detailed comparison between 

proportional integral derivative (PID) based FACTS POD controllers and Lead-Lag based 

FACTS POD controllers is discussed. Here, the FACTS controllers like SVC, TCSC and 

STATCOM are modelled along with POD stabilizers. To find the optimal parameter values 

of various FACTS damping stabilizers conventional PSO algorithm is used. An objective 
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function is formulated based on speed variations and voltage variations and the same is 

minimized using PSO algorithm for finding optimal values. Finally, the performance 

analysis of different FACTS POD stabilizers over a wide range of loading conditions is 

discussed for a six cycle fault.  

Chapter 4 deals with the coordinated design of PSS and various FACTS damping 

controllers. The coordinated problem is formulated as an optimization problem and the 

objective function of that problem is solved using advanced adaptive PSO (AAPSO) 

algorithm. For the formation of eigen value based objective function, one has to linearize the 

power system with its components. Hence, the linearization procedure and participation 

factor method is explained here. The linearization of power system with PSS and different 

FACTS controller is evaluated to find the poorly damped electro mechanical eigen values of 

the system. The test system is analyzed with different coordinated designs like (PSS+SVC), 

(PSS+TCSC) and (PSS+STATCOM) controllers. The robustness of proposed coordinated 

controllers is tested by comparing its damping characteristics to that of individual controller 

designs. The chapter concluded by proving that the coordinated design gives a better 

damping effect and good settling time of oscillations.   

In chapter 5, the hybrid coordinated design of PSS with series and shunt FACTS damping 

controller is presented. The hybrid designs such as (PSS+TCSC+SVC) and 

(PSS+TCSC+STATCOM) controllers are proposed. The linearization form of power system 

with these controllers is derived in order to find the eigen values of the system. Here, 

invasive weed optimization (IWO) algorithm is used to minimize the damping factors and 

damping ratios based on objective function. The optimal control parameter values of 

different controllers in hybrid coordinated design are obtained at the end of optimization 

algorithm. The small signal analysis as well as time domain simulations are provided to 

prove the effectiveness and robustness of proposed design. The results are compared for 

different control designs over a wide range of load conditions. 

Chapter 6 presents the hybrid coordinated control design of PSS with series and shunt 

FACTS controllers in multi-machine power system via AAPSO and IWO algorithms. Here, 

two test power systems are considered for analysis: (a) three-machine nine-bus test power 

system and (b) two area four-generator eleven-bus power system. The eigen value analysis 

along with transient analysis of test power system is done using MATLAB. The 

performances of proposed designs are compared with other control schemes under different 
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loading conditions. The damping factors, damping ratios and settling time of oscillations are 

compared with different controllers under different load conditions. 

In chapter 7, the real-time implementations of different control designs are carried out to 

validate the proposed control designs in real world. Opal-RT hardware simulator is used for 

real time validations. In this, the procedure to interface MATLAB models with Opal-RT 

hardware simulator environment is clearly explained. The laboratory setup of Opal-RT 

hardware simulator is discussed. The real-time simulator results are presented and compared 

for different control schemes under different load conditions.  

Finally, the conclusions and suggestions for future work are discussed in chapter 8. It gives 

overall summary of work done and concludes the present study. It explains the effectiveness 

and robustness of hybrid coordinated designs to damp the power oscillations under severe 

disturbances. It also, explains the necessity of validation for proposed designs in real-time. 

Further, some suggestions on the extension to potential topics for future research are 

proposed.  

1.7 Summary 

This chapter highlights the reasons for inter-connections and the difficulties that occur while 

constructing a new transmission network. The full utilization of the transmission lines 

without proper controller could result in the rapid failure of the entire system. The chapter 

also gives the introduction to the classification of power system stability problems and 

FACTS controllers. Section 1.4 provides the insight into various past developments in the 

area of power system stability. For the sake of simplicity, it is divided into three main 

sections. Section A focuses on the brief history of conventional control methods. Section B 

describes the FACTS damping controllers. Section C gives the literature review about 

coordination of PSS and FACTS damping controller. The problem of power system 

oscillation damping is overcome by the coordinated design of PSS and FACTS controllers. 

This design has ability to damp local as well as inter-area mode of oscillations and to 

enhance overall system dynamic performance under severe disturbances. The modelling of 

several power system components and operation of conventional PSS are explained in next 

chapter.   
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Chapter 2 

Modelling and Operation of Power System 

Components 

2.1 Introduction 

The main objective of this chapter is to present the brief insight in the modeling of various 

power system components and their basic operation with conventional controllers under 

severe disturbance.    

2.2 Modelling of Power System Components 

Studies of electrical power systems are based on the simulation of actual phenomena using 

models behaving exactly in the identical way as the elements in the physical system. 

Component modeling thus becomes very important. In research, it is necessary to have 

models permitting precise and detailed simulation. The different parameters must be 

accessible and the models are required to follow the physical process as closely and 

faithfully as possible. Then it is required to solve mathematical equations governing these 

phenomena. Modeling of active elements such as, generator is relatively difficult while that 

of passive elements such as transmission line, inductive VAR compensator, etc., are easier. 

Passive circuit elements are mostly modeled by their parameters in the equivalent circuits 

while the active power system components are modeled by their operation in steady, 

transient and sub-transient state. The overall power system representation includes models for 

the following individual components 

 Synchronous generators 

 Interconnecting transmission network 

 Static loads  

 Other devices such as AVR&PSS 

The model used for each component should be appropriate for transient stability analysis, and 

the system equations must be organized in a form such that they are suitable for applying 

numerical methods. As we will see in what follows, the complete system model consists of a set 

of differential equations and algebraic equations.The transient stability analysis is thus a 

differential algebraic initial-value problem. 
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2.2.1 Synchronous Machine Modelling 

In a report prepared by IEEE task force in 1986 [90], modeling of synchronous machine is 

varied from one to six depending on the degree of detail used. It is suggested that [91] the 

model 1.1 (third order model) which contains field circuit with one equivalent damper on q-

axis is very accurate for large disturbance stability studies and virtually exact for small 

disturbances with intermediate complexity.  Hence, in this study the synchronous machine is 

represented as model 1.1. For this, the governing differential equations for ith machine are as 

follows: 
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Following a disturbance, currents are induced in the machine rotor circuits. Some of these 

induced rotor currents decay more rapidly than others. Machine parameters that influence 

rapidly decaying components are called the sub-transient parameters while those influencing 

the slowly decaying components are called the transient parameters and those influencing 

sustained components are the synchronous parameters. 

In most of the research articles, the effect of rotor damper windings is neglected. In that case, 

the differential equations (2.1)-(2.3) describe the mathematical model of a synchronous 

machine. Throughout this thesis we follow the third order representation. The algebraic 

equation with this representation is given by  
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2.2.2 Load Modelling 

The power system loads, other than motors represented by equivalent circuits, can be treated in 

several ways during the transient period. The commonly used representations are static 

impedance or admittance to ground, constant currents at fixed power factor, constant real and 
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reactive power, or a combination of these representations. The constant power load is either 

equal to the scheduled real and reactive bus load or is a percentage of the specified values in the 

case of a combined representation. The parameters associated with the static impedance and 

constant current representations are obtained from the scheduled bus loads and the bus voltages 

calculated from a load flow solution for the power system prior to a disturbance. The initial 

value of current for a constant current representation is obtained from 
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where LiP  and LiQ are the scheduled bus loads, and  TiV  is the calculated bus voltage. The 

current  0LiI   flows from bus i  to ground, that is, to bus 0. The magnitude and power factor 

angle of  0LiI   remain constant. The static admittance 
0iy  is used to represent the load at bus ,i

can be obtained from  
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where 
0V  is the ground voltage, equal to zero. Therefore, 
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Multiplying both the dividend and divisor of above equation by 
*

TiV   and separating the real and 

imaginary components, 
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2.2.3 Transmission Network Representation 

In stability studies, it has been found adequate to represent the network as a collection of 

lumped resistances, inductances, and capacitances and to neglect the short-lived electrical 

transients in the transmission system [92]. As a consequence of this fact, the terminal 

constraints imposed by the network appear as a set of algebraic equations which may be 

conveniently solved by matrix methods. The network admittance matrix may be written in 

partitioned form as 
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In the portioned matrix, the subscript 1 is associated with nodes to which controlled sources are 

connected and subscript 2 refers to those are not connected to the controlled sources. In this 

analysis, information about nodes associated with subscript 2 is not necessary, and for this 

reason they are eliminated by a series of single row and column reductions in accordance with 
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The resultant network equations in terms of the reduced admittance matrix are 
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These may be written in expanded form as  
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where, subscript N denotes  nodes connected to synchronous machines represented in detail by 

Park’s equations and M denotes nodes behind transient reactance of machines represented by 

fixed voltages. 

2.2.4 Axis Transformation 

Equations (2.1)-(2.3) describe an individual machine with respect to its own reference frame. 

In general the reference frame of each machine is different from that of any other machine as 

well as from the common reference frame rotating at synchronous speed. Consequently, it is 

necessary to perform axis transformation at each connection node in order to relate the 

components of voltages and currents expressed in the d, q reference axis of each machine to 

the synchronously rotating reference axis D, Q of the network [92]. Phasor relations between 

the two reference frames are shown in Figure 2.1. On its basis, the transformation of qd ee ,
 

to QD ee ,  and of QD ii ,
 
to qd ii ,

 
may be stated as 
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Figure 2.1: Axis transformation phasor diagram 

2.2.5 Excitation System Modeling 

The main objective of the excitation system is to control the field voltage of the synchronous 

machine and there by field current. The field current is controlled so as to regulate the 

terminal voltage of the machine. The conventional excitation system consists of automatic 

voltage regulator (AVR) and power system stabilizer (PSS), which is shown in Figure 2.2. 

The AVR normally controls the generator stator terminal voltage. But if the fast acting 

exciters have high gain AVR, it can leads to oscillatory instability in power systems. This 

type of instability can endanger system security and limits power transfer. A cost efficient, 

simple and effective solution to this problem of oscillatory instability is to provide damping 

for generator rotor oscillations.  

The basic function of PSS is to add damping to the generator rotor oscillations by controlling 

its excitation using auxiliary stabilizing signals. To introduce a damping torque component, 

speed deviation ( i ) is used as a logical signal for controlling generator excitation. A 

widely used conventional PSS structure consists of a gain, washout and phase compensation 

blocks. The stabilizer gain iK  determines the amount of damping introduced by the PSS. 

The washout block acts as a high-pass filter with the time constant WT  high enough to allow 

signals associated with speed oscillations and it is used to restrict the steady state changes in 

speed. The value of WT  is not critical in view of washout function and its value in the range 
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1 - 20s. The phase compensation block provides the appropriate phase-lead signals such that 

the phase lag between the exciter input and the electrical torque is compensated. In this PSS 

design two stage phase compensation is constructed with two first order blocks. The 

differential equation that governs the AVR with PSS is given by 

 fdiPSSitireftiA

A

fdi EUVVK
T

E 


)(
1

   (2.16) 

 

Figure 2.2: Conventional Excitation System with AVR & PSS 

 

Figure 2.3: SMIB system equipped with conventional AVR & PSS 

2.3 Operation of SMIB System with Conventional Excitation System 

To analyze the basic operation of excitation system, a single machine infinite bus system 

with conventional AVR & PSS shown in Figure 2.3 is considered. Here, a synchronous 

generator is connected to infinite bus through a transformer with impedance TX  and two 

parallel transmission lines with impedances 1LX  and 2LX . The generator terminal voltage 
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and infinite bus voltages are represented by tV  and bV  respectively. The system data used 

for this analysis is given in Table 2.1 

Table 2.1: Test system parameters 

Generator                   : ,0.1 puXd  ,3.0' puX d  ,8.0 puXq 

,044.5'
0 sTd   ,8M  ,0D  .60Hzf   

Line & Transformer  : ,6.021 puXX LL  .1.0 puXT   

AVR & PSS              :    ,10AK ,01.0 sTA  ,5.01 K

,324.031 TT ,033.042 TT .5wT  

Table 2.2: Loading conditions considered 

Normal Loading          :  .25.0 ,0.1 puQpuP   

Heavy Loading            :  .35.0 ,2.1 puQpuP   

Light Loading              :  .15.0 ,8.0 puQpuP   

Leading PF condition  :  .15.0 ,8.0 puQpuP   

 

Figure 2.4: System dynamic response under normal load (a) rotor angle (b) speed 

variation (c) active power (d) terminal voltage 

0 1 2 3 4 5 6 7 8 9 10
-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0 1 2 3 4 5 6 7 8 9 10

-0.5

0

0.5

1

1.5

2

2.5

 

 

0 1 2 3 4 5 6 7 8 9 10
0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

0 1 2 3 4 5 6 7 8 9 10

-0.5

0

0.5

1

1.5

2

Time [sec] 

R
o
to

r 
an

g
le

 (
δ
) 

[r
ad

] 

Time [sec] 

S
p
e
e
d
 d

e
v
ia

ti
o
n
 (

Δ
ω

) 
[p

u
] 

(a) (b) 

Time [sec] 

A
ct

iv
e 

p
o
w

er
 (

P
e)

 [
p
u
] 

Time [sec] 

T
er

m
in

al
 v

o
lt

ag
e 

(Δ
V

t)
 [

p
u
] 

(c) (d) 

AVR with no PSS No control AVR with PSS 



  

   

[30] 

 

The conventional AVR & PSS is tested under a 6-cycle fault disturbance with different 

loading conditions given in Table 2. The 3-phase fault is applied on one of the transmission 

lines with starting time 1.0 sec, and it is cleared at 1.1 sec (i.e. fault clearing time 

msTc 100 ). The dynamic responses of the test system under different loading conditions 

are shown in Figure 2.4 – Figure 2.7. In these figures, the comparison made over the system 

responses for different control schemes such as, No control, AVR with no PSS and AVR 

with PSS.  Figures 2.4(a), 2.5(a), 2.6(a) and 2.7(a) show the rotor angle response for 

different control schemes under normal, heavy, light and leading PF loading respectively. 

Similarly, in each figure, from 2.4(b) - 2.7(b) represents speed variation of the generator, 

from 2.4(c) - 2.6(c) represents active power variation and from 2.4(d) - 2.6(d) represents 

terminal voltage variations of the generator in different loading conditions. In each loading 

condition, the system which has AVR with PSS gives better damping characteristics. The 

system consists of AVR with no PSS gives negative damping characteristics and the 

oscillations keep on increasing.  

 

Figure 2.5: System dynamic response under heavy load (a) rotor angle (b) speed 

variation (c) active power (d) terminal voltage 
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Figure 2.6: System dynamic response under light load (a) rotor angle (b) speed 

variation (c) active power (d) terminal voltage 

 

Figure 2.7: System dynamic response under leading PF condition (a) rotor angle (b) 

speed variation (c) active power (d) terminal voltage 
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140ms.  But for the fault duration ,155msTc   the generator maintains first and second 

swing stability and loses synchronism during the third swing.  

 

Figure 2.8: System dynamic response with AVR & PSS for different fault clearing times 

( cT ) (a) rotor angle (b) speed variation (c) active power (d) terminal voltage 

2.4 Summary 

In the first part, modelling of various power system components with excitation system is 

discussed. The basic operation of conventional AVR with PSS is discussed in the next 

section. The basic knowledge of these concepts is essential for controller development in the 

subsequent chapters. 

In the modeling part, mathematical representation of different power system components is 

provided. It contains the model of synchronous generator, transmission system, loads and 

excitation system. An overview of axis transformation is provided as it helps to transform 
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lead-lag based PSS in a SMIB system over a wide range of operating conditions is discussed 

and analyzed with proper simulation results. With this transient analysis, it is observed that 

the PSS provides enough damping for the compensation of negative damping due to AVR 

action up to a considerable extent. 

In next chapter, modelling of various FACTS controllers is described. Comparison over 

different structures of FACTS controllers is carried out. The optimal control parameters of 

these control structures are obtained by minimizing the objective function using an advanced 

optimization algorithm.  
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Chapter 3 

Modeling and Optimal Control Design of FACTS 

Damping Controllers in SMIB System 

3.1 Introduction 

Chapter 2 demonstrated a general introduction to the power system components, including a 

description of the basic concepts, modeling and interfacing with the power network. In this 

chapter, the modelling of various FACTS controllers and their optimal designs with power 

oscillations damping (POD) stabilizers is considered. The detail comparison between 

proportional integral derivative (PID) based FACTS POD controllers and Lead-Lag based 

FACTS POD controllers is discussed. Knowledge of the characteristics and modeling of 

individual system components as discussed in Chapter 2 is helpful in this analysis. 

3.2 Modelling of Different FACTS Controllers 

The modelling aspects of different FACTS controllers like SVC, TCSC and STATCOM for 

damping of power oscillations are discussed in brief manner.  

3.2.1 Modelling of SVC Controller 

In practice, the SVC can be modelled as an adjustable reactance with either firing angle 

limits or with reactance limits. The most popular configuration of SVC is shown in Figure 

3.1 [93]. In this structure, SVC modeled as a parallel combination of fixed capacitor C and 

thyristor controlled reactor (TCR). The variable TCR equivalent reactance, LeqX , at 

fundamental frequency is given by 

)2sin()(2 




 LLeq XX   (3.1) 

where α is the thyristor’s firing angle. 

The SVC effective reactance eqX  is obtained by the parallel combination of CX and LeqX , 

which is given by 

L
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Depending on the ratio ,LC XX  there is a certain value of firing angle that causes a steady 

state resonance. The SVC equivalent impedance as function of firing angle is given in 

equation (3.2). 

The SVC equivalent susceptance, SVCB , at fundamental frequency is given in equation (3.3) 

and the Figure 3.2 depicts the SVCB  at fundamental frequency as a function of firing angle. 

LC

C
L
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XX

X
X

B

))2sin()(2( 
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Figure 3.1: SVC structure 

 

Figure 3.2: SVC equivalent susceptance as a function of firing angle 
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The block diagram of a basic SVC controller incorporating a power oscillations damping 

stabilizer is shown in Figure 3.3 [94]. Here, SV  is the voltage at bus S to which SVC is 

connected in parallel and SVCU  is the output of POD stabilizer. SK  and ST  are the gain and 

time constants of the SVC controller respectively. 

 

Figure 3.3: Block diagram of SVC damping controller 

3.2.2 Modelling of TCSC Controller 

A typical TCSC for load flow analysis and transient stability studies can be modelled as a 

variable reactance. The circuit configuration of TCSC is shown in Figure 3.4. This 

configuration utilizes the concept of variable reactance that can be adjusted with appropriate 

variation of the firing angle (α) in the range (900- 1800). The relationship between TCSC 

reactance ( TCSCX ) and α is given in equation (3.4), where σ is conduction angle. Figure 3.5 

depicts the response of  TCSCX  with respect to the firing angle ‘α’ [95].  
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Figure 3.4: TCSC module structure 
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Figure 3.5: TCSC equivalent reactance as a function of firing angle 

 

Figure 3.6: Block diagram of TCSC damping controller 

The block diagram of basic TCSC controller with POD stabilizer is shown in Figure 3.6. 

Here, 0  is the initial (reference) value of conduction angle ( ) and TCSCU  is damping 

signal from POD stabilizer. TK and TT  are the gain and time constants of the TCSC 

controller respectively. 
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Figure 3.7 shows the basic structure of STATCOM. It is connected to a bus S with voltage  

SV  through a transformer of leakage reactance SX . The STATCOM consists of a 3-phase 

voltage source converter (VSC) and a DC capacitor with capacitance DCC . The VSC 

converts DC voltage DCV  to a controllable AC voltage mV  at an angle s . Due to the 
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angle s , we can control the power flow. From Figure 3.7, the control equations of 

STATCOM are given by [96]  

sDCssDCm VmkjVmkV     )sin(cos   (3.5) 

)sincos(
 

 sSqsSd

DC

DC II
C

mk
V  


 (3.6) 

where, k is the ratio of AC and DC voltage, m is modulation index of the PWM and s  is 

phase angle of VSC. 

 
Figure 3.7: Structure of STATCOM 

 
Figure 3.8: (a) PI based AC voltage controller and (b) additional POD stabilizer of the 
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Figure 3.9: (a) PI based DC voltage controller and (b) additional POD stabilizer of the 

STATCOM 

The internal controllers [68] of STATCOM are designed with PI based controller, which are 

shown in Figure 3.8 and 3.9. The Figure 3.8(a) shows the PI based STATCOM AC voltage 

controller. The difference in AC voltage SV  and its reference value is considered as input of 

the controller. Here, one more additional input ASU  is also taken from POD stabilizer, 

which is shown in Figure 3.8(b). The PI based AC voltage controller with gains PACK  and 

IACK  gives modulation index as output. On the other hand, in Figure 3.9(a), the difference 

of DC voltage of the capacitor  DCV  and its reference value is given as input to the PI based 

DC voltage controller and in addition to these two inputs, the output of damping controller is 

also fed as input as shown in Figure 3.9(b). 
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 PID controller based POD stabilizers 

 Lead-Lag controller based POD stabilizers  

3.3.1 Structure of PID Controller Based POD Stabilizers 

Over past 50 years, the PID controller is most widely used as a feedback controller in many 

industries. It is a simple, robust, easily realizable and cost effective controller that can 

provide excellent control performance despite the varied dynamic characteristics of power 

plant. As the name indicates, PID controller is integration of three basic controllers, those are 

proportional, integral and derivative controllers. Each controller has their own effect to 

stabilize the output of the plant. The proportional controller helps to reduce the rise time, but 

it never eliminates the steady-state error. By this reason, if the proportional gain is too high, 

then the system becomes unstable where as a small gain results in a small output response to 

a large input error and less sensitive [97]. The integral controller can eliminate steady-state 

error, whereas it makes the transient response too worse. High integral gain can cause 

overshoot and low value will make system response sluggish. The derivative controller will 

helps to improve the stability of the system, reduce the overshoot and increase the transient 

response. If the derivative gain is sufficiently high it can cause system unstable and it makes 

more noise. Conventional fixed gain PID controller is widely used for control process in 

power industries. In the design of this controller one has to set three main parameters 

proportional gain ( PK ), integral gain ( IK ) and derivative gain ( DK ). Mostly, the controller 

gains are tuned by the trial and error method based on the experience over plant behavior. 

The block diagram of PID controller [98] for a closed loop system is shown in Figure 3.10 

and the transfer function is represented by 

D
I

PPID sK
s

K
KG   (3.7) 

The output of PID controller in time domain is given by 

dt

tde
KdtteKteKtu DIP

)(
)()( )(    (3.8) 

where )(tu  is control signal and )(te  is error signal 

In this work, the FACTS POD stabilizers are designed by using PID based controllers. 

Figure 3.11 represents the structure of PID controller based FACTS POD stabilizers. The 

input signal given to POD stabilizers is depends on the type of FACTS controller. In general, 
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for series controllers change in the line active power is given as input signal whereas for 

shunt connected FACTS controllers change in bus voltage is given as input signal. The 

output signal of POD stabilizer is also given as one more input to the FACTS controller. 

 

Figure 3.10: Block diagram representation of PID controller 

 

Figure 3.11: Structure of PID controller based POD stabilizer 
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by some suitable tuning method to improve the transient response and minimize the steady-
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controller can improve system parameters such as reducing steady state error, reducing 

resonant peak, improving system transient response by reducing the rise time. The basic 

block diagram of two stage Lead-Lag controller is shown in Figure 3.12 and the transfer 

function is given by 

)1(

)1(

)1(

)1(

4

3

2

1

sT

sT

sT

sT
GLL








  (3.9) 

where, ,1T ,2T 3T  and 4T  are time constants of Lead-Lag controller. 

 

Figure 3.12: Block diagram representation of Lead-Lag controller 

The Lead-Lag controller provides lead compensation if the numerator time constants are 

greater than denominator time constants (i.e. 21 TT  , 43 TT  ). Similarly, it provides lag 

compensation if time constants of numerator are lesser than time constants of denominator 

(i.e. 21 TT  , 43 TT  ). Figure 3.13 represent the structure of Lead-Lag controller based POD 

stabilizer.  

 

Figure 3.13: Structure of Lead-Lag controller based POD stabilizer 
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3.4 Particle Swarm Optimization: An Overview 

Particle swarm optimization (PSO) is a population based optimization method first proposed 

by Kennedy and Ebaerhart [24, 99]. Many popular algorithms are deterministic, like the 

gradient based algorithms. The PSO, similarly to the algorithms belonging to the 

evolutionary algorithm family, is a stochastic algorithm that does not need gradient 

information derived from the error function. This allows PSO to be used on functions where 

the gradient is either unavailable or computationally expensive to obtain. 

The PSO is a heuristic global optimization method, which is developed from swarm 

intelligence and based on the research of bird and fish flock movement behavior [24]. Birds 

are searching for food from one place to another, there is always transmitting information so 

that they flock to the place where food can be found. The PSO algorithm is concerned, 

solution swarm is compared to the bird swarm, the birds moving from one place to another is 

equal to the development of the solution swarm, good information is equal to most optimist 

solution and the food resource is equal to the best optimist solution in entire course. The 

most optimist solution can be found in PSO by the mutual cooperation of each individual 

particle. Due to its many advantages including its simplicity and easy implementation, this 

algorithm can be used widely to solve many complex engineering problems.  

3.4.1 The PSO Algorithm 

The algorithm maintains a population of n particles, where each particle represents a 

potential solution to an optimization problem. Each particle i can be represented as an object 

with several characteristics. These characteristics and basic elements of PSO can be stated as 

follows: 

 iX  : The current position of the 
thi  particle 

 iV   : The current velocity of the 
thi  particle 

 iw   : The current inertia weight of the 
thi  particle 

 best
iP  : The current best position of the 

thi  particle 

 best
iG  : The current global best position of the 

thi  particle 

In PSO algorithm, each particle is k-dimensional real valued vector, where k is the number of 

parameters to be optimized. Hence, each optimized parameter represents a dimension of the 

problem space. The PSO technique [31] can be described in following steps: 
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Step 1: Generate random n number of particles with random initial velocities and set the 

iteration count iter 1. The velocity V is generated by randomly selecting a 

value with uniform probability over the 
thk  dimension in range of [ maxmax , kk VV ]. 

Each particle i in the initial population fitness is evaluated using the objective 

function J, search for the best value of the objective function bestJ . Set the 

particle associated with bestJ  as the global best ( bestG ). Set the initial value of 

inertia weight 0w .  

Step 2: Update the iteration count 1 iteriter . 

Step 3: Update the inertia weight 1 iteriter ww . 

Step 4: Using the global best and individual position best, the 
thi  particle velocity and 

position is updated according the following equations: 

)()( ,,22,,11,1, iteri
best
iteriiteri

best
iteriiteriiteri XGrcXPrcwVV 

 (3.10) 

1,,1,   iteriiteriiteri VXX  (3.11) 

where, 1c  and 2c  are constants namely positive cognitive and social components 

that are responsible for varying the particle velocity towards the best
iP and best

iG . 

1r  and 2r  are two random numbers in the range [0-1]. The inertia weight w is 

responsible for dynamically adjusting the velocity of the particles.  

Step 5: To enhance the efficiency of PSO, one can adjust the inertia weight w to linearly 

reduce during the iterations. The inertia weight is updated by the following 

equation: 

min

max

max
minmax )( w

iter

iteriter
www 









 
  (3.12) 

where, maxiter  is the maximum number of iterations and iter is the current 

number of iteration. maxw  and minw are the maximum and minimum values of 

inertia weight respectively. The typical range of w from 0.9 at the beginning of 

the search to 0.4 at the end of the search [100]. 

Step 6: Each particle is evaluated according to the updated position. iteriiteri JJ ,1,  , the 

updated individual position best ( best
iP ) and go to next step. 
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Step 7: Search for the minimum value of the objective function, if min
,

min
1, iteriiteri JJ 

 then set 

the particle associated with minimum value of objective function as global best. 

Step 8: If the stopping criteria is satisfied, then stop, or else go to step 2. 

The PSO algorithm that is described in above procedural steps is known as conventional 

PSO (CPSO). In this work, for the optimal tuning of FACTS POD controllers like SVC, 

TCSC and STATCOM controllers CPSO is used. The flow chart for CPSO technique is 

depicted in Figure 3.14.  

 

Figure 3.14: Flowchart depicts the CPSO algorithm 
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3.5 Objective Function 

In an optimization process to find the optimal parameter values, which results in a maximum 

or minimum of a function, is called an objective function. The objective function is a 

mathematical expression describing a relationship of the optimization parameters that uses 

the optimization parameters as inputs. To find the optimal parameter values of FACTS POD 

controllers, which is installed in SMIB test power system, integral of time-multiplied 

absolute value of error (ITAE) is considered as objective function. Since, in power system 

stability problems time is considered very important factor, it is required that settling time 

should be less and also oscillations should die out soon. However, the main objective is to 

damp the power oscillations and to maintain the voltage profile of the test power system 

effectively. This objective can be achieved by minimizing the value of speed deviation along 

with terminal voltage variations. So the objective function is formulated with the integration 

of speed variation and terminal voltage variation of the generator. In this work, for SMIB 

test power system objective function is considered as: 

 dtVtJ

t

Tii     
0

    (3.13) 

where, t is total simulation time, i  is the change in speed in p.u. and TiV  is the change 

in terminal voltage. 

In order to maintain stability and to provide efficient damping, it is aimed to minimize the 

objective function. To reduce the computational burden in this work, the value of the wash 

out time constant wT  is fixed at 5s for both PID as well as Lead-Lag based POD stabilizers. 

In Lead-Lag based POD stabilizer the values of 2T  and 4T  are usually pre-specified, based 

on engineering experience [101]. In this context, tuning of 1T  and 3T  are chosen to achieve 

the net phase lead required by the system. Therefore, the optimization problem is formulated 

as: 

Minimize '' J  (3.14) 

For PID based POD stabilizers the above equation is subjected to constraints that are given 

by 

maxmin
PPP KKK   

maxmin
III KKK   
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maxmin
DDD KKK   

For Lead-Lad based POD stabilizers equation (3.14) is subjected to constraints that are given 

by 

maxmin
sss KKK   

max
11

min
1 TTT   

max
33

min
3 TTT   

The value of fixed gain PID based POD stabilizer is kept constant at 5 and the time constants 

2T  and 4T  of Lead-Lad based POD stabilizers are chosen as 0.05. The typical ranges of the 

optimized parameters are [0.01-50] for PK , [0.01-10] for IK , [0.01-10] for DK , [0.01-50] 

for sK , and [0.06-1] for 31,TT . Hence, CPSO is applied to minimize the objective function 

with subjected constraints and to search the optimal control parameters values of FACTS 

POD stabilizers. 

3.6 Performance Analysis of Test System with FACTS POD Controllers 

The performance of SMIB test system with different FACTS POD controllers is analyzed 

and compared with the simulation results. Here SVC, TCSC and STATCOM controllers 

with both PID as well as Lead-Lad based POD stabilizers are considered for the analysis. A 

three-phase fault is applied on one of the transmission lines of considered power system to 

test the performance with different controllers. 

3.6.1 Performance Analysis of Test System with SVC POD Controller 

SVC controller is installed in SMIB system is shown in Figure 3.15. As discussed in chapter 

2, the generator is modelled as a third order model and it is connected to infinite bus with 

two parallel transmission lines having impedances 1LX  and 2LX . Here SVC modelled as a 

variable reactance model with susceptance SVCB . SVC is connected to the bus with voltage 

SV , which is nearer to the generator terminal. SVC controller with PID and Lead-Lag based 

POD stabilizers are shown in Figure 3.16 and Figure 3.17 respectively. The change in bus 

voltage ( SV ) and SVC susceptance are the input and output of SVC damping controllers 

respectively. 
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Figure 3.15: SMIB test system with SVC 

CPSO parameters used in simulations for different FACTS controllers (SVC, TCSC and 

STATCOM) are chosen as number of particles, number of iterations, c1 and c2 are equal to 

50, 100, 2 and 2 respectively. In order to extract the optimal parameter values of SVC 

controller, CPSO algorithm is run for several times. The obtained optimal values based on 

proposed objective function using CPSO algorithm for PID and Lead-Lag POD stabilizers 

are given in Table 3.1. 

 

Figure 3.16: SVC controller with PID based POD stabilizer 

 

Figure 3.17: SVC controller with Lead-Lag based POD stabilizer 
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Table 3.1: CPSO tuned optimal parameter values of SVC controllers 

PID based POD               : ,78.26PK ,23.7IK 42.1DK  

Lead-Lag based POD      : ,64.10SK ,6122.01 T 5937.03 T  

 

Figure 3.18: Test system dynamic response for a six cycle 3-phase fault under normal 

load 

 

Figure 3.19: Variation of BSVC for different controllers 

 

Figure 3.20: Test system dynamic response for a six cycle 3-phase fault under heavy 

load 

0 1 2 3 4 5 6 7 8 9 10
-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0 1 2 3 4 5 6 7 8 9 10

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Time [sec] 

R
o
to

r 
an

g
le

 (
δ
) 

[r
ad

] 

Time [sec] 

S
p
e
e
d
 d

e
v
ia

ti
o
n
 (

Δ
ω

) 
[p

u
] 

(a) (b) 

PID SVC No control Lead-Lag SVC 

0 1 2 3 4 5 6 7 8 9 10
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Time [sec] 

B
S

V
C
 

PID SVC 

Lead-Lag SVC 
]

[

0 1 2 3 4 5 6 7 8 9 10
-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

0 1 2 3 4 5 6 7 8 9 10

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

Time [sec] 

R
o
to

r 
an

g
le

 (
δ
) 

[r
ad

] 

Time [sec] 

S
p
e
e
d
 d

e
v
ia

ti
o
n
 (

Δ
ω

) 
[p

u
] 

(a) (b) 

PID SVC No control Lead-Lag SVC 



[49] 

 

 

Figure 3.21: Test system dynamic response for a six cycle 3-phase fault under light load 
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Figure 3.22: Test system dynamic response for six cycle 3-phase fault under leading PF 

condition 
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very good performance in damping the oscillations and settles the oscillations more quickly. 

The system with out control will not able to damp out the oscillations. Moreover, Lead-Lag 

based SVC controller gives somewhat better performance as compared to PID based SVC 

controller in terms of damping effect and settling times of the oscillations.  

3.6.2 Performance Analysis of Test System with TCSC POD Controller 

TCSC installed in SMIB test system as shown in Figure 3.23.  It is installed in series with 

the transmission line and to near the generator terminals. Here, TCSC is modelled as 

variable reactance model with a variable TCSCX . TCSC controller with PID and Lead-Lag 

based POD stabilizers are shown in Figure 3.24 and Figure 3.25 respectively. The generator 

speed deviation is input to the TCSC damping controllers and the TCSC reactance which 

varies with firing angle is final output of the controller. The optimal control parameter values 

of CPSO based TCSC damping controllers are given in Table 3.2.  

 

Figure 3.23: SMIB test system with TCSC 

Table 3.2: CPSO tuned optimal parameter values of TCSC controllers  

PID based POD               : ,57.6PK ,64.2IK 91.0DK  

Lead-Lag based POD      : ,57.12SK ,4581.01 T 3720.03 T  

 

 

Figure 3.24: TCSC controller with PID based POD stabilizer 
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Figure 3.25: TCSC controller with Lead-Lag based POD stabilizer 
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of rotor angle variation and speed deviation under normal load condition for a six cycle fault 

disturbance. Figure 3.27 shows the variation of the TCSC reactance for different controllers 

under normal load condition.  

 

Figure 3.26: Test system dynamic response for a six cycle 3-phase fault under normal 

load 
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Similarly, Figures 3.28 – 3.30 show the test system dynamic responses for heavy load, light 

load and leading PF conditions respectively. It is evident from the response curves that the 

test system with CPSO tuned TCSC damping controllers settles much faster and damp out 

the system oscillations quickly. However, TCSC controller with Lead-Lag based POD 

stabilizer is comparatively effective than TCSC controller with PID based POD stabilizer. 

 
Figure 3.28: Test system dynamic response for a six cycle 3-phase fault under heavy 

load 

 
Figure 3.29: Test system dynamic response for a six cycle 3-phase fault under light load 

 

Figure 3.30: Test system dynamic response for a six cycle 3-phase fault under leading 

PF condition 
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3.6.3 Performance Analysis of Test System with STATCOM POD Controllers 

STATCOM is installed nearer to the generator terminals of SMIB test system as shown in 

Figure 3.31. Here, STATCOM has two internal controllers namely 

1. STATCOM AC voltage controller (ACVC) 

2. STATCOM DC voltage controller (DCVC) 

The above two controllers have an additional POD stabilizer which can be based on either 

PID controller or Lead-Lag controller. The PID and Lead-Lag based POD stabilizers of 

ACVC are shown in Figure 3.32(a) and Figure 3.32(b) respectively. Similarly, both types of 

POD stabilizers for DCVC are shown in Figure 3.33(a) and Figure 3.33(b). The speed 

deviation of the generator is considered as input to the STATCOM damping controllers. The 

ACVC gives modulation index (ms) as output and DCVC gives phase angle (αs) as output. 

The optimal parameter values of CPSO tuned ACVC and DCVC are obtained and tabulated 

in Table 3.3. 

 
Figure 3.31: SMIB test system with STATCOM 
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.sec0.1st , and it is cleared at .sec1.1ct  From Figures 3.34-3.47 show the response 

curves for different types of STATCOM damping controllers in different operating 

conditions. 

 

Figure 3.32: (a) PID based POD stabilizer (b) Lead-Lag based POD stabilizer for 

ACVC 

 

Figure 3.33: (a) PID based POD stabilizer (b) Lead-Lag based POD stabilizer for 

DCVC 
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Figure 3.34: Test system dynamic response for a six cycle 3-phase fault under normal 

load 

 

Figure 3.35: Test system dynamic response for a six cycle 3-phase fault under heavy 

load 

 

Figure 3.36: Test system dynamic response for a six cycle 3-phase fault under light load 

Figures 3.34-3.37 show the response of test system with ACVC under normal load, heavy 

load, light load and leading PF conditions respectively. In each of these figures (a) represents 

rotor angle variation and (b) represents speed deviations of the generator. The Figure 3.38 

represents variation of modulation index for different types of ACVC. Here, three control 

schemes are compared. In each figure, solid line indicates the response of test system with 
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Lead-Lag based ACVC, dashed line indicates the response with PID based ACVC and 

dotted line indicates the response without controller. From the responses, it is clearly 

understood that CPSO tuned ACVC gives better performance for fault disturbance under 

different load conditions. Comparatively the Lead-Lag based ACVC is slightly better than 

that of PID based ACVC in damping the power oscillations. 

 
Figure 3.37: Test system dynamic response for a six cycle 3-phase fault under leading 

PF condition 

 
Figure 3.38: Variation of modulation index (ms) for different ACVC under normal load  

 
Figure 3.39: Test system dynamic response for a six cycle 3-phase fault under normal 

load 
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Figure 3.40: Test system dynamic response for a six cycle 3-phase fault under heavy 

load 

 

Figure 3.41: Test system dynamic response for a six cycle 3-phase fault under light load 

 

Figure 3.42: Test system dynamic response for a six cycle 3-phase fault under leading 

PF condition 
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disturbance and damping out the power oscillations more quickly. The Lead-Lag based 

DCVC gives more damping effect compared to all other types of STATCOM damping 

controllers. 

 

Figure 3.43: Variation of phase angle (αs) for different DCVC under normal load  

 

Figure 3.44: Test system dynamic response for a six cycle 3-phase fault under normal 

load 

 

Figure 3.45: Test system dynamic response for a six cycle 3-phase fault under heavy 

load 
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Figure 3.46: Test system dynamic response for a six cycle 3-phase fault under light load 

 

Figure 3.47: Test system dynamic response for a six cycle 3-phase fault under leading 

PF condition 

3.7 Summary 
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Chapter 4 

Coordinated Design of PSS and FACTS Damping 

Controllers using Advanced Adaptive PSO 

4.1 Introduction 

Chapter 3 demonstrated general modelling and optimal design of FACTS controllers, their 

effectiveness and robustness for a fault disturbance over a wide range of operating 

conditions applied to the SMIB test system is discussed. In this chapter, the coordinated 

design of PSS and various FACTS controllers is analyzed in detail. The coordinated 

designing problem is formulated as an optimization problem and the objective function of 

this optimization problem is evaluated using advanced adaptive PSO algorithm. Knowledge 

of the modeling and operation of PSS with power system and basic design of FACTS 

damping controller are helpful in this coordinated controller design analysis. 

4.2 Linearization and Participation Factor 

4.2.1 Linearization 

The linearized model of the power system including PSS and different FACTS damping 

controllers can be used for small signal analysis and coordinated controller design. The 

linearization of dynamic model is derived from the following approach (as described in 

[102]). 

The behavior of a dynamic system, such as a power system, may be described by a set of n 

first order nonlinear ordinary differential equations, represented by the following form: 

nituuuxxxfx rnii ,......2,1                              ) ;...,........., ;...,.........,( 2121 


 (4.1) 

where n is the order of the system and r is the number of inputs. The above equation (4.1) 

can be written in the following form by using vector-matrix notation as: 

),,( tuxfx 


 (4.2) 

where ,].......[ 21
T

nxxxx  ,].......[ 21
T

nuuuu  T
nffff ].......[ 21  
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Here, the column vector x is referred to as the state vector, and its entries xi as state variables. 

The column vector u is the vector of inputs to the system. These are the external signals that 

influence the performance of the system. Time is denoted by t, and the derivative of a state 

variable x with respect to time is denoted by 


x . If the derivatives of the state variables are 

not explicit functions of time, then the system is said to be autonomous. In this case, the 

above equation simplifies to 

),( uxfx 


 (4.3) 

We are often interested in output variables which can be observed on the system. These may 

be expressed in terms of the state variables and the input variables in the following form: 

),( uxgy   (4.4) 

where ,].......[ 21
T

nyyyy  T
ngggg ].......[ 21  

The column vector y is the vector of outputs, and g is a vector of nonlinear functions relating 

state and input vector corresponding to the equilibrium point about which the small signal 

performance is to be investigated. Since x0 and u0 satisfy equation (4.3), we have 

0),( 00 


uxfx  (4.5) 

Let us perturb the system from the above state, by letting 

,0 xxx  uuu  0
  

where the prefix Δ denotes a small deviation. The new state must satisfy equation (4.5).  

Hence, )]( ),[( 000 uuxxfxxx 


 (4.6) 

As the perturbations are assumed to be small, the linear functions ),( uxf can be expressed 

in terms of Taylor’s series expansion. With terms involving second and higher order powers 

of x  and u   are neglected, we may write like: 
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Since ,0),( 000 


uxfx ii  we obtain 
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In a similar manner from equation (4.4), we have 
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Therefore, the linearized forms of equations (4.3) and (3.4) are 
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The above partial derivatives are evaluated at the equilibrium point about which the small 

perturbation is being analyzed. 

The terms in equation (4.10), 

 x  is the state vector of dimension n 

 y  is the output vector of dimension m 

 u  is the input vector of dimension r 

 A  is the nn   plant matrix 

 B  is the rn   input matrix 

 C  is the nm  output matrix 

 D  is the rm  feed forward matrix 

Eigen values of the matrix A , iii j  , where ni ,....2,1 , are the roots of the 

characteristic polynomial 

AIp  )(  (4.11) 
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where, I is an nn   identity matrix. Complex eigen values are always appear in pair of 

complex conjugate numbers. 

4.2.2 Participation Factor 

The eigen values of the system matrix (A) can be used to analyze the stability of the linear 

system. In order to study small signal stability of the system, it is essential to identify which 

state variables significantly participate in the selected modes. Participation factor analysis 

depicts the involvement of state variables to identify how each state variable affects a given 

mode. To evaluate the participation matrix (P) the knowledge about right and left eigen 

vectors is required.  

Right eigen vectors: 

For any eigen value i , the n-column vector i  which satisfies iiiA    is called the right 

eigen vector of matrix A  associated with eigen value i  
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 (4.12) 

Left eigen vectors: 

For any eigen value i , the n-row vector iw  which satisfies ii wAw   is called the left eigen 

vector of matrix A  associated with eigen value i  

     iniiiinii wwwAwww . .    . . 2121   (4.13) 

Then the participation factor corresponding to eigen value i  is given by 
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The element ikkiki wP    is termed as participation factor. It is a measure of the relative 

participation of kth state variable in the ith mode [2]. 
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4.3 Linearized Model for SMIB System with PSS and FACTS Controllers 

The linearized model of the power system including excitation system and FACTS 

controllers is derived in this section. Here, the linearization of SMIB test power system with 

PSS and different FACTS controllers, as discussed in Chapter 3 (i.e. SVC, TCSC and 

STATCOM), is considered for analysis. These models can be used for small signal stability 

analysis and coordinated controller design.   

4.3.1 Linearization of Power System with PSS and SVC Controller 

The single line diagram of SMIB with SVC controller is shown in Figure 4.1. Here, PSS is 

installed on the generator and SVC is connected to the bus with voltage SV . The leakage 

reactance of transformer is taken as TX , the transmission line has an equivalent reactance 

LX  and SVC is represented by an equivalent susceptance SVCB .  

 

Figure 4.1: Single line diagram of SMIB with SVC 

A third order model of generator, as explained in section 2.2, is considered for linearization. 

In deriving the algebraic equations, resistance of transformer, transmission lines and 

generator, etc. are neglected. In addition the transients present in the transmission lines are 

also ignored.  

In Figure 4.1, tV  and bV  are the generator terminal and infinite bus voltages respectively. 

The voltage E  is the generator voltage behind the synchronous reactance and   is the rotor 

angle of the generator. The algebraic equations are 

qtqdtde IVIVP     (4.15) 

where, qqtd IXV   ;   ddqtq IXEV  ''  ; dddqq IXXEE  )( ''   

 SdLdd III   ;   SqLqq III   ; 
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where, qE  and 
'
qE  are the voltage back of q-axis synchronous reactance and q-axis 

component of voltage back of transient reactance of the generator respectively. dI
 
and qI  

represents the d and q components of the generator terminal current I . LdI , SdI  and LqI , 

SqI  are the d-q components of the transmission line ( LI ) and SVC controller ( SI ) currents 

respectively. Form Figure 4.1, we have 

STt VIjXV    (4.16) 

bLLS VIjXV    (4.17) 

SSVCS VjBI    (4.18) 

Subsequent manipulation besides rearrangement of above equations gives 
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sinb
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X

X
I   (4.22) 

The non-linear equations that represent the generator model and excitation system (as 

discussed in section 2.2) can be linearized around an operating point are given [11] as, 
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To derive the state space model of above equations, the linearized network components such 

as currents, voltages and power, etc. can be written as, 
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SVCqLd BaEaaI     5
'

31  ; SVCLq BbbI    51   

SVCqSd BcEccI     5
'

31  ; SVCSq BddI    51   

SVCqd BeEeeI     5
'

31  ; SVCq BffI    51   

SVCtd BggV    51  ; SVCqtq BhEhhV     5
'

31   

SVCqt BiEiiV     5
'

31  ; SVCqe BjEjjP     5
'

31   

The linearized power system model can be written in the form of state space model as, 
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 (4.27) 

The expressions of unknown reactance and constants in the linearization model are 

mentioned in Appendix A.  

4.3.2 Linearization of Power System with PSS and TCSC Controller 

The single line diagram of SMIB system equipped with TCSC controller is shown in Figure 

4.2. Here, TCSC is connected in series with the transmission line and it is represented as 

equivalent reactance TCSCX . The network equation from Figure 4.2 is given by, 

bLTCSCTt VIXXXjV   )(  (4.28) 

After manipulation and dividing the d and q components of currents we have, 
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To derive the state space model of equations (4.23) -(4.26), the linearized network 

components such as currents, voltages and power, etc. can be written as, 

TCSCqd XaEaaI     5
'

31  ; TCSCq XbbI    51   

TCSCtd XccV    51  ; TCSCqtq XdEddV     5
'

31   

TCSCqt XeEeeV     5
'

31  ; TCSCqe XfEffP     5
'

31   

 

Figure 4.2: Single line diagram of SMIB with TCSC 

The linearized power system model can be represented in the form of following state space 

model, 
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 (4.31) 

The expressions of unknown reactance and the constants in linearization model are 

mentioned in Appendix A.  

4.3.3 Linearization of Power System with PSS and STATCOM Controllers 

The single line diagram of SMIB with STATCOM controllers is shown in Figure 4.3. Here, 

STATCOM is connected to a bus with voltage SV . STATCOM (cited in section 3.2) has two 

internal controllers with the control variables modulation index ( Sm ) and phase angle ( S ).  

Generator Infinite 
bus 
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I
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Figure 4.3: Single line diagram of SMIB with STATCOM 

From the Figure 4.3, the network equations are, 

STt VIXjV     (4.32) 

bLLS VIXjV     (4.33) 
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where, I , LI  and SI are the generator armature current, transmission line current and the 

current flowing through STATCOM respectively. After solving the above network equations 

and rearranging, we have 
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In the linearization process of power system, the linear equations that correspond to power 

system model are given in equations (4.23) – (4.26). In addition to these equations one more 

equation that belongs to STATCOM will appear as, 
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SSSqSdDC amaIaIaV 


    4321  (4.40) 

where,  

SSDCqLd bmbVbEbbI        765
'

31  

SSDCLq cmcVccI       7651  

SSDCqSd dmdVdEddI        765
'

31  

SSDCSq emeVeeI       7651  

SSDCqd fmfVfEffI        765
'

31  

SSDCq gmgVggI       7651  

SSDCtd hmhVhhV       7651  

SSDCqtq imiViEiiV        765
'

31  

SSDCqt jmjVjEjjV        765
'

31  

SSDCqe kmkVkEkkP        765
'

31  

The sate space model representation of power system with PSS and STATCOM is given by, 
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 (4.41) 

The expressions of unknown reactance and the constants in linearization model are 

mentioned in Appendix A.  
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4.4 Objective Function and Optimization Problem 

The coordinated design of PSS and FACTS controller is formulated here as an optimization 

problem. An objective function (J) is considered to formulate the optimization problem. The 

main aim of this controller design is to provide greater damping and to maintain over all 

stability of the system. Hence, the eigen value based proposed objective function is 

formulated as, 
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where nop is number of operating points considered in the designing process, i  and i  are 

the real part and damping ratio of the ith electromechanical mode eigen value ( i ) 

respectively. 0 and 0  are chosen threshold values and these values represent the desirable 

level of system damping. The conditions 0 ij  and 0 ij  are imposed on the evaluation 

of objective function to consider only the unstable or poorly damped modes that mainly 

belong to the electromechanical modes [27], which place the system closed loop eigen 

values inside the D-shape sector in s-plane as shown in Figure 4.4. In this study, the values 

of 
0  and 

0  are considered as -0.5 and 0.10 respectively.To reduce the computational 

burden, the value of washout time constant wT  is fixed at 5s, the Lead-Lag controller’s time 

constants 2T  and 4T  are chosen as 0.05. The typical ranges of damping stabilizers gain ( iK ) 

and the time constants 31,TT  are chosen as [0.1-50] and [0.06 - 1] respectively. Therefore, 

based on the objective function, the optimization problem can be defined as: 

Minimize J, 

Subjected to,   

For PSS:  
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For different FACTS stabilizers: 
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Figure 4.4: A D-shape sector in s-plane, where  and   

where the subscript ‘F’ represents different FACTS controllers namely SVC, TCSC and 

STATCOM AC, DC voltage controllers (i.e DAtsF ,,, , where s is for SVC, t is for 

TCSC, A and D are STATCOM AC and DC voltage controllers respectively). 

4.5 Advanced Adaptive PSO: An Overview 

The conventional particle swarm optimization (CPSO) is discussed in section 3.4 with flow 

chart. To overcome the few drawbacks and to get faster convergence, an advanced adaptive 

particle swarm optimization (AAPSO) is proposed in this section.  

4.5.1 Advanced Particle Swarm Optimization (APSO) 

The CPSO has a drawback of its inadequate convergence towards global optima. To improve 

the convergence nature of the algorithm and to avoid the explosion of the particle swarm (i.e. 

the state where the particle velocities and positional coordinates careen toward infinity), an 

advance PSO technique was introduced by Clerc et al. [103]. The APSO hosting a new 

parameter called constriction factor ‘K’ in the velocity equation. Hence, the particles in the 

swarm can update their velocities and positions by using the following equations [103]: 
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)]()([  , ,22 , ,11 ,1 , iteri
best

iteriiteri
best
iteriiteriiteri XGrcXPrcwVKV   (4.45) 

1 , ,1 ,   iteriiteriiteri VXX  (4.46) 

where 
  42  

2

2  
K  , 4,21   cc  

Usually c1 and c2 are selected in the range of 0 to 4. 

4.5.2 Advanced Adaptive Particle Swarm Optimization (AAPSO) 

In population based optimization methods, the policy is to encourage the individuals to roam 

through the entire search space without clustering around local optima during the initial 

stages. However, to find the optimum solution efficiently convergence towards the global 

optima should be encouraged during latter stages. The concept of time-varying acceleration 

coefficients (TVAC), c1 and c2, in addition to time-varying inertia weight factor, is 

introduced in advanced adaptive PSO technique such that AAPSO can efficiently control the 

local search and provide adequate convergence towards the global optimum solution. During 

the initial stages, a large c1 and a small c2, allow the particles to move around search space 

instead of moving the population best prematurely. At latter stages, a small c1 and a large c2, 

allow the particles to converge towards the global optima. Acceleration coefficients are 

adaptively changed as follows [104] 
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     where initialinitial cc 21  ,  and 
finalfinal

cc 21  , are initial and final values of the acceleration 

coefficients c1 and c2 respectively. The coordinated design procedure of PSS and different 

FACTS controller using AAPSO is depicted in the form of flowchart, as shown in Figure 

4.5. 
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Figure 4.5: Flowchart depicts the AAPSO algorithm 

4.6 Case study with Different Designs 

In this part, the coordinated designs of PSS and different FACTS controllers are analyzed 

with small signal stability analysis and transient stability studies.  

4.6.1 Coordinated Design of PSS and SVC Damping Controller 

The eigen value based objective function is optimized using proposed AAPSO algorithm and 

the obtained optimal control parameter values of different controllers are given in Table 4.1.  

Table 4.1: AAPSO tuned optimal parameter values of PSS and SVC controller 

Control parameter PSS SVC 

Ki / KS 8.5721 1.4150 

T1 / TS1 0.6154 0.3129 

T3 / TS3 0.5248 0.4507 
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Table 4.2: Electromechanical modes and ζ under different controllers and load 

conditions 

No control AAPSO-PSS AAPSO-SVC Coordinated design 

Normal load 

0.0190±7.0083i,-0.0027 -1.7069±6.9589i,0.2382 -1.2325±4.4737i,0.2656 -2.3668±6.7507i,0.3309 

Heavy load 

0.0551±7.0383i,-0.0078 -1.7948±6.9485i,0.2501 -1.3604±4.416i,0.2944 -2.3347±6.6206i,0.3326 

Light load 

-0.0101±6.8497i,0.0015 -1.5580±6.8264i,0.2225 -1.0895±4.5835i,0.2313 -2.3233±6.7116i,0.3271 

Leading PF condition 

0.0258±5.9776i,-0.0043 -1.7104±5.8164i,0.2821 -0.8933±3.9517i,0.2205 -2.2107±5.5111i,0.3723 

In Table 4.2, the test system electromechanical mode eigen values (λi) and their damping 

ratios (ζi) with different control schemes and load conditions are shown. It is clear that the 

system with coordinated controller design provides great damping ratio compare to 

individual controller designs. The damping ratios of poorly damped electromechanical eigen 

values are enhanced to 0.331, 0.332, 0.327 and 0.372 for normal, heavy, light and leading PF 

conditions respectively. Moreover, proposed coordinated controller successfully shift the 

real part of electromechanical mode eigen values from 0.01, 0.05, -0.01 and 0.02 to -2.36, -

2.33, -2.32, -2.21 for normal, heavy, light and leading PF conditions respectively. Therefore, 

compared to AAPSO-PSS and AAPSO-SVC individual designs, the coordinated design 

AAPSO-(PSS+SVC) provides enhanced performance towards damping of electromechanical 

modes of the test system.  

Also, the time-domain simulations are conducted for a 6-cycle three phase fault applied on 

one of the transmission lines of the test system. The rotor angle (δ) variations, speed 

deviation (Δω), active power (Pe) variations and terminal voltage (Vt) of the test system 

under normal load condition is shown in Figure 4.6. The system response under heavy, light 

and leading PF conditions is shown are Figures 4.7 - 4.9 respectively. In all these figures, the 

coordinated design of PSS and SVC is compared with individual designs. Here, the 

coordinated design combines the damping effect of two controllers. So response of the 

system with coordinated design is more prominent than the other two control designs. By 

analyzing simulation results, it is noticed that the coordinated controller is very quick in 

damping system oscillations.    
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Figure 4.6: Test system dynamic response for a six cycle 3-phase fault under normal 

load 

Figure 4.7: Test system dynamic response for a six cycle 3-phase fault under heavy load 

 
Figure 4.8: Test system dynamic response for a six cycle 3-phase fault under light load 
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Figure 4.9: Test system dynamic response for a six cycle 3-phase fault under leading PF 

condition 

4.6.2 Coordinated Design of PSS and TCSC Damping Controller 
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Table 4.3: AAPSO tuned optimal parameter values of PSS and TCSC controller 

Control parameter PSS TCSC 

Ki / Kt 15.2532 0.8742 

T1 / Tt1 0.4154 0.4933 

T3 / Tt3 0.5691 0.3515 

Table 4.4: Electromechanical modes and ζ under different controllers and load 

conditions 

No control AAPSO-PSS AAPSO-TCSC Coordinated design 

Normal load 

-0.0056±7.3608i, 0.0007 -1.6700±7.5405i,0.2162 -1.5061±5.2226i,0.2771 -2.9433±5.3399i,0.4827 

Heavy load 

0.0277±7.3718i,-0.004 -1.7984±7.5335i,0.2322 -1.6426±4.8609i,0.3201 -3.1952±5.0182i,0.5371 

Light load 

-0.0283±7.2078i,0.0039 -1.4826±7.3794i,0.1970 -1.3156±5.5226i,0.2317 -2.6078±5.6064i,0.4218 

Leading PF condition 

-0.0329±6.5398i,0.0050 -1.8000±6.6226i,0.2623 -1.3535±4.9450i,0.2640 -2.7267±4.9671i,0.4812 

 

Figure 4.10: Test system dynamic response for a six cycle 3-phase fault under normal 

load 
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Figure 4.11: Test system dynamic response for a six cycle 3-phase fault under heavy 

load 

 

Figure 4.12: Test system dynamic response for a six cycle 3-phase fault under light load 

Figure 4.13: Test system dynamic response for a six cycle 3-phase fault under leading 

PF condition 
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parameter values of (PSS+ACVC) and (PSS+DCVC) are obtained using AAPSO algorithm 

by minimizing the objective function defined in section 4.4. The AAPSO tuned control 

parameter values of PSS with (PSS+ACVC) and (PSS+DCVC) are given in Tables 4.5 and 

4.6 respectively.  

Table 4.5: AAPSO tuned optimal parameter values of PSS and ACVC 

Control parameter PSS ACVC 

Ki / Kt 10.1483 1.0128 

T1 / Tt1 0.5123 0.5654 

T3 / Tt3 0.4704 0.4871 

Table 4.6: AAPSO tuned optimal parameter values of PSS and DCVC 

Control parameter PSS DCVC 

Ki / Kt 10.9657 0.9218 

T1 / Tt1 0.5972 0.3285 

T3 / Tt3 0.5047 0.4526 

Table 4.7: Electromechanical modes and ζ under different controllers and load 

conditions 

No control AAPSO-PSS AAPSO-(PSS+ACVC) AAPSO- (PSS+DCVC) 

Normal load 

0.0435±4.6321i,-0.0094 -1.3886±4.5713i,0.2906 -1.6876±3.5364i,0.4307 -2.1104±4.0948i,0.4581 

Heavy load 

-0.0380±4.7394i,0.0080 -1.4707±4.6906i,0.2992 -1.7421±3.5683i,0.4387 -2.408±4.1225i,0.5044 

Light load 

0.1387±4.4213i,-0.0313 -1.2701±4.3557i,0.2799 -1.5746±3.451i,0.4151 -1.7413±3.9681i,0.4018 

Leading PF condition 

-0.0758±4.1095i,0.0184 -1.3217±4.1446i,0.3038 -1.5226±3.5053i,0.3984 -1.7067±3.9191i,0.3993 

Table 4.7 provided the poorly damped eigen values and their damping ratios with proposed 

coordinated designs. It is clearly observed that the real parts of the mechanical modes are 

shifted towards left side of S-plane and the damping ratios of corresponding eigen values 

also enhanced to a great extent with proposed coordinated designs. 
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Figure 4.14: Test system dynamic response for a six cycle 3-phase fault under normal 

load 

 

Figure 4.15: Test system dynamic response for a six cycle 3-phase fault under heavy 

load 
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Figure 4.16: Test system dynamic response for a six cycle 3-phase fault under light load 

Figure 4.17: Test system dynamic response for a six cycle 3-phase fault under leading 

PF condition 

 
Figure 4.18: Test system dynamic response for a six cycle 3-phase fault under normal 

load 

0 1 2 3 4 5 6 7 8 9 10

-0.01

-0.008

-0.006

-0.004

-0.002

0

0.002

0.004

0.006

0.008

0.01

0 1 2 3 4 5 6 7 8 9 10

0.4

0.6

0.8

1

1.2

1.4

Time [sec] 

R
o
to

r 
an

g
le

 (
δ
) 

[r
ad

] 

Time [sec] 

S
p
e
e
d
 d

e
v
ia

ti
o
n
 (

Δ
ω

) 
[p

u
] 

(a) (b) 

ACVC PSS PSS+ACVC 

0 1 2 3 4 5 6 7 8 9 10

-0.01

-0.008

-0.006

-0.004

-0.002

0

0.002

0.004

0.006

0.008

0.01

0 1 2 3 4 5 6 7 8 9 10

0.6

0.8

1

1.2

1.4

1.6

1.8

Time [sec] 

R
o
to

r 
an

g
le

 (
δ
) 

[r
ad

] 

Time [sec] 

S
p
e
e
d
 d

e
v
ia

ti
o
n
 (

Δ
ω

) 
[p

u
] 

(a) (b) 

ACVC PSS PSS+ACVC 

0 1 2 3 4 5 6 7 8 9 10
0.6

0.7

0.8

0.9

1

1.1

1.2

0 1 2 3 4 5 6 7 8 9 10
-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0 1 2 3 4 5 6 7 8 9 10
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

0 1 2 3 4 5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Time [sec] 

R
o
to

r 
an

g
le

 (
δ
) 

[r
ad

] 

Time [sec] 

S
p
e
e
d
 d

e
v
ia

ti
o
n
 (

Δ
ω

) 
[p

u
] 

(a) (b) 

Time [sec] 

A
c
ti

v
e
 p

o
w

e
r 

(P
e
) 

[p
u

] 

Time [sec] 

F
ir

in
g
 a

n
g
le

 (
α

s)
 [

ra
d
] 

(c) (d) 

DCVC PSS PSS+DCVC 



[82] 

 

 
Figure 4.19: Test system dynamic response for a six cycle 3-phase fault under heavy 

load 

 
Figure 4.20: Test system dynamic response for a six cycle 3-phase fault under light load 

 

Figure 4.21: Test system dynamic response for a six cycle 3-phase fault under leading 

PF condition 
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PSS+DCVC) provide great settling time of oscillations and be evidence for better damping 

characteristics compare to individual uncoordinated designs.  

4.7 Summary 

In this chapter, the modelling of optimal coordinated designs of PSS and different FACTS 

controllers to damp power system oscillations is proposed. For the proposed designs an 

extensive simulation study is done. The coordinated design of different controllers is 

formulated as an optimization problem, which is solved by minimizing the proposed 

objective function using AAPSO algorithm. The objective function is constructed with 

poorly damped eigen values of linearized power system under wide range of load conditions. 

The proposed coordinated designs are compared with the individual designs and the 

proposed design outshines the individual controller designs in improving damping ratios and 

in damping of system oscillations under all operating conditions. At the end, the results of 

small signal analysis and transient analysis are provided for better understanding of 

robustness of proposed designs. 
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Chapter 5 

Hybrid Coordinated Design of PSS with Series and 

Shunt FACTS Controllers  

5.1 Introduction 

Chapter 4 provided the coordinated design algorithm of PSS and FACTS damping 

controllers using AAPSO algorithm. An objective function is formulated based on eigen 

values of the linearized power system with different controllers and the same was minimized 

using AAPSO algorithm to get optimal control parameter values. The robustness of proposed 

coordinated designs is compared with the individual designs and the comparison 

characteristics are analyzed over a wide range of operating conditions. In this chapter, the 

hybrid coordinated design of PSS with series and shunt FACTS damping controllers is 

presented in detail. The hybrid coordinated design is formulated as an optimization problem 

and its objective function is optimized using invasive weed optimization (IWO) algorithm. 

Knowledge of the linearization process and participation factor method as discussed in 

Chapter 4 is helpful in this hybrid coordinated controller designing process. 

5.2 Linearized Model for a SMIB System with PSS and Multi-type FACTS 

Controllers 

The process of linearizing the power system model including PSS and multi-type FACTS 

damping controllers is discussed in this section. Here, the linearization of SMIB test power 

system with PSS, series and shunt (multi-type) FACTS controllers are considered. Two 

combinations of hybrid coordinated controller are chosen as follows: 

 Hybrid coordinated design of PSS with TCSC and SVC damping controllers 

 Hybrid coordinated design of PSS with TCSC and STATCOM damping controllers  

The design problem is started with linearization of test power system with installed 

controllers as discussed in the following section.  
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5.2.1 Linearization of Power System with PSS, TCSC and SVC Damping 

Controllers 

The single line diagram of SMIB with TCSC and SVC controllers is represented in Figure 

5.1. Here, the PSS is installed on the generator, TCSC is connected in series to the 

transmission line and the SVC is connected to the bus with voltage magnitude SV . The 

TCSC and SVC are represented by an equivalent reactance TCSCX  and susceptance SVCB  

respectively.  

 

Figure 5.1: Single line diagram of SMIB with TCSC and SVC 

The algebraic equations are 

qtqdtde IVIVP     (5.1) 

where, qqtd IXV   ;   ddqtq IXEV  ''  ; dddqq IXXEE  )( ''   

 SdTdd III   ;   SqTqq III   ; 
22 )()( tqtdt VVV   

where, TdI , SdI  and TqI , SqI  are the d-q components of the TCSC ( TI ) and SVC controller 

( SI ) currents respectively. From Figure 5.1, we have 

STt VIjXV    (5.2) 

bTLS VIXjV   )X-( TCSC  (5.3) 

SSVCS VjBI    (5.4) 

Subsequent manipulation besides rearrangement of above equations gives 
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sinb
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To derive the state space model of above equations the linearized network components such 

as currents, voltages and power, etc. can be written as, 

SVCTCSCqTd BaXaEaaI      65
'

31   

SVCTCSCLq BbXbbI     651   

SVCTCSCqSd BcXcEccI      65
'

31   

SVCTCSCSq BdXddI     651   

SVCTCSCqd BeXeEeeI      65
'

31   

SVCTCSCq BfXffI     651   

SVCTCSCqtq BhXhEhhV      65
'

31   

SVCTCSCtd BgXggV     651   

SVCTCSCqt BiXiEiiV      65
'

31   

SVCTCSCqe BjXjEjjP      65
'

31   

The linearized power system model can be written in the form of state space model as, 
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 (5.9) 

The expressions of unknown reactance and the constants in linearization model are given in 

Appendix B.  
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5.2.2 Linearization of Power System with PSS, TCSC and STATCOM Damping 

Controllers 

The single line diagram of SMIB system equipped with TCSC and STATCOM damping 

controllers is shown in Figure 5.2. Here, the TCSC is connected in series with the 

transmission line and STATCOM is shunted with the bus with voltage magnitude is SV . The 

network equations from Figure 5.2 are given by, 

STt VIXjV     (5.10) 

bTLS VIXjV   )X-( TCSC  (5.11) 
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Figure 5.2: Single line diagram of SMIB with TCSC and STATCOM 

where, I , TI  and SI are the generator armature current, current flowing through the TCSC 

and STATCOM respectively. After solving the above network equations and rearranging we 

have, 
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In the linearization process of power system, linear network components that correspond to 

power system model as discussed in section 4.3 are formulated as, 

SSDCqTd bmbbVbEbbI     X    87TCSC65
'

31 ; 

SSDCTq cmccVccI     X   87TCSC651 ; 

SSDCqSd dmddVdEddI     X    87TCSC65
'

31 ; 

;  X   87TCSC651 SSDCSq emeeVeeI    

SSDCqd fmffVfEffI     X    87TCSC65
'

31 ; 

SSDCq gmggVggI     X   87TCSC651 ; 

SSDCtd hmhhVhhV     X   87TCSC651 ; 

SSDCqtq imiiViEiiV     X    87TCSC65
'

31 ; 

SSDCqt jmjjVjEjjV     X    87TCSC65
'

31 ; 

SSDCqe kmkkVkEkkP     X    87TCSC65
'

31 ; 

The sate space model representation of power system with PSS, TCSC and STATCOM is 

given by, 
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(5.18) 

The expressions of unknown reactance and the constants in linearization model are given in 

Appendix B.  
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5.3 IWO Algorithm and Its Implementation 

In recent times, many numerical optimization techniques are developed with the inspiration 

from ecological phenomena. One of such optimization techniques that is inspired from 

colonization of invasive weeds is labeled as invasive weed optimization (IWO). The term 

weed refers to a robust wild plant that grows in gardens or fields of crops that prevents the 

growth of actual plant. The robustness, adaptation and randomness of weeds motivated to 

propose the concept of IWO algorithm by Mehrabian and Lucas [105] in 2006. Since then, 

the researchers pursued the IWO algorithm to adopt the incredible features in different 

application domains. The IWO algorithm has become a finest alternative to the other 

conventional optimization algorithms due to its quick convergence and decent complexity. 

This algorithm is already applied in several problems like solving nonlinear equations [106], 

antenna design [107-110], wireless communications [111], and electricity markets [112]. 

The algorithm is simple yet powerful in converging to optimal solution by employing basic 

properties like seeding, growth and competition in a weed colony. The basic steps involved 

in modelling and simulating the colonizing behavior of weeds are initialization, 

reproduction, spatial distribution and competitive exclusion. The procedure of IWO 

algorithm adopted here for designing a robust coordinated controller in multi-machine power 

system is summarized in the following steps and the flowchart for the same is shown in 

Figure. 5.3. 

Step 1: Initialization: Define ‘N’ variables of the coordinated controller and their maximum 

and minimum values. Then a finite number of weeds are generated randomly and 

spread over the N-dimensional search space.  Here, each weed representing one trail 

solution of optimization problem which has to be minimized.  

Step 2:  Reproduction: Each individual will be assigned with its corresponding fitness 

value, which is obtained from the proposed objective function in (4.42). Each 

member of the population can become a plant and is allowed to produce seeds 

depending on its own, as well as the colony’s lowest and highest fitness such that 

the number of seeds produced by a weed increases linearly from lowest possible 

seeds to the maximum number of seeds. Here, a weed with worst fitness produces 

lowest possible seeds and a weed with better fitness will produce maximum number 

of seeds. In other words, all plants in the colony are assigned with an individual 

rank depending upon their fitness value. The plant with minimum fitness value will 

produce maximum number of seeds (Smax) and is assigned with first rank. Similarly, 
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the plant with highest fitness value will produce minimum number of seeds (Smin). 

Figure 5.4, illustrates the seeds reproduction in a weed colony that varies from Smax 

to Smin. 

Step 3: Spatial dispersal: The produced seeds are being randomly distributed over the N-

dimensional search space with a mean equal to zero and varying standard deviation 

(σ). Hence, the standard deviation value will start from  initial
 
at initial iteration 

(i.e. 1iter ), and it will become final  as iteration reaches to maximum number of 

iterations maxiter . Thus, for simulations, the standard deviation at each iteration can 

be calculated using the following equation [105] 

 finalfinalinitialm

m

iter
iter

iteriter
 


 )(

)(

)(

max

max  (5.19) 

 where, m is the nonlinear modulation index.  

 This step ensures that the probability of dropping a seed in a distant area decreases 

nonlinearly with iterations, which results in grouping fitter plants and elimination of 

inappropriate plants. 

Step 4: Competitive exclusion: In this step, each plant is allowed some kind of competition 

among other plants in the colony for limiting the maximum number of plants. In the 

initial stages, the plants in a colony reproduce in a faster way and all produced 

plants will be included in the colony until the population reaches maxP   value. From 

then onwards, a mechanism works to eliminate the plants with poor fitness and to 

always keep maxP number of plants in each iteration. The termination criterion will 

progress by checking whether the number of iterations reached maxiter or not. The 

above process will continue until the stopping criterion is attained.  

Finally, after the IWO process stops, the best individual with minimum fitness value is taken 

as the optimal value. The N-variables of that individual are selected as optimal coordinated 

controller parameters.   
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Figure 5.3: Flowchart of IWO algorithm for proposed controller design 

 

Figure 5.4: Seed reproduction procedure in a weed colony 
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Figure 5.5: Variation in standard deviation (σ1) over number of iterations 

 
Figure 5.6: Variation in standard deviation (σ2) over number of iterations 

5.4 Control Parameters Selection of IWO Algorithm 

The selection of control parameters of proposed IWO algorithm is very much important for 

the performance analysis. The basic parameters that affect the convergence of the IWO 

algorithm are nonlinear modulation index m, initial value of standard deviation initial  and 

the final value of standard deviation f inal . These three parameters should be tuned 

carefully in order to achieve the proper iter  value in each iteration depending on equation 

(5.19). To allow the weeds to explore the entire search area, a high value of standard 

deviation should be preferred at the initial stages and the value goes on decreasing till it 

finally reaches the minimum. The initial value of the standard deviation is generally set 

around a percent in tolerance 1 to 5 in the search range of each variable. However, the final 

value should be a very smaller one to allow the optimizer in order to find an optimal solution 

as accurate as possible. In this work, the values of control parameters are chosen in two 
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different search ranges as described in section 4.4. Hence, two different ranges of initial  

and f inal  are considered as ]0049.0 ,45.2[] ,[ 11 fi 
 
and ]000095.0 ,0475.0[] ,[ 22 fi  . 

The value of m places a key role on IWO convergence. In [107], it is suggested that the best 

choice for choosing the value of m is equals to 3. The variation of 1  and 2 with number of 

iterations for different values of m, is shown in Figure 5.5 and 5.6 respectively. From the 

figures, one can conclude that the best choice to select the value of m is equal to 3. The 

control parameters setup, in IWO algorithm for minimization of the proposed objective 

function, is specified in Table 5.1.  

Table 5.1: IWO algorithm parameter values for proposed coordinated controller 

designing problem 

Symbol Quantity Value 

maxP  Population Size 100 

maxI  Number of Iterations 100 

rgX  Variable search range 

[1-50] for ti KK  and  

[0.05-1] for 3131  and  , , FF TTTT  

maxS  Maximum number of seeds 5 

minS  Minimum number of seeds 1 

m  Nonlinear modulation index 3 

initial  
Initial value of standard 

deviation 

5% of entire search area 

0.0475)  and 45.2  ( 21  ii   

f inal  
final value of standard 

deviation 

0.01% of entire search area 

 0.000095)  and .00490  ( 21  ff   

5.5 Simulation Study and Performance Analysis of Test System with Different 

Designs 

An extensive simulation study has been undertaken for comparing the performances of the 

proposed hybrid coordinated designs with other control designs. Both these designs are 
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analyzed using eigen value analysis as well as time-domain simulations for severe 

disturbance over a wide range of load conditions. 

5.5.1 Coordinated Design of PSS with TCSC and SVC Controllers 

With the control parameters that are given in Table 5.1, the IWO algorithm optimal 

parameter values of hybrid coordinated design controllers are given in Table 5.2. The test 

system electromechanical mode eigen values (λi) and their damping ratios (ζi) with different 

control schemes and load conditions are shown in Table 5.3.  

Table 5.2: IWO tuned optimal parameter values of PSS, TCSC and SVC controllers 

Control parameter PSS TCSC SVC 

Ki / KS 9.5721 0.7802 1.0150 

T1 / TS1 0.5243 0.3809 0.3042 

T3 / TS3 0.4385 0.4551 0.3214 

Table 5.3: Electromechanical modes and ζ under different controllers and load 

conditions 

No control IWO-(PSS+TCSC) IWO-(PSS+SVC) proposed design 

Normal load (λi, ζi) 

-0.3637± 8.076i, 

0.0450 

-1.7989±3.7059i, 

0.4367 

-1.7327±4.3077i, 

0.3732 

-2.3120±2.8779i, 

0.6263 

Heavy load (λi, ζi) 

-0.2562±8.2205i, 

0.0312 

-1.8129±3.3181i, 

0.4795 

-1.7647±4.7715i, 

0.3469 

-2.3817±2.7229i, 

0.6584 

Light load (λi, ζi) 

-0.4954±7.7546i, 

0.0638 

-1.7502±4.1483i, 

0.3887 

-1.7334±3.8436i, 

0.4111 

-2.2206±2.9599i, 

0.6001 

Leading PF condition (λi, ζi) 

-0.30795±6.9016i, 

0.0446 

-1.4306±3.434i, 

0.3846 

-1.6969±5.0338i, 

0.3194 

-2.3870±2.9806i, 

0.6251 
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From the table, it can be observed that the system with proposed hybrid design IWO-

(PSS+TCSC+SVC) provides great damping ratio than other control designs, like No control, 

IWO-(PSS+TCSC), and IWO-(PSS+SVC). The proposed coordinated design effectively 

shifts the real parts of electromechanical modes from -0.36, -0.25, -0.49 and -0.30 to -2.31, -

2.38, -2.22 and -2.38 for normal, heavy, light and leading PF conditions respectively. 

Moreover, the damping ratios of the poorly damped electromechanical eigen values are 

boosted to 0.62, 0.65, 0.60, 0.62 for normal, heavy, light and leading PF conditions 

respectively. Hence, compared to other control designs, the coordinated design provides 

enhanced performance towards damping of electromechanical modes of the test system. 

 

Figure 5.7: Test system dynamic response for a six cycle 3-phase fault under normal 

load 
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Figure 5.8: Test system dynamic response for a six cycle 3-phase fault under heavy load 

The effectiveness of the performance of proposed IWO-(PSS+TCSC+SVC) under severe 

disturbance is verified by applying a six cycle three phase fault at 1.0s on one of the 

transmission lines those are connected in between generator terminal and the infinite bus. 

Figures 5.7 – 5.10 show the response of test power system due to the severe disturbance for 

normal, heavy, light and leading PF conditions respectively. From these figures, it is 

observed that the proposed hybrid coordinated design provides robust performance and 

achieves superior damping in comparison with the other control designs. 

 
Figure 5.9: Test system dynamic response for a six cycle 3-phase fault under light load 

 
Figure 5.10: Test system dynamic response for a six cycle 3-phase fault under leading 

PF condition 
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5.5.2 Coordinated Design of PSS with TCSC and STATCOM Controllers 

The coordinated design of PSS, TCSC and STATCOM controllers is done by applying IWO 

algorithm for the minimization of the eigen value based objective function. Here, we have 

two hybrid coordinated designs such as ‘PSS+TCSC+ACVC’ and ‘PSS+TCSC+DCVC’. 

The obtained control parameters of controllers in these designs are given in Table 5.4 and 

Table 5.5 respectively. The electromechanical modes and the damping ratios of test power 

system with different controller designs under different load conditions are given in Table 

5.64. From these results, one can notice that the real parts of the poorly damped eigen values 

are shifted to the left side of D-shape curve in the S-plane. For the instance 

electromechanical modes are shifted from -0.161, 0.174, -0.152 and -0.197 to -3.932, -4.278, 

-3.447 and -3.130 for normal, heavy, light and leading PF conditions respectively with 

proposed coordinated design. However, the damping ratios are also enriched to 0.74, 0.77, 

0.69 and 0.67 for normal, heavy, light and leading PF conditions respectively. 

Table 5.4: IWO tuned optimal parameter values of proposed (PSS+TCSC+ACVC) 

Control parameter PSS TCSC ACVC 

Ki 13.2848 1.0586 1.5640 

T1 0.3714 0.2540 0.2723 

T3 0.3058 0.3879 0.4199 

Table 5.5: IWO tuned optimal parameter values of proposed (PSS+TCSC+DCVC) 

Control parameter PSS TCSC DCVC 

Ki 11.7512 0.9554 1.1912 

T1 0.2567 0.2616 0.3643 

T3 0.4835 0.2015 0.4029 

To assess the effectiveness and robustness of proposed designed controllers, simulation 

studies are carried out for six cycle severe fault over a wide range of system load conditions. 

The response curves of the test system under different load conditions are represented in 

Figures 5.11 - 5.14, with the proposed coordinated design (PSS+TCSC+ACVC). The 

performance of the IWO based hybrid coordinated design is quite prominent in comparison 
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to IWO-PSS, IWO-(PSS+TCSC) and IWO-(PSS+ACVC) controller designs. The overshoots 

and settling time are significantly improved for the proposed coordinated design.  

Table 5.6: Electromechanical modes and ζ under different controllers and load 

conditions 

No control IWO-

(PSS+TCSC) 

IWO-

(PSS+TCSC+ACVC) 

IWO-

(PSS+TCSC+DCVC) 

Normal load 

-0.1615±4.8128i, 

0.0335 

-1.9441±3.4185i, 

0.4944 

-3.9249±3.8318i,         

0.7155 

-3.9322±3.5654i,         

0.7408 

Heavy load 

-0.1740±4.9589i, 

0.0351 

-1.9781±3.3800i, 

0.5051 

-4.2406±3.7515i,         

0.7490 

-4.2786±3.5095i,          

0.7732 

Light load 

-0.1521±4.5620i, 

0.0333 

-1.8873±3.3985i, 

0.4855 

-3.4832±3.8496i,         

0.6709 

-3.4470±3.5640i,         

0.6952 

Leading PF condition 

-0.1975±3.6022i, 

0.0547 

-1.6246±2.8755i, 

0.4919 

-3.0910±3.5806i,         

0.6535 

-3.1303±3.4649i,         

0.6704 

 

Figure 5.11: Test system dynamic response for a six cycle 3-phase fault under normal 

load 
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Figure 5.12: Test system dynamic response for a six cycle 3-phase fault under heavy 

load 

 

Figure 5.13: Test system dynamic response for a six cycle 3-phase fault under light load 

 
Figure 5.14: Test system dynamic response for a six cycle 3-phase fault under leading 

PF condition 
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Figure 5.15: Test system dynamic response for a six cycle 3-phase fault under normal 

load 

Also, the Figures 5.15 – 5.18 show the system responses under different load conditions with 

proposed hybrid coordinated design (PSS+TCSC+DCVC) and other control designs. From 

these response curves, it has seen that the application of proposed IWO based simultaneous 

design (PSS+TCSC+DCVC) achieves the best response in terms of settling time and 

damping characteristics. 

 
Figure 5.16: Test system dynamic response for a six cycle 3-phase fault under heavy 

load 

0 1 2 3 4 5 6 7 8 9 10
1

1.01

1.02

1.03

1.04

1.05

1.06

1.07

1.08

0 1 2 3 4 5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0 1 2 3 4 5 6 7 8 9 10
-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0 1 2 3 4 5 6 7 8 9 10

0.4

0.6

0.8

1

1.2

1.4

1.6

Time [sec] 

R
o
to

r 
an

g
le

 (
δ
) 

[r
ad

] 

Time [sec] 

S
p
e
e
d
 d

e
v
ia

ti
o
n
 (

Δ
ω

) 
[p

u
] 

(a) (b) 

Time [sec] 

A
c
ti

v
e
 p

o
w

e
r 

(P
e
) 

[p
u

] 

Time [sec] 

T
e
rm

in
a
l 

v
o

lt
a
g

e
 (

V
t)

 [
p

u
] 

(c) (d) 

PSS PSS+DCVC PSS+TCSC PSS+TCSC+DCVC 

0 1 2 3 4 5 6 7 8 9 10
-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0 1 2 3 4 5 6 7 8 9 10

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Time [sec] 

R
o
to

r 
an

g
le

 (
δ
) 

[r
ad

] 

Time [sec] 

S
p
e
e
d
 d

e
v
ia

ti
o
n
 (

Δ
ω

) 
[p

u
] 

(a) (b) 

PSS PSS+DCVC PSS+TCSC PSS+TCSC+DCVC 



[101] 

 

 

Figure 5.17: Test system dynamic response for a six cycle 3-phase fault under light load 

 
Figure 5.18: Test system dynamic response for a six cycle 3-phase fault under leading 

PF condition 

5.6 Summary 

This chapter proposed the algorithm for the hybrid coordinated design of PSS with series 

and shunt damping controllers. Here, TCSC, SVC and STATCOM damping controllers are 

considered for hybrid coordinated design. Two STATCOM internal controllers are 

considered for analysis namely ACVC and DCVC. The problem of selecting the damping 

controller parameter values of different controllers in coordinated design is modeled as 

optimization problem. Then, the IWO algorithm is successfully applied to find the optimal 

solution of the design problem. The effectiveness of proposed coordinated tuned controllers 

has been tested on a simple test power system through the simulation studies under different 

loading conditions. The eigen value analysis and nonlinear time domain simulation results 

show the robustness of proposed controllers and their ability to provide good damping of 

system oscillations under severe disturbance.   
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Chapter 6 

PSS with Series and Shunt FACTS Controllers 

Coordinated Design using AAPSO and IWO algorithms 

in Multi-Machine Power System 

6.1 Introduction 

In Chapter 5, the coordinated design procedure of PSS and different FACTS damping 

controllers using IWO algorithm is discussed. The eigen value based objective function is 

minimized using IWO algorithm and the control parameter values of different controllers are 

obtained at the end of IWO algorithm. The proposed hybrid designs are compared with other 

coordinated designs and compared results are given over a wide range of operating 

conditions. In Chapters 2-5, a simple SMIB system is used as a test power system to analyze 

the robustness of proposed controllers. Although, SMIB system qualitatively exhibits 

important aspects of multi-machine system, to analyze the inter area issues in real world one 

has to exercise with multi-machine power system. In this chapter, two multi-machine power 

systems (3-machine 9-bus and 4-machine 11-bus) are considered to analyze the performance 

of hybrid designs. A wide range of comparisons are made for different hybrid designs via 

AAPSO and IWO algorithms over different operating conditions.   

6.2 3-Machine 9-Bus Power System 

In this study, the 3-machine 9-bus power system is considered for the analysis of proposed 

hybrid coordinated designs. This 9 bus system shown in Figure 6.1 consists of 3 generators 

and 3 loads. Details of the test system are provided in [91]. Here, the 3 generators G1, G2 and 

G3 represent in third axis model which is discussed in section 2.2. The loads A, B and C are 

located nearer to the buses 4, 5 and 6 respectively. Three individual PSSs are mounted on 3 

generators in the test system. The eigen value analysis as well as time domain simulations 

are provided for different hybrid designs with different optimization algorithms.  

6.2.1 Test System with PSS, TCSC and SVC Damping Controllers 

In this section, three PSS, TCSC and SVC damping controllers are installed in test power 

system. The test system with these damping controllers is operated over a wide range of 
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operating conditions as given in Table 6.1. To identify the appropriate location for installing 

the TCSC, base case power flow is carried out and the results are provided in Table 6.2. 

Base on the results, it is observed that the power flow in line 4-9 is very high and it is the 

longest line in the system under study. This demonstrates that the line 4-9 is the best location 

to install TCSC controller which has been considered in this thesis. However, the bus no 4, 

which is much closer to large generator G1, is more suitable to install SVC [77]. 

 

Figure 6.1: 3-machine 9-bus power system 

A. Eigen Value Analysis and Discussions 

The designed eigen value based objective function in section 4.4 is minimized using AAPSO 

and IWO algorithms and the obtained optimum coordinated designed controllers parameter 

values are provided in Table 6.3 and 6.4 respectively. Convergence analysis for AAPSO and 

IWO algorithms is shown in Figure 6.2. To operate both these optimization algorithms at 

equal complexities, we considered 100 iterations/generations and each of it consists of 100 

individuals. The objective function declines monotonically over iterations of AAPSO and 

IWO algorithms.  From the results, it was found that the IWO algorithm had the fast 

convergence rate compare to that of AAPSO algorithm. Here, the IWO reaches its 

convergence value near about 50 iterations, whereas AAPSO takes more than 65 iterations. 

G 2  

G 1  

G 3  
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Table 6.1: Operating conditions of test power system with TCSC and SVC (p.u) 

 Normal Heavy Light 

 P Q P Q P Q 

Generator 

G1 0.6908  0.3241 0.7758 0.6937 0.4609 -0.1039 

G2 1.6300  0.1076 2.4450 0.5063 0.8150 -0.2051 

G3 0.8500 -0.0909 1.2750 0.1662 0.4250 -0.2412 

Load 

A 1.25  0.50 1.90 0.75 0.65 0.25 

B 0.90  0.30 1.30 0.45 0.45 0.15 

C 1.00  0.35 1.50 0.50 0.50 0.17 

Table 6.2: Base case power flow on 100-MVA base 

From bus To Bus Real power flow (p.u) 

7 4 0.2438 

4 9 0.9847 

9 6 0.6132 

6 8 0.3864 

8 5 0.4617 

5 7 0.4436 

Table 6.3: Optimal control parameter values obtained using AAPSO algorithm 

Control 

parameters 
PSS1 PSS2 PSS3 TCSC SVC 

KS 37.6917 19.2972 7.3608 0.9824 1.0544 

T1 0.4241 0.4712 0.3923 0.2715 0.3801 

T3 0.5155 0.5057 0.4145 0.2924 0.2540 

Table 6.5 shows the system eigen values and damping ratios of poorly damped mechanical 

modes with different loading conditions. It is clear that the system with open loop (No 

control) has very poor damping ratios for normal, heavy and light load conditions. 

Moreover, AAPSO-(PSS+TCSC+SVC) and IWO-(PSS+TCSC+SVC) hybrid coordinated 

designs shifts substantially the electromechanical mode eigenvalues to the left of the D shape 
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in the S-plane. The values of damping factors are greatly improved and the damping ratios of 

electromechanical modes are very much enhanced with the control of proposed hybrid 

coordinated designs. Hence, compared to open loop system the proposed coordinated 

designs are significantly improve the damping characteristics of poorly damped 

electromechanical modes of the test power system.  

Table 6.4: Optimal control parameter values obtained using IWO algorithm 

Control 

parameters 
PSS1 PSS2 PSS3 TCSC SVC 

KS 33.9698 22.2974 6.8167 1.0582 1.1145 

T1 0.3741 0.5095 0.3896 0.2813 0.4024 

T3 0.4990 0.4841 0.4243 0.2596 0.2495 

 

Figure 6.2: Convergence of objective function 

B. Time Domain Simulation Results and Discussions 

The dynamic performance of test system is analysed with different control schemes under 

three different loading conditions namely normal, heavy and light load conditions as 

mentioned in Table 6.1. In the test system, a three-phase fault is applied on the                                                                     

line 9-6 with fault starting time at 1s and it continues for duration of 100ms (i.e. a six cycle 

fault). 

Test system response with AAPSO tuned coordinated controllers: 
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under normal load conditions which is shown in Figures 6.3 and 6.4. The rotor angle 

deviations between G2 and G1 (Δδ21) as well as G3 and G1 (Δδ31) is represented in Figure 6.3. 

The inter-area oscillations 
312312  and  ,     (where, 2112   , 

3223    and 
1331   ) are shown in Figure 6.4. From these response 

curves, it is observed that the open loop system unable to damp the system oscillations. 

However, the other coordinated designs are very good enough in damping the rotor angle 

and also inter-area oscillations. Particularly, the hybrid coordinated design provides great 

damping characteristics than the other two designs.  

Table 6.5: Electromechanical modes and ζ under different load conditions 

No control AAPSO-(PSS+TCSC+SVC) IWO-(PSS+TCSC+SVC) 

Normal load (λi, ζi)  

-0.1698±12.735i, 0.0133 -5.7425±10.097i, 0.4944 -5.8674±9.6107i, 0.5211 

-0.0824±9.5206i, 0.0086 -2.2178±8.9836i, 0.2397 -2.4314±8.847i, 0.2650 

Heavy load (λi, ζi)  

0.0340±13.384i, -0.0025 -6.2585±10.212i, 0.5225 -6.3023±9.6756i, 0.5458 

0.0158±9.4125i, -0.0016 -2.2031±8.6467i, 0.2469 -2.3992±8.4817i, 0.2722 

Light load (λi, ζi)  

-0.1969±11.37i, 0.0173 -4.5636±9.4885i, 0.4334 -4.7476±9.2121i, 0.4581 

-0.0983±9.2076i, 0.0106 -2.0089±8.8268i, 0.2219 -2.1659±8.7483i, 0.2403 

 

Figure 6.3: Response of test system with AAPSO tuned coordinated designs for a six 

cycle fault under normal load (a) Δδ21 (b) Δδ31  
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Similarly, the Figures 6.5 and 6.6 show the inter-area speed oscillations of the test power 

system with different control schemes under heavy and light load conditions respectively. In 

heavy load case, the generator’s active powers and the loads are increased 50% more than 

that of the normal load case. Due to heavy load applied on the test system, the open loop 

system is no more stable and it loses the synchronism. Whereas the system with coordinated 

designed controllers provide enhanced damping effect to the inter-area speed oscillations and 

after some time system becomes stable. Also, in case of light load conditions the generator’s 

active powers and the loads are decreased 50% less than that of normal load conditions. By 

observing the system operating points of light load condition, we can spot that all the 

generators are operating in leading PF conditions. In this context, the open loop controller 

performance is not enough to damp the oscillations while the system with other coordinated 

designs provides good damping. From all these results, the proposed coordinated design of 

PSS, TCSC and SVC is most robust design and has best damping behavior for severe 

disturbances.  

 
Figure 6.4: Response of test system with AAPSO tuned coordinated designs for a six 

cycle fault under normal load (a) Δω12 (b) Δω23 (c) Δω31 
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Figure 6.5: Response of test system with AAPSO tuned coordinated designs for a six 

cycle fault under heavy load (a) Δω12 (b) Δω23 (c) Δω31 

 

Figure 6.6: Response of test system with AAPSO tuned coordinated designs for a six 

cycle fault under light load (a) Δω12 (b) Δω23 (c) Δω31 
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Test system response with IWO tuned coordinated controllers: 

Figures 6.7 and 6.8 show the system response curves with different IWO tuned coordinated 

controllers under normal loading condition. Figure 6.7 depicts rotor angle variations and 

Figure 6.8 depicts inter-area speed variations of the generators. The system responses under 

heavy and light load conditions are shown in Figures 6.9 and 6.10 respectively. In all these 

response plots, the open loop system (i.e. system has no control) is not capable to damp 

system oscillations, and in certain operating conditions like under heavy load it goes out of 

synchronism. But, the system with IWO based coordinated designs like coordinated designs 

(PSS+TCSC), (PSS+SVC) and hybrid coordinated design (PSS+TCSC+SVC) gives great 

stableness to the system under all operating conditions. Moreover, the combined coordinated 

design of all three controllers gives ample damping effect and great settling times for the 

rotor angle as well as inter-area speed oscillations.  

 

Figure 6.7: Response of test system with IWO tuned coordinated designs for a six cycle 

fault under normal load (a) Δδ21 (b) Δδ31  
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Figure 6.8: Response of test system with IWO tuned coordinated designs for a six cycle 

fault under normal load (a) Δω12 (b) Δω23 (c) Δω31 

 

Figure 6.9: Response of test system with IWO tuned coordinated designs for a six cycle 

fault under heavy load (a) Δω12 (b) Δω23 (c) Δω31 
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Figure 6.10: Response of test system with IWO tuned coordinated designs for a six cycle 

fault under light load (a) Δω12 (b) Δω23 (c) Δω31 

Settling time Comparison of different response curves: 

Here, comparison graphs are plotted with the settling time of different responses to show the 

damping effectiveness of proposed coordinated controller over the other coordinated 

designs. Figure 6.11 shows the settling times comparison of different inter-area speed 

oscillations over normal, heavy and light load conditions with AAPSO based different 

control schemes. Likewise, Figure 6.12 shows the settling time of different responses with 

IWO based coordinated control designs under different operating conditions. The proposed 

AAPSO based hybrid coordinated design settles the inter-area oscillations 
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heavy load and 2.4s and 4.2 ,1.2sT  for light load conditions respectively. Similarly, the 

proposed IWO based hybrid design provides settling time around 2.5s and 5.2 ,3.2sT  for 

normal load, 2.6s and 2.2 ,5.2sT  for heavy load and 2.1s and 1.2 ,2.2sT  for light load 

conditions respectively. Hence, the proposed hybrid coordinated design proved its 

uniqueness in damping the oscillations earlier than other coordinated designs. The IWO 

based proposed coordinated designs provide better settling times than the AAPSO based 

designs. 
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Figure 6.11: Settling time comparison of speed oscillations with AAPSO based 

coordinated designs (a) Normal load (b) Heavy load (c) Light load 

 
Figure 6.12: Settling time comparison of speed oscillations with IWO based coordinated 

designs (a) Normal load (b) Heavy load (c) Light load 
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6.2.2 Test System with PSS, TCSC and STATCOM Damping Controllers 

The test power system is employed with PSS, TCSC and STATCOM damping controllers. 

In this section, the test power system is operated under three different operating conditions 

those are specified in Table 6.6. Here, three PSS are installed at individual generators, a 

TCSC is installed in series with the line 4-9, and a STATCOM is installed at bus 4 of the test 

power system. 

Table 6.6: Operating conditions of test system with TCSC and STATCOM (p.u) 

 Nomal Heavy Light 

 P Q P Q P Q 

Generator 

G1 0.7326 0.2436 0.8320 0.6178 0.5278 -0.3088 

G2 1.6300 0.0215 2.4450 0.4248 0.8150 -0.2431 

G3 0.8500 -0.1217 1.2750 0.1373 0.4250 -0.2343 

Load 

A 1.25   0.50 1.90 0.75 0.65  0.25 

B 0.90   0.30 1.30 0.45 0.45  0.15 

C 1.00   0.35 1.50 0.50 0.50  0.17 

Table 6.7: Optimal control parameter values obtained using AAPSO algorithm 

Control 

parameters 
PSS1 PSS2 PSS3 TCSC DCVC 

KS 31.0942 23.3672 8.7327 1.2457 1.4723 

T1 0.4357 0.3725 0.5274 0.2886 0.3421 

T3 0.5012 0.4589 0.4055 0.2514 0.2920 

Table 6.8: Optimal control parameter values obtained using IWO algorithm 

Control 

parameters 
PSS1 PSS2 PSS3 TCSC DCVC 

KS 30.7324 17.2620 6.7314 1.2604 0.9873 

T1 0.4025 0.3525 0.2967 0.3063 0.3124 

T3 0.4622 0.4562 0.4133 0.2369 0.2559 
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A. Eigen Value Analysis and Discussions 

The AAPSO and IWO tuned hybrid coordinated designed controllers parameter values are 

given in Tables 6.7 and 6.8 respectively. The system eigen values and damping ratios of 

poorly damped mechanical modes with different control schemes and different loading 

conditions are given in Table 6.9. Eigen values and daping ratios witness the system with 

proposed hybrid coordinated deigns (i.e AAPSO and IWO based coordinated designs of 

PSS, TCSC and STATCOM) is able to shift the damping factors to the left of S-plane and 

the damping ratios are significantly improved. While, the open loop system has very poor 

values of damping factors and damping ratios.  

Table 6.9: Electromechanical modes and ζ under different load conditions 

No control AAPSO-(PSS+TCSC+DCVC) IWO-(PSS+TCSC+DCVC) 

Normal load (λi, ζi)  

-0.1131±16.5800i, 0.0068 -4.3730±10.7720i, 0.3761 -4.4757±10.545i, 0.3907 

-0.0551±12.3620i, 0.0045 -7.4545±8.8548i, 0.6440 -7.4005±8.6827i, 0.6487 

Heavy load (λi, ζi)  

0.1135±17.3470i, -0.0065 -3.8763±10.07i, 0.3592 -3.9546±9.8627i, 0.3722 

0.0527±12.1820i, -0.0043 -7.6721±8.8263i, 0.6560 -7.5956±8.6204i, 0.6611 

Light load (λi, ζi)  

-0.1116±13.586i, 0.0082 -3.2362±10.2980i, 0.2998 -3.4032±10.1540i, 0.3178 

-0.0572±11.0540i, 0.0052 -6.2520±9.1945i, 0.5623 -6.2616±8.8713i, 0.5766 

B. Time Domain Simulations and Discussion 

The time domain simulations are carried out for a 6 cycle fault applied on line 9-6 of the test 

power system. Here, different operating conditions are employed on test system to validate 

the robustness of proposed designs. The system response with AAPSO and IWO based 

coordinated control designs are analyzed and the simulation results are given. 

Test system response with AAPSO tuned coordinated controllers: 

The Figures 6.13 and 6.14 represent the rotor angle and inter-area speed variations of test 

system with different control schemes under normal load conditions. Here, four control 

schemes are compared namely no control, coordinated design (PSS+TCSC), hybrid 
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coordinated designs PSS+TCSC+STATCOM damping controllers (ACVC and DCVC). By 

analysing the simulation scenario in figures, the proposed coordinated controllers AAPSO-

(PSS+TCSC+ACVC) and AAPSO-(PSS+TCSC+DCVC) provided good damping of rotor 

angle as well as inter-area speed oscillations.  

 

Figure 6.13: Response of test system with AAPSO tuned coordinated designs for a six 

cycle fault under normal load (a) Δδ21 (b) Δδ31  

 

Figure 6.14: Response of test system with AAPSO tuned coordinated designs for a 

six cycle fault under normal load (a) Δω12 (b) Δω23 (c) Δω31 
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Figure 6.15: Response of test system with AAPSO tuned coordinated designs for a 

six cycle fault under heavy load (a) Δω12 (b) Δω23 (c) Δω31 

 

Figure 6.16: Response of test system with AAPSO tuned coordinated designs for a 

six cycle fault under light load (a) Δω12 (b) Δω23 (c) Δω31 
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To test the robustness of the proposed controllers the system operated under heavy and light 

load conditions and the corresponding response curves for different control schemes are 

shown in Figures 6.15 and 6.14. The system operated in heavy load condition loses its 

synchronism without controller. While with the proposed coordinated designs, the system 

remains stable after being subjected to a severe disturbance. In all operating points, the test 

system guarantees the overall stability with AAPSO based hybrid coordinated controller. 

Test system response with IWO tuned coordinated controllers: 

The system response with IWO tuned coordinated designs over a wide range of operating 

conditions are discussed here. The simulation results demonstrated the comparison of 

different control designs namely no control, IWO based coordinated design (PSS+TCSC), 

IWO based hybrid coordinated designs (PSS+TCSC+ACVC) and (PSS+TCSC+DCVC).  

The system response with different control designs for a six cycle fault disturbance under 

normal, heavy and light load conditions is plotted in Figures 6.17 – 6.20. The rotor angle 

responses and speed oscillations under normal load condition with different controllers are 

shown in Figures 6.17 and 6.18. Also, the inter area speed oscillations under heavy and light 

load conditions are given in Figures 6.19 and 6.20 respectively. From the simulations results, 

it is noticed that in all operating conditions, open loop system is highly oscillatory in nature 

and very poor damping characteristics. On the other hand, the IWO based coordinated 

designs greatly enhance the damping characteristics of test system independent of operating 

conditions. Furthermore among all coordinated designs, the proposed IWO based hybrid 

design (PSS+TCSC+DCVC) showed great damping effect.  

 

Figure 6.17: Response of test system with IWO tuned coordinated designs for a six cycle 

fault under normal load (a) Δδ21 (b) Δδ31  
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Figure 6.18: Response of test system with IWO tuned coordinated designs for a six 

cycle fault under normal load (a) Δω12 (b) Δω23 (c) Δω31 

 

Figure 6.19: Response of test system with IWO tuned coordinated designs for a six 

cycle fault under heavy load (a) Δω12 (b) Δω23 (c) Δω31 
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Figure 6.20: Response of test system with IWO tuned coordinated designs for a six 

cycle fault under light load (a) Δω12 (b) Δω23 (c) Δω31 
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settling time comparison plots, it is concluded that the IWO based designs overtakes the 

effectiveness of AAPSO based coordinated designs. 

 
Figure 6.21: Settling time comparison of speed oscillations with AAPSO based 

coordinated designs (a) Normal load (b) Heavy load (c) Light load 

 
Figure 6.22: Settling time comparison of speed oscillations with IWO based coordinated 

designs (a) Normal load (b) Heavy load (c) Light load 
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6.3 4-Machine 11-Bus Power System 

In this section, a 4-machine 11-bus power system known as “Kundur two area power 

system” (as shown in Figure 6.23) is considered for analysis. This two area test system has 4 

generators, 2 loads and 11 buses. The details of the test system are given in [2]. Here, the 

generators are represented by G1, G2, G3 and G4, and the loads are represented as load A and 

load B.   Moreover, the system has two areas namely, area 1 and area 2. In each area, two 

generators are installed like the generators G1 and G2 are belong to Area 1, G3 and G4 are in 

Area 2. Hence, analysis on this type of test power system will help to observe the behavior 

of proposed coordinated designs for local as well as inter-area oscillations. The same kind of 

analysis as mentioned in the previous section with different coordinated designs is done 

here.  

 

Figure 6.23: 4-machine 11-bus two-area power system 

6.3.1 Two Area System with PSS, TCSC and SVC Damping Controllers 

From the Figure 6.23, it is observed that the two areas of the system are connected by the 

transmission lines between buses 7-8 and 8-9. To control the power transmission and 

maintain over all stability of the system in two areas, the buses 7, 8 and 9 are most preferable 

locations for installing external controllers like TCSC, SVC and STATCOM. Hence, in this 

work, the test power system is employed with four PSS as each PSS on each generator, a 

TCSC is installed in series with one of the transmission lines between buses 8-9, and a SVC 

installed at bus 8. The test power system is operated in three distinct load conditions as given 

in Table 6.10.  
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Table 6.10: Operating conditions of test power system with TCSC and SVC (p.u)  

 
Normal Heavy  Light  

P Q P Q P Q 

Generator 

G1 6.6957 0.9351 7.2514 1.2580 5.7770  0.6107     

G2 7.0000     0.5246 8.4000     1.2397 5.6000     -0.0824       

G3 7.2000     1.0917 8.6400     1.7157        5.7600      0.6061     

G4 7.0000 0.7580 8.4000 1.7924 5.6000 -0.0905 

Load 

A 9.50            1.00 11.40        1.20 7.60          0.80 

B 17.50          2.50 21.00           3.00 14.00        2.00 

A. EigenValue Analysis and Discussion 

The hybrid coordinated design procedure is formulated as an optimization problem and an 

eigen value based objective function is minimized using AAPSO and IWO algorithms. The 

optimal control parameter values of proposed coordinated controllers are obtained at the end 

of these algorithms as mentioned in Tables 6.11 and 6.12. A comparison of objective 

function convergence rate using AAPSO and IWO algorithms is shown in Figure 6.24. From 

the results, it is found that the IWO algorithm gives the fast convergence rate compare to that 

of AAPSO algorithm. Here, the IWO reached its convergence value nearer to 55 iterations, 

whereas AAPSO reached about 69 iterations.  

Poorly damped electromechanical mode eigen values and their damping ratios of the test 

system under different load conditions are provided in Table 6.13. The system without 

controller provides very poor damping factors and damping ratios under all three load 

conditions. The AAPSO based coordinated design helps in shifting the very poor damped 

eigen values to left of the D-shape in S-plane. The poor damping factors are shifted from 

0.0073- and 0.0075 ,0076.0  to 1.1506- and 0.9946- ,0995.1  for normal, heavy 

and light load conditions respectively. Also, the system with IWO based coordinated design 

improved the damping factors for normal, heavy and light load conditions as 

1.1303- and 0.9829- ,0895.1 respectively. While the damping ratios are also increases 

to large extent to keep the system more stable for the test system with AAPSO and IWO 

based proposed designs.  
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Table 6.11: Optimal control parameter values obtained using AAPSO algorithm 

Control 

parameters 
PSS1 PSS2 PSS3 PSS4 TCSC SVC 

KS 26.3893 24.7408 25.2296 30.5312 1.0430 1.1574 

T1 0.4324 0.4712 0.3843 0.5143 0.2112 0.2864 

T3 0.4088 0.5316 0.5072 0.3676 0.3061 0.3293 

Table 6.12: Optimal control parameter values obtained using IWO algorithm 

Control 

parameters 
PSS1 PSS2 PSS3 PSS4 TCSC SVC 

KS 30.9824 26.5080 28.5008 27.8992 0.9627 1.1782 

T1 0.3356 0.4579 0.3914 0.4628 0.2681 0.2344 

T3 0.3826 0.4923 0.4877 0.3517 0.1954 0.2015 

 

Figure 6.24: Convergence of objective function 

B. Time Domain Simulations and Discussion 

The time domain simulations of the test system are conducted for a 6 cycle three-phase fault. 

It is applied on one of the transmission lines between the buses 7-8, and this fault is cleared 

by tripping the line using circuit breakers permanently. This analysis is done on the test 

system with proposed control designs using two distinct optimization algorithms. In each 

case, all three operating conditions are applied on the system to test the robustness of 
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Test system response with AAPSO tuned coordinated controllers: 

Figures 6.25 – 6.28 represents the test system dynamic response with AAPSO algorithm 

based different coordinated designs. The test system response under normal load condition is 

compared over different control schemes as shown in Figure 6.25 and 6.26. The local as well 

as inter area rotor angle oscillations of the test system are compared and shown in Figure 

6.25. Here, the responses Δδ12 and Δδ34 represent local area rotor angle oscillations of area 1 

and area 2 respectively. The responses Δδ13 and Δδ14 represent inter-area rotor angle 

oscillations of area 1 to area 2. In the similar way, the local-area speed oscillations (Δω12 and 

Δω34) along with inter-area speed oscillations (Δω13 and Δω14) of the test power system with 

different designs under normal load are presented in Figure 6.26. Also, the test system under 

heavy and light load condition responses Δω12, Δω13, Δω14 and Δω34 for AAPSO based 

different coordinated designs are compared in Figures 6.27 and 6.28 respectively. In all these 

responses, the different control schemes such as AAPSO based (PSS+TCSC), AAPSO based 

(PSS+SVC) and AAPSO based (PSS+TCSC+SVC) are compared. By analyzing all these 

responses, it is clear that the system with proposed hybrid design controllers has excellent 

damping characteristics compare to other designs.  

Table 6.13: Electromechanical modes and ζ under different load conditions 

No control AAPSO-(PSS+TCSC+SVC) IWO-(PSS+TCSC+SVC) 

Normal load (λi, ζi)  

-0.0091±7.0550i, 0.0013 -3.3126±5.7101i, 0.5018 -3.3194±5.6022i, 0.5097 

-0.0080±6.7455i, 0.0012 -2.8074±5.3487i, 0.4647 -2.8057±5.1966i, 0.4751 

-0.0076±5.2742i, 0.0014 -1.0995±4.2987i, 0.2478 -1.0895±4.2329i, 0.2493 

Heavy load (λi, ζi)  

-0.0093±7.2107i, 0.0013 -3.2373±5.8749i, 0.4826 -3.2375±5.7670i, 0.4895 

0.0079±6.8993i, -0.0011 -2.7413±5.4990i, 0.4461 -2.7323±5.3497i, 0.4548 

0.0077±5.2434i, -0.0015 -0.9946±4.4025i, 0.2204 -0.9829±4.3376i, 0.2210 

Light load (λi, ζi)  

-0.0089±6.7892i, 0.0013 -3.2941±5.4262i, 0.5189 -3.2910±5.3335i, 0.5251 

-0.0081±6.4788i, 0.0012 -2.7764±5.0752i, 0.4799 -2.7641±4.9406i, 0.4883 

-0.0073±5.1913i, 0.0014 -1.1506±4.1160i, 0.2692 -1.1303±4.0589i, 0.2682 
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Figure 6.25: Response of test system with AAPSO tuned coordinated designs for a six 

cycle fault under normal load (a) Δδ12 (b) Δδ13 (c) Δδ14 (d) Δδ34 

 

Figure 6.26: Response of test system with AAPSO tuned coordinated designs for a 

six cycle fault under normal load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 
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Figure 6.27: Response of test system with AAPSO tuned coordinated designs for a 

six cycle fault under heavy load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 

 

Figure 6.28: Response of test system with AAPSO tuned coordinated designs for a 

six cycle fault under light load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 
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Test system response with IWO tuned coordinated controllers: 

Now, the system response with IWO tuned coordinated controller is analyzed for a severe 

disturbance under three distinct load conditions. The Figure 6.29 represents the rotor angle 

deviations between different generators of the test system with different control schemes 

under normal load. The local and inter-area oscillations of the test system under normal load 

are compared for IWO based different coordinated designs in Figure 6.30. Moreover under 

heavy and light load conditions, the system dynamic response is shown in Figures 6.31 and 

6.32 respectively. In all these response curves over three different operating conditions, the 

proposed IWO based (PSS+TCSC+SVC) provides great damping behavior compared to 

other designs like, IWO based (PSS+TCSC), IWO based (PSS+SVC).   

 

Figure 6.29: Response of test system with IWO tuned coordinated designs for a six cycle 

fault under normal load (a) Δδ12 (b) Δδ13 (c) Δδ14 (d) Δδ34 
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Figure 6.30: Response of test system with IWO tuned coordinated designs for a six 

cycle fault under normal load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 

 

Figure 6.31: Response of test system with IWO tuned coordinated designs for a six 

cycle fault under heavy load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 
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Figure 6.32: Response of test system with IWO tuned coordinated designs for a six 

cycle fault under light load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 
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settling times comparison plots, it is concluded that the effectiveness of IWO based designs 

is better than that of AAPSO based coordinated designs. 

 
Figure 6.33: Settling time comparison of speed oscillations with AAPSO based 

coordinated designs (a) Normal load (b) Heavy load (c) Light load 
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6.3.2 Two Area System with PSS, TCSC and STATCOM Damping Controllers 

This time, the test power system has engaged with 4 PSS such that each PSS mounted on 

each generator, a TCSC is connected in series with one of the parallel transmission lines 8-9, 

and a STATCOM is connected in shunt with bus 8. Here, the STATCOM has two internal 

damping controllers namely ACVC and DCVC which are discussed in Chapter 3. The three 

operating conditions normal, heavy, and light load values are listed in Table 6.14. In this 

section, the eigen value analysis and transient analysis of the system with AAPSO and IWO 

based designs are discussed.  

Table 6.14: Operating conditions of test system with TCSC and STATCOM (p.u) 

 
Normal Heavy  Light  

P Q P Q P Q 

Generator 

G1 6.8502 0.9947       7.4230 1.3272        5.9093  0.6584     

G2 7.0000     0.6339        8.4000     1.3583         5.6000      0.0156       

G3 7.2000     1.0251        8.6400     1.6510        5.7600      0.5373      

G4 7.0000 0.5591 8.4000 1.6014 5.6000 -0.2975 

Load 

A 9.50            1.00 11.40        1.20 7.60          0.80 

B 17.50          2.50 21.00           3.00 14.00        2.00 

Table 6.15: Optimal control parameter values obtained using AAPSO algorithm 

Control 

parameters 
PSS1 PSS2 PSS3 PSS4 TCSC DCVC 

KS 28.3256 30.3853 27.4825 31.1393 1.2609 0.9785 

T1 0.4015 0.4356 0.5387 0.3960 0.3173 0.2213 

T3 0.5126 0.3583 0.4544 0.4656 0.2601 0.3385 

Table 6.16: Optimal control parameter values obtained using IWO algorithm 

Control 

parameters 
PSS1 PSS2 PSS3 PSS4 TCSC DCVC 

KS 26.5647 29.6273 32.7598 24.1566 1.1960 1.0192 

T1 0.3845 0.3734 0.4632 0.3015 0.2618 0.2054 

T3 0.4569 0.3318 0.4251 0.5123 0.1957 0.2768 
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A. Eigen Value Analysis and Discussion 

The design of proposed coordinated controller is modelled as an optimization problem and 

the eigen value based objective function is minimized via AAPSO and IWO algorithms. At 

the end of these optimization algorithms, the best control parameter values of coordinated 

designed controllers are obtained. The obtained control parameter values for AAPSO and 

IWO algorithms are given in Table 6.15 and 6.16 respectively. Then, the eigen value 

analysis is done and the eigen values of system with proposed designs are compared with the 

open loop system. The comparison of poorly damped eigen values of test system with 

proposed AAPSO and IWO based coordinated design of PSS, TCSC and STATCOM 

damping controllers is provided in Table 6.17. The test system with proposed design 

successfully shifted the poorly damped eigen values to left side of S-plane and the damping 

ratios of these eigen values are also greatly improved. The damping ratios are improved from 

0.00009 and .0001,0 ,0001.0  to 0.5419 and .5050,0 ,5256.0  with effect of AAPSO 

based design and with IWO based coordinated design, the damping ratios are improved to 

0.5623 and .5262,0 ,5469.0  for normal, heavy and light loads respectively.  

Table 6.17: Electromechanical modes and ζ under different load conditions 

No control AAPSO-(PSS+TCSC+DCVC) IWO-(PSS+TCSC+DCVC) 

Normal load (λi, ζi) 

-0.0007±7.0618i, 0.0001 -3.4231±5.5411i, 0.5256 -3.5107±5.3741i, 0.5469 

-0.0028±6.7551i, 0.0004 -2.9149±5.222i, 0.4874 -3.0045±5.0773i, 0.5093 

-0.0064±5.2724i, 0.0012 -1.1364±4.2551i, 0.2580 -1.1732±4.2038i, 0.2688 

Heavy load (λi, ζi)  

-0.0008±7.2147i, 0.0001 -3.338±5.7044i, 0.5050 -3.4174±5.523i, 0.0.5262 

0.0027± 6.9079i, -0.0003 -2.8352±5.3660i, 0.4672 -2.9320±5.2268i, 0.4892 

0.0067±5.2379i, -0.0013 -1.0233±4.3615i, 0.2284 -1.0605±4.3100i, 0.2389 

Light load (λi, ζi)  

-0.0006±6.8024i, 0.00009 -3.4051±5.28i, 0.5419 -3.4952±5.1395i, 0.5623 

-0.0034±6.4924i, 0.0005 -2.8782±4.9740i, 0.5008 -2.9583±4.8328i, 0.5221 

-0.0069±5.1951i, 0.0013 -1.1831±4.077i, 0.2787 -1.2160±4.0293i, 0.2889 
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From these damping characteristics, the AAPSO and IWO based hybrid designs provided 

robustness to the system under all operating conditions. IWO based designs reached slightly 

better damping values than AAPSO based designs.  

B. Time Domain Simulations and Discussion 

The transient analysis of the test system is conducted for a 6 cycle three-phase fault. It is 

applied on one of the transmission lines between the buses 7-8 with starting time 1sec, and 

the fault was cleared by removing the line using circuit breakers permanently. In this 

analysis, the system with IWO and AAPSO based coordinated designs are tested under a 

wide range of operating points. At the end of this section, a comparison is made for the 

settling times of different oscillations with different designs. 

Test system response with AAPSO tuned coordinated controllers: 

Test system response with AAPSO tuned coordinated designs are compared for different 

loading conditions. Figures 6.35 and 6.36 represent the local along with inter-area rotor 

angle and speed oscillations of the test system under normal load condition. The local and 

inter-area oscillations of test power system under heavy and light load conditions are 

presented in Figures 6.37 and 6.38 respectively. In all these figures, the coordinated designs 

proved their effectiveness in suppressing the local area oscillations together with inter-area 

oscillations of test power system over a wide range of operating conditions. Moreover the 

proposed AAPSO based hybrid design (PSS+TCSC+DCVC) showed better damping 

performance compared to AAPSO based hybrid design (PSS+TCSC+ACVC) and AAPSO 

based coordinated design (PSS+TCSC). Hence the hybrid coordinated designs outshines the 

other coordinated designs in transient stability enhancement. 
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Figure 6.35: Response of test system with AAPSO tuned coordinated designs for a six 

cycle fault under normal load (a) Δδ12 (b) Δδ13 (c) Δδ14 (d) Δδ34 

 

Figure 6.36: Response of test system with AAPSO tuned coordinated designs for a 

six cycle fault under normal load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 
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Figure 6.37: Response of test system with AAPSO tuned coordinated designs for a 

six cycle fault under heavy load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 

 

Figure 6.38: Response of test system with AAPSO tuned coordinated designs for a 

six cycle fault under light load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 
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Test system response with IWO tuned coordinated controllers: 

The transient stability analysis is extended to the system with IWO tuned coordinated 

designed controllers under different loading conditions. The rotor angle deviations of 

different area generators under normal load condition are compared for IWO based different 

controller designs in Figure 6.39. The speed deviations of different areas are compared in 

Figure 3.40 under normal load condition. Similarly, the Figures 6.41 and 6.42 represent the 

oscillations Δω12, Δω13, Δω14 and Δω34 of the test system under both heavy and light load 

conditions. From the comparison of these response curves, it is concluded that the 

performance of IWO based hybrid design (PSS+TCSC+DCVC) outshines the performance 

of IWO based hybrid coordinated design of (PSS+TCSC+ACVC) and IWO based 

coordinated design (PSS+TCSC) in all operating points.  

 

Figure 6.39: Response of test system with IWO tuned coordinated designs for a six cycle 

fault under normal load (a) Δδ12 (b) Δδ13 (c) Δδ14 (d) Δδ34 
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Figure 6.40: Response of test system with IWO tuned coordinated designs for a six 

cycle fault under normal load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 

 

Figure 6.41: Response of test system with IWO tuned coordinated designs for a six 

cycle fault under heavy load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 
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Figure 6.42: Response of test system with IWO tuned coordinated designs for a six cycle 

fault under light load (a) Δω12 (b) Δω13 (c) Δω14 (d) Δω34 
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grater settling times. With the help of these comparison graphs, it is concluded that the 

effectiveness of IWO based designs are superior to AAPSO based coordinated designs. 

 
Figure 6.43: Settling time comparison of speed oscillations with AAPSO based 

coordinated designs (a) Normal load (b) Heavy load (c) Light load 
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Finally, by analyzing the eigenvalues and time-domain simulation results it is concluded that 

the proposed hybrid designs are robust and more effective than other coordinated designs for 

severe disturbances. However, to implement the proposed designs in real world they need to 

be tested first by the real-time hardware simulators. So that the proposed designs are 

implemented and validated in real-time using OPAL-RT hardware simulator laboratory 

setup and it is discussed in next chapter. 

6.4 Summary 

The performances of proposed hybrid coordinated designs are analyzed in multi-machine 

system environment in this chapter. In this work, two distinct multi-machine test power 

systems are considered and operated over a wide range of load conditions. The eigen value 

analysis and transient stability analysis are done for both the test systems with AAPSO and 

IWO based coordinated control designs. The proposed hybrid designs provided the integral 

damping of PSS, series and shunt FACTS controllers together to get best performance. The 

proposed designs successfully shifted the poorly damped electromechanical mode eigen 

values to the left of D-shape curve in S-plane. Moreover the damping characteristics of test 

system with proposed control designs are significantly enhanced in all operating conditions. 

Furthermore, the settling time comparison of different designs demonstrated that the 

proposed hybrid designs are far better than the other control designs. In summary, the 

proposed IWO based hybrid coordinated control designs slightly outperforms the proposed 

AAPSO based designs. 
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Chapter 7 

Introduction to RT-LAB and Real-Time 

Implementation of Proposed Coordinated Designs in 

Multi-Machine Power System 

7.1 Introduction 

Chapter 6 analyzed the performance of different hybrid designs in multi-machine power 

systems for a severe disturbance. Two multi-machine power systems are considered and 

those are operated under three different load conditions. In each case, the performance of 

proposed hybrid designs outperforms the other coordinated designs. But, it is necessary to 

validate the performance of proposed designs in real-time. In this chapter, a brief 

introduction about real-time simulators and their salient features are provided. The procedure 

to interface MATLAB models with real-time hardware simulator is discussed. Finally, the 

performance of proposed hybrid coordinated designs are validated and compared with other 

coordinated designs in real-time using OPAL-RT hardware simulator. In the last section, the 

real-time hardware results are provided and these results concluded that the performances of 

proposed designs are great enough to damp power system oscillations under severe 

disturbance.  

7.2 Introduction to RT-LAB 

Simulation tools have been widely used for the design and enhancement of electrical systems 

since the mid twentieth century. The evolution of simulation tools has progressed in step 

with the evolution of computing technologies. In recent years, computing technologies have 

upgraded dramatically in performance and become extensively available at a steadily 

decreasing cost. Consequently, simulation tools have also seen dramatic performance gains 

and there is a steady decrease in cost. Researchers and engineers now have access to 

affordable, high performance simulation tools that were previously too costly, except for the 

largest manufacturers and utilities. RT-LAB [113, 114], fully integrated with 

MATLAB/Simulink, is the open Real-Time Simulation software environment that has 

revolutionized the way Model-based Design is performed. RT-LAB’s flexibility and 
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scalability allow it to be used in virtually any simulation or control system application, and 

to add computing-power to simulations, where and when it is needed. 

This simulator was developed with the aim of meeting the transient simulation needs of 

electromechanical drives and electric systems while solving the limitations of traditional 

real-time simulators. It is based on a central principle, the use of extensively available, user-

friendly and highly competitive commercial products (PC platform, Simulink). The real-time 

simulator consists of two main tools; a real-time distributed simulation package (RT-LAB) 

[115] for the execution of Simulink block diagrams on a PC-cluster, and algorithmic 

toolboxes designed for the fixed time-step simulation of stiff electric circuits and their 

controllers. Real-time simulation [116] and Hardware-In-the-Loop (HIL) applications [117-

119] are progressively recognized as essential tools for engineering design and especially in 

power electronics and electrical systems [120].  

7.2.1 Salient Features of Real-Time Simulation 

a) Gaining time 

 Allowing test engineers to gain time in the testing process. 

 Find problems at an earlier stage in the design process. 

 Proceeding to a device design while the actual system is not physically available. 

b) Lowering cost 

 Reduces enormous cost on testing a new device under real conditions. 

 The real-time system could test many possible configurations without physical 

modification. 

 Reduction of total cost over the entire project and system life cycle. 

c) Increasing test functionalities 

 Fake and test all possible scenarios that could happen in real life in a secure and 

simulated environment. 

 High flexibility by being able to modify all parameters and signals of the test 

system at a glance. 

7.2.2 Real-Time Simulation Definitions 

Fixed-step solvers solve the model at regular time intervals from the beginning to the end of 

the simulation. The size of the interval is known as the step size (Ts). Generally, decreasing 
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Ts increases the accuracy of the results while increasing the time required for simulating the 

system [121].  

Time Step: 

In a real-time system [122], we define the time step as a predetermined amount of time (ex: 

Ts = 10 µs, 1 ms, or 5 ms). Inside this amount of time, the processor has to read input 

signals, such as sensors, to perform all necessary calculations, such as control algorithms, 

and to write all outputs, such as control actuators. Inputs or Outputs highest frequency 

sampling consideration, generally decreasing the time step increases the accuracy of the 

results while increasing the time required simulating the system. The rule of thumb is to 

have around 10 to 20 samples per period for an AC signal. For a 1kHz signal:

skHz 501201  . 

 

Figure 7.1: Evolution of RT-LAB simulator 
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of setting up networks and maintaining extensive inventories of complex equipment [121]. 

With the development of microprocessor and floating-point DSP technologies, physical 

simulators have been gradually replaced with fully digital real-time simulators.  Figure 7.2 

gives the details of speed, cost and size of RT-LAB Simulators 

 

Figure 7.2: Speed, cost and size of RT-LAB simulators 
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constrains are met. Last but most importantly, the simulation time-step can be very small, in 

the order of 250 nanoseconds. There are still limitations on model size since the number of 

gates is limited in FPGAs. However, this technique holds promise. 

7.4 RT-LAB Simulator Architecture 

7.4.1 Block Diagram and Schematic Interface 

The present real-time electric simulator is based on RT-LAB real-time, distributed 

simulation platform; it is optimized to run Simulink in real-time, with efficient fixed-step 

solvers, on PC Cluster [124]. Based on COTS non-proprietary PC components, RT-LAB is a 

flexible real-time simulation platform, for the automatic implementation of system-level, 

block diagram models, on standard PCs. It uses the popular MATLAB/Simulink (Matrix 

Laboratory) as a front-end for editing and viewing graphic models in block-diagram format. 

The block diagram models become the source from which code can be automatically 

generated, manipulated and downloaded onto target processors (Pentium and Pentium-

compatible) for real-time or distributed simulation. 

7.4.2 Inputs and Outputs (I/O) 

A requirement for real-time HIL applications is interfacing with real world hardware 

devices, controller or physical plant alike. In the RT-LAB real-time simulator, I/O interfaces 

are configured through custom blocks, supplied as a Simulink toolbox. The engineer merely 

needs to drag and drop the blocks to the graphic model and connect the inputs and outputs to 

these blocks, without worrying about low-level driver programming. RT-LAB manages the 

automatic generation of I/O drivers and models code so to direct the model’s data flow onto 

the physical I/O cards. 

7.4.3 Simulator Configuration  

In a typical configuration (Figure 7.3), the RT-LAB simulator consists of 

 One or more target PCs (computation nodes); one of the PCs (Master) manages the 

communication between the hosts and the targets and the communication between all 

other target PCs. The targets use the REDHAT real-time operating system. 

 One or more host PCs allowing multiple users to access the targets; one of the hosts 

has the full control of the simulator, while other hosts, in read-only mode, can receive 

and display signals from the real-time simulator. 
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 I/Os of various Types (analog in and out, digital in and out, PWM in and out, timers, 

encoders, etc).  

 

Figure 7.3: RT-LAB simulator architecture 

The simulator uses the following communication links: 

 Ethernet connection (100 Mb/s) between the hosts and target PCs. 

 Ethernet connection between target nodes allowing parallel computation of models 

with low and medium step size (in ‘msec’ range), or for free-running, on real-time 

simulation. 

 Fast shared-memory communication between processors on the same motherboard 

(dual, quad or 8 processors) 

 Fast IEEE 1394 (FireWire) communication links (400 Mb/s) between target PCs for 

parallel simulation of models with small step sizes (down to 20 μs) and tight 

communication constraints (power systems, electric drive control, etc). 

7.5 Working of RT-LAB 

RT-LAB allows the user to readily convert MATLAB models, via Real-time workshop 

(RTW), and then to conduct Real-time simulation of those models executed on multiple 

target computers equipped with multi-core PC processors [118]. This is used particularly for 

HIL and rapid control prototyping applications [125]. RT-LAB transparently handles 
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synchronization, user interaction, real world interfacing using I/O boards and data exchanges 

for seamless distributed execution. 

7.5.1 Single Target Configuration  

In this configuration (Figure 7.4 and 7.5), typically used for rapid control prototyping, a 

single computer runs the plant simulation or control logic. One or more hosts may connect to 

the target via an Ethernet link. The target uses QNX or Linux as the RTOS (real-time 

operating system) [126] for fast simulation or for applications where real-time performance 

is required. RT-LAB [113, 114],  used Red Hat ORT which is the standard Red Hat 

distribution package with an optimized set of parameters to reach real-time performance 

enabling to reach model time step as low as 10 micro sec on multi-core processors. 

 

Figure 7.4: RT-LAB simulator with single target system 

 

Figure 7.5: RT-LAB simulator with single target system and HIL 

7.5.2 Distributed Target Configuration  

The distributed configuration (Figure 7.6 and 7.7) allows for complex models to be 

distributed over a cluster of multi-core PCs [118] running in parallel. The target nodes in the 

cluster communicate between each other with low latency protocols such as FireWire, Signal 

wire or Infinite Band, fast enough to provide reliable communication for real-time 

applications. 

RT-LAB system architecture

Host Computer-Windows Target Computer

TCP/IP

Edition of Simulink model

Model compilation with RT-LAB

User interface

I/O and real-time model execution

QNX or Linux OS

FTP and Telnet communication
Possible with the Host
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The real-time cluster is linked to one or more host stations through a TCP/IP (Transmission 

Control Protocol / Internet Protocol) network. Here again, the cluster of PCs can be used for 

Real-Time applications (using QNX or Red Hawk Linux), or fast simulation of complex 

systems (using QNX, Red Hawk or Windows). RT-LAB PC-cluster targets are designed for 

flexible and reconfigurable mega-simulation. The user can build and expand the PC-cluster 

as needed, then redeploy the PCs for other applications when the simulation is done. RT-

LAB can accommodate up to 64 nodes running in parallel. 

 

Figure 7.6: RT-LAB simulator with distributed target system 

 

Figure 7.7: RT-LAB simulator with distributed target system and HIL       

7.5.3 Simulator Solvers  

The RT-LAB electrical simulator uses advanced fixed time-step solvers and computational 

techniques designed for the strict constraints of real-time simulation of stiff systems. They 

are implemented as a Simulink toolbox called ARTEMIS [115] (Advanced Real-Time 

RT-LAB system architecture

Host Computer-Windows

TCP/IP

Real-time
Link
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Electro-Mechanical Transient Simulator), which is used with the ‘SimPowerSystems’. PSB 

(Power System Block set) is a Simulink toolbox that enables the simulation of electric 

circuits and drives within the Simulink environment. While PSB now supports a fixed-time-

step solver based on the Tustin method, PSB alone is not suitable for real-time simulation 

due to many serious limitations, including iterative calculations to solve algebraic loops, 

dynamic computation of circuit matrices, un-damped switching oscillations, and the need for 

a very small step size which greatly slows down the simulation. The ARTEMIS solver uses a 

high-order fixed time-step integration algorithm that is not prone to numerical oscillations, 

and advanced computational techniques necessary for the real-time simulation of power 

electronic systems and drives such as: 

 Exploitation of system topology to reduce matrices size and number by splitting the 

equations of separated systems. 

 Support for parallel processing suitable for distributed simulation of large systems 

 Implementation of advanced techniques for constant computation time. 

 Strictly non-iterative integration. 

 Real-time compensation of switching events occurring anywhere inside the time step, 

enabling the use of realistic simulation step sizes while ensuring a good precision of 

circuits with switches (GTO, IGBT, etc). 

7.5.4 RT-LAB Simulation Development Procedure 

Electric and power electronic systems are created on the host personal computer by 

interconnecting: 

 Electrical components from component model libraries available in the Power 

System Block-set (PSB). 

 Controller components and other components from Simulink and its toolboxes that 

are supported by Real-Time-Workshop (RTW). 

 I/O blocks from the simulator I/O tool boxes. The easy to use drag and drop Simulink 

interface issued at all stages of the process. 

 These systems are then simulated and tuned off-line in the MATLAB/Simulink 

environment [115]. ARTEMIS fixed step solvers are used for the electric part and 

Simulink native solvers for the controller and other block-diagram parts. Finally, the 

model is automatically compiled and loaded to the PC-Cluster with RT-LAB 

simulation interface [116].  
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The simulator software converts Simulink and ‘SimPowerSystems’ non-real-time models to 

real-time simulation by providing support for: 

 Model Distribution: If a model is too complex to be computed within the time step, 

the simulator allows the model to be distributed over several processors, 

automatically handling the inter-processor communication through TCP/IP, FireWire 

or Shared Memory. Electric systems can be separated by using natural delay in the 

system (Analog-to-Digital conversion delays, filtering delays, transmission lines, 

etc). 

 Multi-rate Computation: Not all the components in a system need to be executed at 

very small time steps. If the system can be separated into subsystems and executed at 

different update rates, cycles can be freed up for executing the subsystem(s) that need 

to be updated faster. 

 Specialized Solvers: The simulator uses libraries of specialized solvers (ARTEMIS) 

and blocks that address many of the mathematical problems that arise when taking a 

model to real-time, such as new fixed step integrators that reduce the errors 

introduced when replacing a variable step integrator, and special tool box that 

compensate for errors introduced when events occur between time steps (RT-Events). 

 Software and Hardware Interfaces: In addition to wide range of I/O Types and 

boards, the simulator includes a comprehensive application program interface (API) 

that allows signals in the model to be used in other on-line software for visualization 

and interaction. 

7.6 PCI OP5142 Configuration 

The OP5142, shown in Figure 7.8, is one of the key building blocks in the modular OP5000 

I/O system from Opal- RT Technologies [115]. It allows the incorporation of FPGA 

technologies in RT-LAB simulation clusters for distributed execution of HDL (Hardware 

description language) functions and high-speed, high-density digital I/O in real-time models. 

Based on the highest density Xilinx Spartan-3 FPGAs, the OP5142 can be attached to the 

backplane of an I/O module of either a Wanda 3U- or Wanda 4U-based OPAL-RT 

simulation system. It communicates with the target PC via a PCI-Express (Peripheral 

Component Interconnect - Express) ultra-low-latency real-time bus interface.   
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The OP5142 includes connectivity to up to four 4U digital and/or analog I/O conditioning 

modules. This allows the incorporation of task-specific I/O hardware, such as high-speed 

analog signal capture and generation. Furthermore, FPGA [123] developers can incorporate 

their own functionality, using the System Generator for DSP toolbox or their favorite HDL 

development tool, through the PCI interface without the need for connecting to the JTAG 

(Joint Test Action Group) interface. Configuration files can be uploaded and stored on the 

built-in Flash memory for instant start up. The PCI-Express port on the OP5142 adapter 

board allows the user to connect the distributed processors together and operate at faster 

cycle times than ever before. This real-time link takes advantage of the FPGA [123] power 

to deliver up to 2.5 Gbits/s full-duplex transfer rates. The details and key features of OP5142 

are given in [127]. 

 

Figure 7.8: OP5142 layout 

7.7 Interfacing MATLAB/SIMULINK Models in Real-Time Environment 

To interface any MATLAB/SIMULINK model with OPAL-RT hardware simulator, the 

following procedural steps are involved: 

1. Open a project in RT-LAB, and then add the MATLAB/SIMULINK model to the 

real-time environment. 

2. Then edit the model in RT-LAB, which is opened with MATLAB software. In this 

we have to form the entire model into two subsystems named as ‘sm_master’ and 

‘sc_console’ so that it can be compatible with RT-LAB. 
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3. The development properties of the model have to set such that it can be implemented 

in real-time in target processors. In this work, the target platform is set in Red hat 

mode.  

4. Build the model in RT-LAB, in this operation the model is converted into C code and 

that generated C code is transferred to target PC to compile the model in real time.  

5. Now set the properties of subsystems and assign them to physical nodes. Here, the 

target pc is assigned to ‘sm_master’ subsystem which allows editing and running the 

model in the target PC. 

6. Set the hardware in synchronized mode in order to run the model in real-time. At this 

point, OPAL-RT I/O board clock is synchronized with external hardware timer. 

7. Load the model on the target. In this process of loading model, the RT-LAB opens 

console block to make ready for execution. 

8. Execute the model in RT-LAB. During execution, the model runs in real-time 

hardware simulator and the output of model will be displayed in mixed signal 

oscilloscope (MSO). To stop the model there is a reset button in control window of 

RT-LAB, this will stop acquisition and closes the console. 

However, reset and close the existing model then follow the steps (1) to (8) to run another 

new model in RT-LAB.   

7.8 Performance analysis of 3-Machine 9-Bus Power System in Real-Time 

In this case, the performance of 3-machine 9-bus power system with proposed hybrid 

designs are analyzed for a 6 cycle 3-phase fault disturbance. To examine the robustness 

under severe disturbance, the system with proposed designs is tested under three different 

loading conditions namely normal, heavy and light load conditions as mentioned in Table 

6.1, which is provided in Chapter 6. In the test system, a three-phase fault is applied on line 

9-6 with fault starting time at 1s and it continues for duration of 100ms (i.e. a six cycle 

fault). 

The real-time performance of test system with different coordinated designs, which are tuned 

via AAPSO and IWO algorithms, is examined using OPAL-RT hardware simulator. The 

laboratory OPAL-RT hardware simulator setup is shown in Figure 7.9, which consists of a 

host PC that is connected to a target PC. Also, the setup consists of MSO to save and 

examine the real-time results. 
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Figure 7.9: Laboratory setup of OPAL-RT hardware simulator 

7.8.1 Real-Time Performance Analysis of Test System with PSS, TCSC and SVC 

Damping Controllers 

The real-time performance of test system with PSS, TCSC and SVC damping controller is 

studied using OPAL-RT hardware simulator. The optimal parameter values of proposed 

hybrid coordinated design are obtained at the end of corresponding optimization algorithms. 

The obtained values are given in Chapter 6 (at section 6.2.1). Now with those optimal 

controller settings, real-time results are extracted using OPAL-RT hardware simulator.  

A. Real-Time Response with AAPSO Tuned Coordinated Controllers: 

The real-time responses of test system with AAPSO tuned coordinated controller are shown 

in Figure 7.10 and 7.11. The rotor angle oscillation responses 
3121  and    of the test 

system under normal load condition are shown in Figure 7.10. The inter-area oscillations 

312312  and  ,   are shown in Figure 7.11 for different load conditions. The real-time 

responses of inter-area oscillations under normal load condition for different control designs 

are compared in the Figure 7.11(a)-7.11(c). Similarly, the real-time responses under heay 

and light load conditions are compared in Figures 7.11(d)-7.11(f), and 7.11(g)-7.11(i) 

respectively. By inspecting these real-time responses, it is observed that the proposed 

coordinated designs are very good enough in damping the rotor angle and also inter-area 

oscillations. Predominantly the hybrid coordinated design provides excessive damping 

characteristics than the other two designs.  
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Figure 7.10: Real-time response of test system with AAPSO tuned coordinated designs 

for a six cycle fault under normal load (a) Δδ21 (b) Δδ31  

 
Figure 7.11: Real-time response of test system with AAPSO tuned coordinated designs 

for a six cycle fault under normal, heavy and light load 

B. Real-Time Response with IWO Tuned Coordinated Controllers: 

Figures 7.12 and 7.13 show the system real-time response curves with different IWO tuned 

coordinated controllers. Figure 7.12 represents the comparison of rotor angle variations and 

Figures 7.13(a)-7.13(b) represent the real-time responses of inter-area speed oscillations for 
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different control designs under normal load condition. The real-time responses of the system 

under heavy and light load conditions are shown in Figures 7.13(d)-7.13(f) and 7.13(g)-

7.13(i) respectively.  

 
Figure 7.12: Real-time response of test system with IWO tuned coordinated designs for 

a six cycle fault under normal load (a) Δδ21 (b) Δδ31  

 

Figure 7.13: Real-time response of test system with IWO tuned coordinated designs for 

a six cycle fault under normal, heavy and light load 
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From all these real-time responses, it is observed that the open loop system (i.e. system has 

no control) is not capable to damp system oscillations. But the system with IWO based 

coordinated designs like (PSS+TCSC), (PSS+SVC) and hybrid coordinated design 

(PSS+TCSC+SVC) provides good damping stability to the system under all operating 

conditions. Moreover, the proposed coordinated design of all three controllers provided 

abundant damping effect for the rotor angle as well as inter-area speed oscillations. 

7.8.2 Real-Time Performance Analysis of Test System with PSS, TCSC and 

STATCOM Damping Controllers 

Now, the performance of test system with PSS, TCSC and STATCOM damping controllers 

is observed in real-time using OPAL-RT hardware simulator. The optimal parameter values 

of different controllers via AAPSO and IWO algorithms are given in Chapter 6 (at section 

6.2.2). With these optimal controller settings the MATLAB model is interfaced with OPAL-

RT hardware simulator and real-time results are obtained.  

A. Real-Time Response with AAPSO Tuned Coordinated Controllers: 

The real-time rotor angle variations of test system under normal load condition with different 

control schemes are compared in Figure 7.14. Real-time responses of 
312312  and  ,  

under normal, heavy, and light load conditions are compared in Figure 7.15. Here, four 

control schemes are compared namely, no control, coordinated design (PSS+TCSC), hybrid 

coordinated designs of PSS, TCSC and STATCOM damping controllers (ACVC and 

DCVC). By analysing the real-time responses, the proposed hybrid designs AAPSO-

(PSS+TCSC+ACVC) and AAPSO-(PSS+TCSC+DCVC) provided good damping for rotor 

angle as well as inter-area speed oscillations.  

B. Real-Time Response with IWO Tuned Coordinated Controllers: 

The real-time system response with IWO tuned coordinated designs over a wide range of 

operating conditions are discussed here. The real-time rotor angle responses with different 

controllers are shown in Figure 7.16. Also, the inter area speed oscillations under normal, 

heavy and light load conditions are given in Figure 7.17. From the real-time analysis, it is 

noticed that in all operating conditions open loop system is highly oscillatory in nature and 

very poor damping characteristics. On the other hand, the IWO based coordination designs 

greatly enhances the damping characteristics of test system independent of operating 
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conditions. Additionally among all coordinated designs, the IWO based hybrid design 

(PSS+TCSC+DCVC) shows great damping characteristics.  

 
Figure 7.14: Real-time response of test system with AAPSO tuned coordinated designs 

for a six cycle fault under normal load (a) Δδ21 (b) Δδ31  

 

Figure 7.15: Real-time response of test system with AAPSO tuned coordinated designs 

for a six cycle fault under normal, heavy and light load 
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Figure 7.16: Real-time response of test system with IWO tuned coordinated designs for 

a six cycle fault under normal load (a) Δδ21 (b) Δδ31  

 

Figure 7.17: Real-time response of test system with IWO tuned coordinated designs for 

a six cycle fault under normal, heavy and light load 

7.9 Performance of 4-Machine 11-Bus power system in Real-Time 

To observe the behavior of proposed coordinated controllers for local as well as inter-area 

oscillations two area 4-machine 11-bus power system is considered for analysis. 
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7.9.1 Real-Time Performance Analysis of Two Area System with PSS, TCSC and 

SVC Damping Controllers 

In this work, the test power system is operated in three distinct load conditions as mentioned 

in Table 6.10 of Chapter 6. The control parameters settings obtained for AAPSO and IWO 

algorithms are given in Chapter 6, section 6.3.1. Now the real-time simulations are done for 

a 6 cycle three-phase fault and the fault was cleared by tripping the line permanently using 

circuit breakers.  

A. Real-Time Response with AAPSO Tuned Coordinated Controllers: 

The real-time responses of local area rotor angle oscillations of area 1 and area 2 (Δδ12 and 

Δδ34) and inter-area rotor angle oscillations of area 1 to area 2 (Δδ13 and Δδ14) are compared 

for different control designs under normal load condition are shown in Figure 7.18. In the 

similar way, the local-area speed oscillations Δω12 and Δω34 along with inter-area speed 

oscillations Δω13 and Δω14 of the test power system with different designs under normal, 

heavy and light load are presented in Figure 7.19. Here the different control schemes such as 

AAPSO based (PSS+TCSC), AAPSO based (PSS+SVC) and AAPSO based hybrid design 

(PSS+TCSC+SVC) are compared. By analyzing all these responses, the system with 

proposed hybrid design controllers has excellent damping characteristics than other designs 

are noticed.  

B. Real-Time Response with IWO Tuned Coordinated Controllers: 

The Figure 7.20 represents the real-time responses of rotor angle deviations between 

different generators of the test system with different control schemes under normal load. The 

local and inter-area oscillations of the test system under normal, heavy and light load are 

compared for IWO based different coordinated designs in Figure 7.21. Real-time responses 

show that the proposed IWO based coordinated design (PSS+TCSC+SVC) provides great 

damping and good settling times of all responses compared to other designs like IWO based 

(PSS+TCSC), IWO based (PSS+SVC) under all operating conditions.   
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Figure 7.18: Real-time response of test system with AAPSO tuned coordinated designs 

for a six cycle fault under normal load (a) Δδ12 (b) Δδ13 (c) Δδ14 (d) Δδ34 

 

Figure 7.19: Real-time response of test system with AAPSO tuned coordinated designs 

for a six cycle fault under normal, heavy and light load 
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Figure 7.20: Real-time response of test system with IWO tuned coordinated designs for 

a six cycle fault under normal load (a) Δδ12 (b) Δδ13 (c) Δδ14 (d) Δδ34 

 
Figure 7.21: Real-time response of test system with IWO tuned coordinated designs for 

a six cycle fault under normal, heavy and light load 
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7.9.2 Real-Time Performance Analysis of Two Area System with PSS, TCSC and 

STATCOM Damping Controllers 

The three operating conditions normal, heavy, and light load values are listed in Table 6.14 

of Chapter 6. In this section, the transient analysis of the test system is conducted for a 6 

cycle three-phase fault. In this analysis, the system with IWO and AAPSO based coordinated 

designs are tested under a wide range of operating points and the real-time results are 

provided.  

A. Real-Time response with AAPSO Tuned Coordinated Controllers: 

The real-time rotor angle responses of the test system with AAPSO tuned different 

controllers under normal load condition are compared in Figures 7.22. The local and inter-

area speed oscillations of the test system with different control designs under normal, heavy 

and light load conditions are compared in real-time, which are shown in Figure 7.23. In all 

these real-time responses, the coordinated designs proved their effectiveness in suppressing 

the local-area oscillations along with inter-area oscillations of test power system over a wide 

range of operating conditions. Moreover the proposed AAPSO based hybrid design 

(PSS+TCSC+DCVC) shows better damping performance compared to AAPSO based hybrid 

design (PSS+TCSC+ACVC) and AAPSO based coordinated design (PSS+TCSC). 

B. Real-Time Response with IWO Tuned Coordinated Controllers: 

In Figure 7.24, the real-time responses of rotor angle oscillations under normal load 

condition are compared for different IWO based coordinated controllers. Also the speed 

deviations of different areas are compared in Figure 7.25 under normal, heavy and light load 

conditions. From the real-time results evaluation, it is concluded that the performance of 

IWO based hybrid design (PSS+TCSC+DCVC) outperforms the performance of IWO based 

hybrid coordinated design (PSS+TCSC+ACVC), IWO based coordinated design 

(PSS+TCSC) in all operating points.  
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Figure 7.22: Real-time Response of test system with AAPSO tuned coordinated designs 

for a six cycle fault under normal load (a) Δδ12 (b) Δδ13 (c) Δδ14 (d) Δδ34 

 

Figure 7.23: Real-time response of test system with AAPSO tuned coordinated designs 

for a six cycle fault under normal, heavy and light load 
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Figure 7.24: Real-time response of test system with IWO tuned coordinated designs for 

a six cycle fault under normal load (a) Δδ12 (b) Δδ13 (c) Δδ14 (d) Δδ34 

 

Figure 7.25: Real-time response of test system with IWO tuned coordinated designs for 

a six cycle fault under normal, heavy and light load 
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7.10 Summary 

An introduction to RT-LAB and the salient features of real-time simulations are discussed in 

this chapter. Working of RT-LAB along in different configurations is demonstrated. The 

procedural steps to interface MATLAB models with real-time environment are explained in 

brief manner. The real-time validation of all proposed designs is done using OPAL-RT 

hardware simulator. Two test systems are considered for real-time hardware simulations and 

the results are provided. Finally the real-time responses of all the designs are exactly follows 

the time-domain simulations of the test systems presented in Chapter 6. These real-time 

responses also verify the effectiveness of proposed hybrid coordinated designs in damping 

and settling the power system oscillations.  
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Chapter 8 

Conclusions and Future Scope 

8.1 Conclusions 

In this research work, the main objective is to damp the power system oscillations and to 

enhance the system dynamic performance under severe disturbances. The research work 

started with introduction to power system and classification of stability. The modelling of 

different power system components, like generators, loads, transmission networks and 

excitation systems are presented. The performance of the system with conventional PSS 

under severe disturbance is analyzed. However, the PSS does not guarantee the system 

stability when the system conditions vary abruptly.  Particularly, for the transmission lines 

loaded over a very long distance in a multi-machine system it is unable to damp the inter-

area oscillations under severe disturbance. FACTS technology provides extensibility on AC 

transmission system over very long distances by controlling the active and reactive power 

flows. In this, we have considered three distinct FACTS controllers with power oscillation 

damping stabilizers. The PI based FACTS POD controllers are compared with lead-lag 

based FACTS POD controllers under different system operating conditions such as normal 

load, heavy load, light load and leading PF conditions. By observing the various response 

curves under different load conditions, the lead-lag based FACTS POD is quite competent in 

damping the power oscillations than PI based FACTS POD controllers.  

To damp the local along with inter-area oscillations efficiently and improve the system 

dynamic performance further the coordinated design of PSS and FACTS damping 

controllers is much needed. The coordinated design problem of these controllers is 

formulated as an optimization problem. To solve this, an objective function is developed 

based on damping factors and damping ratios of the test system.  The optimal parameter 

values of coordinated controllers are obtained by minimizing the objective function using 

modern optimization algorithms like AAPSO and IWO. Here, the coordinated designs 

(PSS+TCSC), (PSS+SVC) and (PSS+STATCOM) damping controllers via AAPSO 

algorithm are discussed in chapter 4. The hybrid coordinated designs (PSS+TCSC+SVC), 

and (PSS+TCSC+STATCOM) via IWO algorithm are proposed in chapter 5. The listed 
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design procedures are discussed and the performance analysis is carried out for a simple 

SMIB test system.  

The damping characteristics of proposed hybrid designs are examined with multi-machine 

power systems in chapter 6. AAPSO and IWO algorithms are used to obtain the optimal 

control parameter values of different controllers in these proposed designs. The performance 

of different proposed designs is compared with the individual designed controllers using 

eigen value analysis and time-domain simulations.  

On inspection of system eigen values, and damping ratios of electromechanical modes, the 

proposed coordinated controllers shifts significantly the electromechanical mode eigen 

values to the left half of the D shape in the S-plane. Moreover, it is observed that the 

damping factors of the test systems with the proposed designs are substantially enhanced. 

From the eigen value analysis, it is concluded that the proposed designs greatly enhanced the 

system stability and improved the damping characteristics of poorly damping electrometrical 

modes. 

The dynamic performance of the test systems with different control schemes under different 

load conditions is compared for a six cycle 3-phase fault. Simulation results show that the 

proposed coordinated designs provided effective damping characteristics than that of 

individual designed controllers. Whereas the open loop system performance is highly 

oscillatory in all operating conditions.  The settling times of different speed oscillations are 

greatly improved by proposed coordinated designs. The settling time comparison of different 

speed oscillations of the test system with AAPSO and IWO based proposed designs is done 

in Chapter 6. The comparison revealed that the settling times of IWO based designs are little 

quicker than AAPSO based designs. Hence, IWO based proposed designs are slightly 

superior to AAPSO based proposed designs in damping power oscillations. 

Also, the proposed coordinated designs are validated in real-time using Opal-RT hardware 

simulator. The real-time results are compared for different coordinated designs with 

proposed designs for a 6-cycle 3-phase fault disturbance. The simulation results in chapter 6 

are validated by implementing the test power system with proposed designs in real-time. 

Moreover, the OPAL-RT hardware results exactly follow the MATLAB simulation results. 

Hence, the proposed work is successfully implemented and validated in real-time. 
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On summary, all these results assure the effectiveness and robustness of the proposed 

designs in providing good damping characteristics to power system oscillations and 

improving power system dynamic performance over a wide range of operating conditions. 

8.2 Future Scope 

This research has explored some good ideas and suitable solutions.  Based on the experience 

gained from this work, the following aspects require for further investigation. 

 In this work, lead-lag based PSSs are used in proposed designs for damping of power 

oscillations. The modern PSSs designs (like PSS2B, PSS4B etc.) can be used for 

further improvement in damping of power oscillations. 

 For the proposed hybrid designs TCSC damping controller is used as a series facts 

controller. Instead of this, incorporating VSC-based series FACTS controllers like 

SSSC can still improve power system dynamic performance.  

 The robustness of proposed designs can be tested by implementing in large power 

systems (like, 10-machine 39-bus New England power system, 16-machine 68-bus 

NYPS-NETS test power system). 

 Moreover, modern optimization techniques (seeker optimization, hybrid BFO-PSO 

algorithms etc.), adaptive methods (adaptive Neural Networks) and advanced control 

methods (Type -2 Fuzzy sets) can be used in future for optimal tuning of various 

controller in hybrid coordinated designs. 

 Future prospects should be focus on the implementation of proposed designs in 

practical power system applications. 
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Appendix A. 

Computational parameters in Chapter 4: 

A.1 For linearization of power system with PSS and SVC controller 
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A.2 For linearization of power system with PSS and TCSC controller 
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Appendix B. 

Computational parameters in Chapter 5: 

B.1 For linearization of power system with PSS, TCSC and SVC controllers 
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