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ABSTRACT 

 

In todays’ world advancement in sophisticated scientific techniques is pushing 

further the limits of human outreach in various fields of technology. One such 

field is the field of character recognition commonly known as OCR (Optical 

Character Recognition). 

In this fast paced world there is an immense urge for the digitalization of printed 

documents and documentation of information directly in digital form. And there 

is still some gap in this area even today. OCR techniques and their continuous 

improvisation from time to time is trying to fill this gap. This project is about 

devising an algorithm for recognition of hand written characters also known as 

HCR (Handwritten Character Recognition) leaving aside types of OCR that deals 

with recognition of computer or typewriter printed characters. 

A novel technique is proposed for recognition English language characters using 

Artificial Neural Network including the schemes of feature extraction of the 

characters and implemented. The persistency in recognition of characters by the 

AN network was found to be more than 90% of times. 
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CHAPTER 1 

Introduction 

This project, ‘Handwritten Character Recognition’ is a software algorithm project 

to recognize any hand written character efficiently on computer with input is 

either an old optical image or currently provided through touch input, mouse or 

pen. 

Character recognition, usually abbreviated to optical character recognition or 

shortened OCR, is the mechanical or electronic translation of images of 

handwritten, typewritten or printed text (usually captured by a scanner) into 

machine-editable text. It is a field of research in pattern recognition, artificial 

intelligence and machine vision. Though academic research in the field 

continues, the focus on character recognition has shifted to implementation of 

proven techniques. Optical character recognition is a scheme which enables a 

computer to learn, understand, improvise and interpret the written or printed 

character in their own language, but present correspondingly as specified by the 

user. Optical Character Recognition uses the image processing technique to 

identify any character computer/typewriter printed or hand written. A lot of work 

has been done in this field. But a continuous improvisation of OCR techniques is 

being done based on the fact that algorithm must have higher accuracy of 

recognition, higher persistency in number of times of correct prediction and 

increased execution time. 

The idea is to device efficient algorithms which get input in digital image format. 

After that it processes the image for better comparison. Then after the processed 

image is compared with already available set of font images. The last step gives 

a prediction of the character in percentage accuracy. 
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1.1 OBJECTIVE OF THE PROJECT 

The objective of this project is to identify handwritten characters with the use of 

neural networks. We have to construct suitable neural network and train it 

properly. The program should be able to extract the characters one by one and 

map the target output for training purpose. After automatic processing of the 

image, the training dataset has to be used to train “classification engine” for 

recognition purpose. The program code has to be written in MATLAB and 

supported with the usage of Graphical User Interface (GUI). 

 

1.2 APPROACH 

To solve the defined handwritten character recognition problem of classification 

we used MATLAB computation software with Neural Network Toolbox and 

Image Processing Toolbox add-on. The computation code is divided into the next 

categories: 

 Pre-processing of the image 

 Feature extraction 

 Creating an Artificial Neural Network 

 Training & Testing of the network 

 Recognition 
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CHAPTER 2 

Artificial Neural Network 

2.1 INTRODUCTION 

An early phase of Neural Network was developed by Warren McCulloch and 

Walter Pitts in 1943 which was a computational model based on Mathematics and 

algorithm. This model paved the way for research which was focused on the 

application of Neural Networks in Artificial Intelligence. 

Artificial neural network is basically a mesh of large number of interconnected 

cells. The arrangement of cells are such that each cell receives an input and drives 

an output for subsequent cells. Each cell has a pre-defined  

The diagram below is a block diagram that depicts the structure and work flow of 

a created Artificial Neural Network. The neurons are interconnected with each 

other in a serial manner. The network consist of a number of hidden layers 

depending upon the resolution of comparison of inputs with the dataset. 
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2.2 CREATING AND TRAINING OF NETWORK 

In case of character recognition we have to create a 2D vector of character images 

which can be fed to the network as ideal set of input variables. In our case there 

is a total of 26 capital English letters which we are to recognize. 

Below is a set of characters written in binary form of 7x5 sized matrix of 26 

capital English letters: 
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CHAPTER 3 

Image Processing involved in Character Recognition 

3.1 PRE-PROCESSING OF SAMPLE IMAGE 

Pre-processing of the sample image involves few steps that are mentioned as 

follows: 

Grey-scaling of RGB image 

Grey-scaling of an image is a process by which an RGB image is converted into 

a black and white image. This process is important for Binarization as after grey-

scaling of the image, only shades of grey remains in the image, binarization of 

such image is efficient 

Binarization 

Binarisation of an image converts it into an image which only have pure black 

and pure white pixel values in it. Basically during binarization of a grey-scale 

image, pixels with intensity lower than half of the full intensity value gets a zero 

value converting them into black ones. And the remaining pixels get a full 

intensity value converting it into white pixels. 

Inversion 

Inversion is a process in which each pixel of the image gets a colour which is the 

inverted colour of the previous one. This process is the most important one 

because any character on a sample image can only be extracted efficiently if it 

contains only one colour which is distinct from the background colour. Note that 

it is only required if the objects we have to identify if of darker intensity on a 

lighter background. 
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The flow chart shown below illustrates the physical meaning of the processes that 

are mentioned above: 

RGB => Grey-scaling => Binarization => Inversion 
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3.2 FEATURE EXTRACTION 

Features of a character depicts the morphological and spatial characteristics in the 

image. Feature extraction is a method of extracting of features of characters from 

the sample image. There are basically two types of feature extraction: 

 Statistical feature extraction 

 Structural feature extraction 

 

Statistical feature extraction 

In this type of extraction the extracted feature vector is the combination of all the 

features extracted from each character. The associated feature in feature vector of 

this type of extraction is due to the relative positions of features in character image 

matrix. 

Structural feature extraction 

This is a primitive method of feature extraction which extracts morphological 

features of a character from image matrix. It takes into account the edges, 

curvature, regions, etc. This method extracts the features of the way character are 

written on image matrix. 

 

The different methods used for feature extraction are 

  Piecewise –linear regression 

  Curve-fitting 

  Zoning 

  Chain code, etc. 

 

The functions that are used in feature extraction are: 

Indexing and labelling 
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This is a process by which distinct characters in an image are indexed and labelled 

in an image. Thus helps in classification of characters in image and makes feature 

extraction of characters simple. 

Boxing and Cropping 

This is a process of creating a boundary around the characters identified in an 

image. This helps by making cropping of characters easier. After boxing the 

characters are cropped out for storing them as input variables for recognition. 

Reshaping and Resizing 

Reshaping is done to change the dimensions of the acquired character in desired 

shape. Resizing is done to reduce the size of characters to a particular minimum 

level. 
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CHAPTER 4 

Simulation and Results 

4.1 SIMULATION 

4.1.1 Pre-processing of the image 

First of all the image on which the characters are written by hand is required. 

Below is the example of one case in which an image sample is taken. 

 

1. original handwritten image sample 

 

 

Grey-scaling and Binarization of image 
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2. Binarisation after gray scaling of image 

 

Inversion of binary image 

 

Inverting binary image for blobs 

 



 

27 
 

4.1.2 Feature Extraction of characters from image 

Indexing and Boxing of characters 

 

3. Labelling and boxing of differentiated characters 

 

Cropping, Reshaping and Resizing 

Differentiation of characters is done by cropping the boxed characters of the pre-

processed image. At first the sub-images are are cropped label by label in the 

sample image, then the character image array is resized to form a 7X5 matrix 

pixelated image. This is done because an image array can only be defined with 

all images of fixed size. 

Also the size of the character image should be maintained to a size of 7X5 because 

the ideal character set is defined as a set of images with 7X5 sized 2D matrix with 

binary values. 

For this to be achieved first the images are reshaped to a 7 by 5 aspect ratio image 

then resized into a 7 by 5 size image 
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Acquired character from the sample image 

 

Image after resizing into a 7X5 sized image 
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4.1.3 Creating an Artificial Neural Network 

The input is fed through the network which traverses through each neuron as it 

compares the input image with each neuron and gives the value in terms of a 

percentage of similarity between the input image and the neurons. 

The neuron with having highest percentage of similarity to the input image is 

considered or estimated as the most favorable output which is most likely to that 

input. 

In our case a network with 26 neurons and one hidden layer is enough. 

 

 

Block diagram of an Artificial Neural Network 
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4.1.4 Training and testing the network 

 

 

The network tool training itself with ideal and noisy dataset 
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It is important to note that the network would not be immune to noisy hand written 

input if it is not trained properly. Or in other words, if the network is not trained 

with noisy set of characters along with the ideal set of characters, the network 

will not show the correct output every time. In fact all the handwritten characters 

remain irregular. So to make the network identify irregular shaped characters 

properly we must have to train the network with a noisy set of characters. In this 

case a set of noisy characters is obtained by adding some noise programmatically 

with some non-zero value of mean and variance. 

 

A character from ideal set 

 

Programmatically adding some noise to the character 
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4.2 RESULTS 

4.2.1 Identification of characters 

After proper training and testing of the network, the pixelated 7 by 5 sized image 

of ‘A’ is fed to the network as input. Then the out we get is the resultant 2D matrix 

plot same as the character ‘A’ from the ideal dataset which was fed to the network 

as training dataset. 

 

 

 

The character ‘A’ identified by network 
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CHAPTER 5 

Conclusion and Future Improvements 

5.1 CONCLUSION 

Classification of characters and learning of image processing techniques is done 

in this project. Also the scheme through which project is achieved is Artificial 

Neural Network scheme. The result which was got was correct up to more than 

90% of the cases, but it would be improved at the end. This work was basically 

focused on envisaging methods that can efficiently extract feature vectors from 

each individual character. The method I came up with gave efficient and effective 

result both for feature extraction as well as recognition. There are also different 

methods through which ‘handwritten character recognition’ is achieved. 

 

5.2 FUTURE SCOPE OF THIS PROJECT 

The application of this HCR algorithm is extensive. Now-a-days recent 

advancement in technologies has pushed the limits further for man to get rid of 

older equipment which posed inconvenience in using. In our case that equipment 

is a keyboard. There are many situations when using a keyboard is cumbersome 

like, 

 We don’t get fluency with keyboard as real word writing 

 When any key on keyboard is damaged 

 Keyboard have scripts on its keys in only one language 

 We have to find each character on keyboard which takes time 

 In touch-enabled portable devices it is difficult to add a keyboard with 

much ease 
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On the other hand if we use an HCR software in any device, we can get benefits 

like, 

 Multiple language support 

 No keyboard required 

 Real world writing style support 

 Convenient for touch enabled devices 

 Previously hand written record can be documented easily 

 Extensive features can also be added to the software like, 

1. Translation 

2. Voice reading 
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