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Abstract

Analysis of handwritten document has always been a challenging task in the field of image

processing. Various algorithms have been developed in finding solution to this problem. The

algorithms implemented here for segmentation and skew detection works not only on printed

or scanned document images but for also handwritten document images which creates an edge

over other methodologies.

Here Line segmentation for both printed and handwritten document image is done using two

methods namely Histogram projections and Hough Transform assuming that input document

image consists of no major skews. For Histogram Projection to work correct, the document

must not contain even slight skews. Hough transform gives better results than the former case.

Word Segmentation can be done using the connected components analysis. Here, we first iden-

tify connected components in the printed or handwritten document image. A methodology is

being used here which detects multiple skews in multi handwritten documents or printed ones.

Using clustering algorithms, we detect multiple skew blocks in a handwritten document image

or printed document image or a combination of both. The algorithm used here also works for

skewed multi handwritten text blocks.
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Chapter 1

Introduction

1.1 Digital Image Processing in Documents

In document image processing, the paper documents are initially scanned and stored in the hard

disk or any other external storage. It is easy to define document image processing as scanning,

then storing, then, retrieving and then managing. The final output of processing of document

image will be in compatible format, which makes documents easier and quicker to access. Docu-

ment image processing comprises of a set of simple procedures and techniques, which are further

used to work on the document images and convert them from information on pixels to a format

that a computer can read.

Document image processing techniques will be more widely used, as all the computer-based en-

tities and handwritten entities are electronically converted into documents. These e-documents

are much easier to deal and we will be assured their existence for many years, only change is

that they exist in cyber environment.

1.2 Problem Definition

• Line Segmentation in printed or handwritten documents.

• Word Segmentation in printed or handwritten documents.

• Skew Estimation in single skewed printed or handwritten documents.

• Multiple skew estimation in multi handwritten or printed documents.
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1.3 Organization of thesis

The rest of the thesis is organized as follows.

Chapter 2:

Consists of techniques of image line and word segmentation assuming there is no skewness in

the document.

Chapter 3:

Consists of skew estimation and correction in printed/handwritten documents assuming that

the document.

Chapter 4:

Consists of a method to estimate multiple skews in a printed/handwritten document. This

method also works if there are multiple handwritten texts with different skews in the document.

This method can also work if there is a skewed handwritten text block on a printed document.
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Chapter 2

Segmentation

2.1 Line Segmentation

2.1.1 Using Histogram Projection

Introduction to Histogram Projection:

Let H be height of image I and w be its width. Represent it as matrix without changing

dimensions. We define the ”projection profile”[11] of I as,

PP (k) =
∑w

1 I(x, y)

k = 1, 2, 3, ...,H

Assuming that the text lines in the document image has same skew, applying histogram

projection profiling on it gives a projection at each detected line. When skew angle is equal

to zero, properties like frequency and amplitude of projection reach their maximum. While

generating the histogram, we can use any filter that fits to our document image situation. The

valleys that we can observe in the histogram signifies that there is high probability that a line

exists.

3



Algorithm 1 :Algorithm for Line Segmentation using Histogram Projection

1: Read the image.

2: Convert it into gray scale image and then to binary image.

3: Generate a histogram.

4: Smoothen the histogram using median filter.

5: Find the minima in the histogram.

6: These minima represent the valleys in the histogram which in turn indicates that they

are the blank spaces between adjacent lines.

7: Plot a line near each valley.

8: END

Results

• Input (Handwritten):

Figure 2.1: Input Handwritten document

4



• Output obtained using Histogram Projection:

Figure 2.2: Horizontally segmented using Histogram Projection

2.1.2 Using Hough Transform

Introduction to Hough Transform:

Given a set of points in 2-D, find if a sub-set of these points, fall on a LINE. The solution

is use Hough Transform [1, 10, 4]. The Hough transform is a line to point transformation from

the Cartesian space to the Polar coordinate space. A line in the Cartesian coordinate space is

described by the equation:

xCosθ + ysinθ = ρ

Each different line through the point (x1, y1) in (x, y) space corresponds to one of the points

on the line in (m, c) space (termed as Hough space) [1, 10]. Two points in (x, y) space will now

be represented by two different curves in (ρ, θ) space rather than straight lines. The intersection
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corresponds to the parameters of the line in (x, y) space, formed by joining those two points.

Edge Detection (Using Canny Edge Detector):

Edges in images are areas with strong intensity contrasts - a jump in intensity from one

pixel to the next. Edge detecting an image significantly reduces the amount of data and filters

out useless information, while preserving the important structural properties in an image. The

canny edge detector flow is given below.

It uses guassian filter [4] to filter out noise in input image before detecting edges. Then, absolute

gradient is calculated in both directions.

|Strength→ edge| = |Gx|+ |Gy|

Theta = tan−1(
Gy

Gx
)

After that, non maximum suppression [4] is being used for tracing along edge directions. Now,

using Hysteresis, it filters the extra noise.

6



Algorithm 2 Algorithm for Line Segmentation using Hough Transform

1: Input the image.

2: It has to be converted to gray scale if it is colored one in order to reduce the compu-

tational complexity. Apply morphological operations on it if necessary.

3: Use canny edge detector to detect the edges and adjust the parameter such that it

will show all the edge in the image. The output image of the detector is binary one

and it is not in continuous manner. So edge detection algorithm typically is followed

by linking procedure to assemble edge pixel to meaningful edge.

4: Apply Hough Transform.

Syntax: [h, theta, rho] = hough(f, dtheta, drho)

Output: This function converts space of representation from xy-plane to ρθ-plane.

The output h is the Hough Transform matrix.

5: Peaks must be detected.

Syntax: [r, c, hnew] = hough peaks(h, num peaks, threshold, n hood)

Output: r, c are row and column coordinates of the peaks identified. h new is

Hough Transform with suppressed peak neighborhood.

6: This step includes Hough Transform Line Detection and Linking.

Syntax: [r, c] = hough pixels(f, theta, rho, r bin, c bin)

Output: This function computes the indices of rows, columns (r, c) for non-zero

pixels in the image f that maps to Hough Transform bin, (r bin, c bin).

7: Group houghpixels into line segment.

Syntax: Lines = hough lines(f, theta, rho, rr, cc, fill gap,min length)

Output: Final segmented image.

8: END

7



Results

• Input (Handwritten): Same input as given in the previous case.

• Output obtained using Hough Transform.

Figure 2.3: Segmented using Hough Transform (with low threshold value)

Figure 2.4: Segmented using Hough Transform (with high threshold value)

8



2.2 Word Segmentation

2.2.1 Connected Component Analysis

Connected components can be described as the groups that are formed by scanning any image

and grouping together some pixels based on their connectivity. The scanning process is done

from top to bottom and left to right. All these grouped pixels have similar intensities. The

connected components are found using labeling.

If I represents the set of intensity values of a group (i.e. connected component) then,

• For binarized images, I = 1

• For gray scale images, I = range of values

Labelling of p

• If all four neighbors are 0, assign a new label to p.

• If only one neighbor has I = 1, assign its label to p.

• If more than one of the neighbors have I = 1, assign one of the labels to p, also make a

note of the equivalences.

After image scan completion, the similar i.e. equivalent labels are sorted into equivalence

classes. Now, allocate each label to a class. Make a second scan of the image and replace each

label with its equivalent classes label.

9



Results

• Input (Handwritten)

Figure 2.5: Input handwritten document

• Output - Word segmented using connected component analysis.

Figure 2.6: Word Segmented Output
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Chapter 3

Skew Detection and Correction in

single skewed printed or handwritten

documents

The image of a printed or handwritten document may be rotated or skewed at an arbitrary angle

because of how it was placed on the platen when it was scanned or because of a document feeder

malfunction or the writing in handwritten documents may be skewed writing. This results in a

skewed image. This represents a skew of only 5 degrees. In fact, a skew of as little as 0.1 degrees

may be apparent to a human observer. Thus, a desirable function in a digital photocopier is the

automatic detection and correction of skew. Ideally, an input such as that must produce skew

corrected as output. A skew detection algorithm is given the image of a printed or handwritten

document and it determines the angle (possibly zero degrees) by which it was skewed. It is

assumed that there also exists a method for rotating the image to remove the skew (by using

imrotate() in MATLAB).

A simple solution for skew detection is to determine the location of at least two corners of

the original document and compute the skew angle from them. However, this can be error-

prone because of non-linear distortions that occur when pages are not flat on the platen. Also,

the entire scan surface may be obscured by the input document or the input may itself have been

produced from a skewed original. In either case, deriving the skew angle from the corners or

11



edges of the page is problematic. In almost every case, the algorithms that are discussed assume

that an input document contains some amount of text. Features are often extracted from the

text portion of the image that allow the skew to be calculated. This is done because the text is

usually structured into lines that are co-linear and aligned with the horizontal (or vertical) axis

of the page. Thus, detecting the skew of the text lines provides the skew of the document.

3.1 Required Morphological Operations

If the input image is handwritten, it may have lot of noise (like broken texts). So initially apply

series of appropriate morphological operations like dilation, erosion, skeletonization etc.

Figure 3.1: Image after applying morphological operations on input document image with

broken text

12



3.2 Flow Chart of the method

Figure 3.2: Flow Chart for single skewed document images

Description of steps:

After giving the printed or handwritten document as input, if there exists noise, eliminate

it by subjecting the input to a series of appropriate morphological operations.

Segmenting the handwritten document is necessary in order to identify the different blocks

written in different orientations. After segmenting, it would be easy to estimate the skew angles

of multiple skewed blocks [6].

Next, identify the connected components in the image. The reason behind this step is that

the skewness of a block depends on skewness of each connected component in it.

Now, fit a minimum circumscribing ellipse around each connected component throughout the

image and calculate orientation of each ellipse.

Average all the orientations of ellipses which satisfy the threshold condition and rotate the

input image with angle =”average skew angle”.

13



3.3 Results

• Input

Figure 3.3: Single skewed handwritten document image

• Output

Figure 3.4: Skew corrected output

14



Chapter 4

Multi Skew Estimation and

Correction in multi handwritten or

printed documents

In indian scenario mostly, many of the office documents like forward notices and others are

printed and have multi handwritten text over it with multiple skews. This poses a new chal-

lenge in ”Document image analysis” field of research. In this view, there is a good method to

estimate skew in multi skewed documents. This method mainly involves clustering techniques

in skew estimation process.

4.1 Required Morphological Operations

If the input image is handwritten, it may have lot of noise (like broken texts). So initially apply

series of appropriate morphological operations like dilation, erosion, skeletonization etc.

15



4.2 Clustering Analysis

Clustering is grouping a set of objects such that objects in a given group which is normally

called as cluster are much more similar to one another than to those in other groups or clusters.

Clustering is highly used in data mining, machine learning, statistical data analysis, information

retrieval, pattern recognition.

Here mainly we use the following clustering algorithms.

• k-means Clustering

• Adaptive k-means Clustering[2]

• Spectral Clustering[9]

• k-means Clustering

Algorithm 3 :k-means Clustering Algorithm

1: Pick K cluster centers, either randomly or based on some heuristic.

2: Assign each pixel in the image to the cluster that minimizes the distance between the

pixel and the cluster center.

3: Re-compute the cluster centers by averaging all of the pixels in the cluster.

4: Repeat steps 2 and 3 until convergence is attained (i.e. no pixels change clusters)

5: END

16



• Spectral Clustering

Algorithm 4 :Spectral Clustering Algorithm

1: Given a set of coordinate points P in Rl that we should cluster into k clusters.

P = p1, ...., pn

2: Construct the affinity matrix AM,

AM ε Rn∗n

AMxy = ‖sx − sy‖

3: Construct diagonal matrix DM, whose (x, x) element is sum of AM’s xth row, and

construct matrix L.

L = (DM)−
1
2 (AM)(DM)−

1
2

4: Calculate v1, v2, .., vk the k largest eigenvectors of L and calculate the matrix V and

stack all the present eigenvectors in columns.

V = [v1v2...vk]R
n∗k

5: Calculate the matrix U from V by renormalizing each V’s rows to have a unit length.

Uxy = Vxy
(
∑y

0
V 2
xy)

1/2

6: Treat each row of U as point in Rk, cluster them into k clusters using ”k means” or

any other clustering algorithm that possibly attempts to minimize the distortion.

7: Assign the original point px to cluster y only if row x of the matrix U was assigned

to cluster y.

8: END

17



• Adaptive k-means Clustering

Algorithm 5 :Adaptive k-means Clustering Algorithm

1: Calculate L matrix as of in spectral clustering method and take z=2.

2: Calculate z eigenvectors with highest eigenvalues and arrange them in U matrix.

3: Perform elongated k means with z+1 centers on U, initializing (z+1)th mean in origin

as shown below:

– First, initialize k number of centers c1, c2, ...., ck

– Repeat for each center (say ci), calculate distance from it to all other points (say

p)

If cTi ci > ε, that means center is not that close to origin.

Distance = (p, ci) = (p− ci)TM(p− ci)

M = 1
λ
(Iq − cic

T
i

cTi ci
) + λ(

cic
T
i

cTi ci
)

λ = amount of sharpness that controls elongation

If both origin and center are close enough, cTi ci < ε then calculate distances as

euclidian distance.

– Using this distance, assign each point ”p” to its nearest center (i.e. centroid).

Update location of each center by taking mean of data assigned to it.

– Return to 2nd sub bullet and repeat until there is no change in centers.

4: If (z + 1)th cluster has any data points, then there must be at least an extra cluster,

make z++ and go to 2nd step, else terminate the algorithm and output each cluster

data and k (i.e. number of clusters).

5: END

18



4.3 Selection of Clustering Algorithms

If the document image consists of multiple handwritten text blocks as shown in input-1 in the

next section, then k-means, spectral clustering [9], adaptive k-means [2] works just fine. But, in

the first two clustering methods, we need to mention k.

Here, k can be selected manually or by a specified heuristic. This algorithm will converge,

but the solution may not be optimal. The correctness of the solution depends on the initial set

of clusters and the k.

The document image may contain of skewed handwritten text and a printed text block as

shown in input-2 in the next section. This is a real life application where we can see such

fpormal documents in passport offices, post offices and many other government offices. For this

type, we can assume the value of k as 2 interpreting that the whole printed text is of single

cluster and skewed handwritten text block is of another cluster. So k-means clustering works

just fine.

Let’s say the documents mentioned in above case contain two different skewed handwritten

text blocks and on a printed one like in input-3. Here, we need to assume number of clusters as

3 unlike previous one. But, for like these cases, we observed that using k-means in this method

which we used is giving abrupt results. Sometimes we are getting some wrong clusters as output.

This problem is mainly due to randomized selection of centroids in the initial step of k-means

clustering. This can be solved using spectral clustering [9] because it uses data based on eigen

vectors. The ouput-3 is obtained using spectral clustering.

19



4.4 Flow Chart of the method

Figure 4.1: Flow Chart for multi skewed multi handwritten or printed document images
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4.5 Results

• Input-1

Figure 4.2: Multi Skewed handwritten text blocks

• Output-1

Figure 4.3: Skew Corrected document image
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• Input-2

Figure 4.4: Skewed handwritten text in printed document image

• Output-2

Figure 4.5: Skew Corrected document image
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• Input-3

Figure 4.6: Multiple skewed handwritten text in printed document
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• Output-3

Figure 4.7: Multi Skew Corrected document image
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Chapter 5

Conclusion and Future Work

The work in this thesis, primarily focuses on image segmentation and multi skew detection in

both printed and handwritten document images. Summarization is done in this chapter. Section

5.1 lists the pros and cons. Section 5.2 gives a scope for developments that can be made further.

5.1 Achievements and Limitations

Handwritten Document Analysis [4] has always been a challenging area in image processing.

Many algorithms have been developed for solving this problem. The algorithms implemented

here for segmentation and skew detection works not only on printed or scanned document images

but for also handwritten document images which creates an edge over other methodologies.

However, there are certain limitations for some methods described here. For the method in

chapter 3 and chapter 4, if the input handwritten is completely broken, a series of morphological

operations [4] must be performed on the input image until we get a noiseless image. This is

slightly time taking and also the morphological operations to be performed varies from document

to document as they are handwritten. Also, in the method described in chapter 4, if the clusters

are closely packed, it is becomes a little difficult for the program to identify clusters and in that

case, output may not be as expected.

5.2 Further Developments

There is a scope to implement or modify the existing algorithm so that it can detect also detect

shear skews in printed or handwritten document images.
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