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ABSTRACT 

 

        The Doubly Fed Induction Generator (DFIG) based wind turbine with variable-

speed variable-pitch control scheme is the most popular wind power generator in the 

wind power industry. This machine can be operated either in grid connected or 

standalone mode. A thorough understanding of the modelling, control, and dynamic as 

well as the steady state analysis of this machine in both operation modes is necessary 

to optimally extract the power from the wind and accurately predict its performance. In 

this thesis, first a three phase PWM voltage source converter models expressed in the 

ABC and the DQO synchronous reference frame with its control schemes are developed 

and analysed. Then a DFIG-based wind turbine model connected to a constant voltage 

and frequency grid is developed in the Matlab/Simulink software in detail and its 

corresponding generator and turbine control structure is implemented. A thorough 

explanation of this control structure as well as the steady state behaviour of the overall 

wind energy conversion system which includes the aerodynamic models of the wind 

turbine, the DFIG models and the three-phase two-level PWM voltage source converter 

models are presented. A developed control schemes are also necessary to achieve useful 

output power from the WECS. These control schemes include the generator-side 

converter control, the grid-side converter control, the pitch angle control and the 

maximum power point tracking control. The grid-side converter controller is used to 

maintain the constant voltage across the capacitor and produce a unity power factor 

operation of the grid. The generator-side converter controller is used to regulating the 

torque, active power and reactive power. The maximum power point tracking control 

is used to provide the reference values for the active power at the stator terminals. The 

pitch angle control scheme is used to regulate the pitch angle and thus keep the output 

power at rated value even when the wind fluctuations.  
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Chapter 1 

 

Introduction 

 

1.1   Background 

        With a society direction towards a future atmosphere disaster the demand for 

breakthrough inventions in green energy production has increased rapidly during the 

last periods. Solar cells, hydropower, bio fuels and wind turbines have all improved in 

performance and are sizing up. 

 

 
Figure 1.1 The components of WECS connected to grid [1] 

 

        The overall system of Wind Energy Conversion System (WECS) consisting of 

electro-mechanical and aerodynamic components which converts wind energy to 

electrical energy as shown in Figure 1.1 [1]. 

        Due to environmental pollution, non-conventional energy sources being 

recognized in many countries by way of government-level policy. It is reported that by 

2020, Europe will achieve 20% of power consumed in there supplying by large-scale 

offshore wind farms. Besides, Europe is now planning for enlarging the capacity of the 

large-scale offshore wind farms to more than 30 GW power by 2015 [2]. Besides 

Europe, other countries such as China and USA also have promising offshore wind 

power resources and similar plans for wind farm installation. 

        In the past years, energy generation from wind proficient a fast growing market. 

Therefore, in this thesis, the focus is put on the wind power generation as it is said to 

encounter large integration obstacles and possible solutions in the near future. 
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1.1.1   Components of a WTGS 

        The major components of a wind turbine-generator system (WTGS) are shown in 

Figure 1.2. The wind turbine (WT) is composed of three blades, the rotor hub and the 

nacelle located immediately behind the rotor hub which houses the gearbox, generator 

and other components. 

 

 
Figure 1.2 Components of a wind turbine-generator system [3] 

  

        The drive train system consists of three blades, a low-speed shaft, a gearbox, a 

high-speed shaft and a generator. The low-speed shaft connects the low-speed shaft to 

a two or three-stage gearbox, followed by a high-speed shaft connected to the generator 

[3]. The process of how the wind turbine system generates electrical power will be 

briefly summarized as follows: 1) when the flow of wind cross over the blades, causes 

them to rotate with the low-speed shaft , 2) the kinetic energy transferred from low-

speed to high-speed rotating shaft through the gearbox, which step up the rotational 

speed, 3) the generator rotates at high speed nearer to the rated speed due to the high-

speed shaft, 4) the revolving generator converts the mechanical energy to electrical 

energy. 

        Usually, the output voltages of the generator are low, and hence there will be the 

need for a transformer to step up the generator output voltage for the purpose of directly 

connecting to the grid. 

        Based on the wind direction, the yaw system will rotate the nacelle to make the 

wind turbine face into the wind. An emergency mechanical brake is equipped at the 
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high-speed shaft to protect the drive train system from the mechanical stress when 

experiencing wind gusts [4]. 

        In addition, there are extensive on-board controllers that can change the pitch angle 

of the rotor blades, and regulate the yaw system and drive train system as well as power 

control components. Besides, these on-board controllers can break the rotor in possible 

runaway situations, such as high wind speeds and power-grid outages [3]. 

        Other apparatuses of a wind turbine-generator system are wind vane, cooling fan 

and different sensors. These sensors include the anemometer, speed or position sensors 

as well as voltage and current sensors. The wind vane is used to measure the wind 

directions and then decide the operation of the yaw control system. Electric cooling 

fans are used to cool the gearbox, generator, power converters and the on-board 

controllers. The anemometer is used to measure the wind speed for tracking the 

maximum energy or protection purposes. For example, when the wind speed 

experiences gusts, the wind speed signal sensed by the anemometer will be sent to the 

on-board controllers, which will make the wind turbine shut down through the brake 

for safety considerations. Other sensors such as speed sensors and current sensors in 

wind turbine systems are used for control purposes, and should be specified according 

to the control schemes. 

 

1.1.2   Wind Turbine Concepts  

        Generally speaking, wind power generation uses either fixed speed or variable 

speed turbines which can be characterised into four major types. The main changes 

between these wind turbine types are the ways how the aerodynamic efficiency of the 

rotor would be imperfect for different wind speed conditions. These four types are 

briefly described below [5]: 

 

1. Fixed Speed Wind Turbines (WT Type A)  

        An asynchronous squirrel-cage induction generator (SCIG) directly connected to 

the grid via a transformer dealing with type ‘A’ wind turbine. The so-called “fix speed 

WT” comes from the point that the rotational speed of the wind turbine cannot be 

automatically controlled and will only differ by the wind speed. This type of wind 

turbine needs a switch to prevent motoring operation during low wind speeds, and also 

suffers a major drawback of reactive power consumption subsequently there is no 

reactive power regulator. Besides, this type of wind turbine transfers the wind variations 
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to mechanical instabilities and further converts these into electrical power oscillations 

due to the fact that there are no speed or torque control loops. These electrical power 

oscillations can lead to an effect in the case of a weak grid. 

 

2. Partial Variable Speed Wind Turbine with Variable Rotor Resistance (WT 

Type B) 

        A wound rotor induction generator (WRIG) directly connected to the grid deals 

with this type of wind turbine. The controlled resistances are connected in series with 

the rotor phase windings of the generator. In this way, the total rotor resistances can be 

regulated, and thus the slip and the output power can be controlled. Due to the limitation 

of the serial resistance sizes, the variable speed range is usually small, typically 0-10% 

above synchronous speed [5]. 

 

3. Variable Speed Wind Turbine with Partial Scale Power Converter (WT Type 

C) 

        This arrangement, known as the doubly-fed induction generator (DFIG) concept, 

uses a variable speed controlled wind turbine. The stator phase windings of the doubly-

fed induction generator are directly connected to the grid, while the rotor phase 

windings are connected to a back-to-back converter via slip rings. The power converters 

could control the rotor frequency and thus the rotor speed. The power rating of the 

power converters is typically rated ±30% around the rated power since the rotor of the 

DFIG would only deal with slip power. The smaller rating of the power converters 

makes this concept eye-catching from a cost-effective sight. Besides, this type of wind 

turbine can also achieve the desired reactive power compensation. 

 

4. Variable Speed Wind Turbine with Full Scale Power Converter (WT Type D) 

        This structure usually uses a permanent magnet synchronous generator (PMSG) 

and a full-scale power converter. The stator phase windings are connected to the grid 

through a full-scale power converter. Some of this type of wind turbines adopt a 

gearless concept, which means that instead of connecting a gearbox to the generator, a 

direct driven multi-pole generator is used without a gearbox. 

 

        The first two types of wind turbines have many disadvantages. Examples of these 

disadvantages are: 1) they do not support any speed control, 2) they do not have reactive 
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compensation, 3) they require a stiff grid, 4) their mechanical structure must be able to 

support high mechanical stress caused by wind gusts, and so on. Therefore, this thesis 

does not show any detailed work about these considerations. The advantages and 

disadvantages of type C and type D wind turbine systems are summarized next. 

Advantages of the DFIG-based WT generator scheme: 

 It has the ability of decoupling the active and reactive power by adjusting the 

rotor terminal voltages. Hence, the power factor control can be implemented in 

this scheme.  

 The DFIG is usually a wound rotor induction generator, which is simple in 

construction and cheaper than a PMSG.  

 In a DFIG based wind turbine generator system, the power rating of the power 

converters is typically rated ±30% around the rated power, and this 

characteristic leads to many merits, such as, reduced converter cost, reduced 

filter volume and cost, less switching losses, less harmonic injections into the 

connected grid, and improved overall efficiency (approx. 2-3% more than full-

scale frequency converter) if only the generator and power converters are 

considered [6].  

Disadvantages of the DFIG-based wind turbine-generator system [4]: 

 Needs slip-rings and gearbox, which will require frequent maintenance. 

 Has limited fault ride through capability and needs protection schemes. 

 Has complex control schemes. 

Advantages of the PMSG based wind turbine generator system [7]: 

 The PMSG can achieve full speed regulation. 

 The PMSG makes it possible to avoid a gearbox, therefore, there are no 

mechanical stress issues when experiencing wind gusts. 

 The PMSG does not need the slip-rings and brushes, hence, less maintenance 

will be needed. Therefore, a PMSG-based wind turbine will be more stable than 

a DFIG-based one. 

 The PMSG can also attain the real power and reactive power control. The 

control schemes are relatively simple and easy to implement. 

Disadvantages of the PMSG-based wind turbine-generator system [7] [8]: 

 The power converters of a PMSG-based WTGS have a full-scale power rating, 

which means that the power converters will cause high losses, generate high 

harmonic components, and have high cost. 
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 The PMSG is usually a multi-polar generator, which is relatively large and 

heavy, and causes inconvenience for the installation. 

 The PMSG naturally needs permanent magnets, which will increase the cost for 

this wind turbine concept considering the current market.  

 The permanent magnets run the risk of demagnetization at high temperature. 

 

        Nowadays, DFIGs are most frequently used in the wind turbine industry for large 

wind turbines. Considering these merits of the DFIG-based wind turbine-generator 

systems, this thesis will only focus on DFIGs and then provide some detailed work 

about the modelling and control schemes of such wind turbine generator systems. 

 

1.2   Literature Survey 

        In this section, a detailed literature review describing doubly-fed induction 

generator (DFIG) based wind turbine-generator systems will be presented. More 

specifically, the related previous studies and researches on the modelling, the control 

strategies, and the state of the art converter topologies applied in DFIG-based wind 

turbine-generator systems will be presented.  

 

1.2.1   Modelling of a WTGS  

       As mentioned in last section, the modelling of a wind turbine generator system 

involves the aerodynamic modelling, the drive train system modelling, the DFIG 

modelling, and the power converter modelling, see Figure 1.1. Hence, this part of the 

study will only focus on the modelling of such system. 

 

 Aerodynamic modelling 

        In [11], Tao sun deduced the maximum energy that a wind turbine system 

can extract from the air system under ideal conditions. In [12], the authors 

derived the relationship between the mechanical power input and the wind 

speed passing through a turbine rotor plane, which can be articulated by the 

power coefficient of the turbine. There are three most commonly used methods 

to simulate the power coefficient which is provided by the wind turbine 

manufacturer. The first two methods are given in references [11], [13] and [14]. 

The third method is the lookup table method, and given in references [10] and 
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[15]. There are two other methods to approximate the power efficiency curve, 

but they are not commonly used. Interested readers can find them in [16-17].  

 

 Drive train modelling 

        For the drive train system modelling, the work in reference [18] 

elaborately explained the reduced mass conversion method and compared a six-

mass model with reduced mass models for transient stability analysis. In [19], 

Stavros A. Papathanassiou used a six-mass drive train model to analyse the 

transient processes during faults and other disturbances. In [20], three different 

drive train models and different power electronic converter topologies were 

considered to study the harmonic assessment. In [18] and [23], the authors 

concluded that a two-mass drive train model was sufficient for transient 

analysis of WTGSs. Besides, the two-mass model is widely used in references 

[24-29]. Other references, such as [14, 30-33] focused their study on the 

generator control and modelling, where the drive train system was simply 

expressed by single mass models. 

 

 DFIG modelling  

        The doubly-fed induction machines can be categorized into four types. 

These types are: the standard DFIM, the cascaded DFIM, the single-frame 

cascaded doubly-fed induction machine and the brushless DFIM [34]. 

However, only the standard type and brushless type of doubly-fed induction 

machines have been applied in wind turbine-generator systems. In reference 

[35], the authors developed the brushless DFIG by employing two cascaded 

induction machines to eliminate the brushes and copper rings, and used a 

closed-loop SFO control scheme to achieve active and reactive power control.  

 

        In [31] and [37], the authors adopted the synchronously rotating reference 

frame in order to simplify the controller design because of the fact that all the 

currents and voltages expressed under this reference frame will be of a dc 

nature. The DFIG model can usually be expressed by reduced order models, 

which can yield a third order model by neglecting the derivative terms of the 

stator flux and first order model by neglecting both the derivative terms of the 

stator flux and rotor flux [39]. But in [37], the authors proposed an enhanced 
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third order model which considered the dc-components of the stator currents, 

and gave a comparison between a full order model and the proposed model for 

wind ramp conditions. Alvaro Luna, in [40], deduced a new reduced third order 

model by ignoring the stator resistances and inductances through applying the 

Laplace transformation, and compared the proposed model with a full order 

model for transient analysis. 

 

        There are many references which made the comparison between the full 

order model and reduced order models [41-43]. In [44], the authors even 

considered the saturated conditions, and made a detailed comparison among 

these unsaturated and saturated full order models and reduced order models. 

Pablo Ledesma, in [45], compared a third order model with a full order model 

in two extreme operation points under short-circuit fault conditions. These 

points are sub-synchronous speed and super-synchronous speed, respectively. 

As known, the difference between the model of a SCIG and a DFIG is the rotor 

input. Hence, the simplified models of squirrel-cage induction generators may 

be helpful for understanding the reduced order models of DFIGs. Interested 

readers can find them in [46] and [47].  

 

 Power converter modelling  

        The traditional power converter used in wind turbine-generator systems is 

a back-to-back two-level PWM converter. The three-phase voltage source 

PWM converter model can be expressed in the ABC reference frame and the 

DQO synchronous reference frame which is deduced for control purposes. The 

mathematical model based on space vectors expressed in the ABC reference 

frame was derived in [48]. In [49-51], the authors showed the detailed work 

about the transformation of a PWM converter model from the ABC reference 

frame to the DQO synchronous reference frame. For wind turbine applications, 

some researchers simplified the power converter model by employing an 

equivalent ac voltage source that generates the fundamental frequency [32]. In 

[52], José R. Rodríguez gave the detailed description for the working 

principles, control strategies, and made comparisons for three-phase voltage 

source and current source PWM converters.  
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1.2.2   Control Strategies for a WTGS 

        The control schemes for a wind turbine-generator system include the pitch angle 

control, MPPT control, and the DFIG control. The traditional control techniques and 

advanced control techniques for wind turbine-generator systems are reviewed in this 

section. 

 

1. Pitch angle control 

        There are numerous pitch angle regulation techniques described in the 

literatures [53-59]. The conventional pitch angle control usually uses PI 

controllers [53-55]. However, several advanced pitch control strategies were 

proposed. A new approach for the pitch angle control, which worked well for 

unstable and noisy circumstance, was presented in [56]. Besides, a fuzzy logic 

pitch angle controller was developed in [57], which did not need much 

knowledge about the system. Furthermore, a pitch angle controller using a 

generalized predictive control was presented in [58], whose strategy was based 

on the average wind speed and the standard deviation of the wind speed. 

Another pitch control scheme was proposed in [59], in which a self-tuning 

regulator adaptive controller that incorporated a hybrid controller of a linear 

quadratic Gaussian neuro-controller and a linear parameter estimator, was 

developed for the pitch angle control. In [60], the authors only applied a fuzzy 

logic pitch angle controller in a wind turbine-generator system to achieve the 

maximum power point tracking control and power control.  

 

2. Maximum power point tracking control 

        To achieve the MPPT control, some regulator schemes have been 

presented. The maximum power point tracking control can be mainly divided 

into two types. They are the conventional control schemes and intelligent 

control schemes.  

 

 Conventional control schemes 

        The conventional control schemes can also be divided into current mode 

control and speed mode control, which depends on the setting of reference 

values. The reference values are the active power and electromagnetic torque 

for current mode control [61-63], and the rotational speed for the speed mode 

control [64-65]. In [66], the author compared these two control strategies for 
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dynamic transient analysis, and concluded that the current mode control has 

slow response with simple construction, while the speed mode control has fast 

response with complex construction. The discussions and limitations of these 

two control schemes were presented in [67].  

 

        In fact, the wind speeds in above conventional control schemes need to be 

exactly measured. However, the anemometer cannot precisely measure the 

wind speed because of the flow misrepresentation, complex landscape and 

tower shadow influence [68]. Hence, some studies on maximum wind energy 

tracking without wind velocity measurement had been developed in [24], [69] 

and [70].  

 

 Intelligent control  

        The intelligent control strategies usually apply the hill-climbing control 

and the fuzzy logic control to the MPPT control. However, this control method 

is usually slow in speed because the step disturbance is fixed. Therefore, some 

improved hill-climbing control methods were proposed. For example, a method 

of using variable-step wind energy perturbation method to control the captured 

wind power was analysed in [67].  

 

        Fuzzy logic control based MPPT strategies have the advantages of having 

robust speed control against wind gusts and turbine oscillatory torque, having 

superior dynamic and steady performances, and being independent of the 

turbine parameters and air density, see [68] and [73].  

 

 Other control strategies 

        In [74], the authors presented a novel adaptive MPPT control scheme in 

which the wind speed was projected by the output power and the productivity 

of the generator, and the maximum efficiency was estimated by the maximum 

tip-speed ratio tracker. A novel MPPT strategy that was proposed in [75], in 

which there was no requirement for the knowledge of wind turbine 

characteristic and measurements of the wind speed.  

3. DFIG control  

        Control of the DFIGs is more complex than the control of a squirrel-cage 

induction generator, because the DFIGs can operate at sub-synchronous speed 
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and super-synchronous speed by regulating the rotor terminal voltages. Through 

the years, many researchers have presented various types of DFIG control 

strategies, such as FOC, direct torque/power control, predictive control, sensor-

less control and nonlinear control.  

 

 Field oriented control 

        Field oriented control (FOC) or vector control is commonly used in 

doubly-fed induction generator controls due to its ability of controlling the 

motor speed more efficiently, and the low economic cost to build an FOC 

system. Field oriented control also provides the ability of separately controlling 

the active and reactive power of the generator. Currently, there are mainly two 

types of field oriented control in DFIGs, which are stator voltage oriented 

control and stator flux oriented control, respectively. 

 

 Direct torque/power control 

        Recently, a new technique for directly control of the induction motors’ 

torque or power was developed, which included direct torque control (DTC) 

and direct power control (DPC). Direct torque control scheme was first 

developed and presented by I. Takahashi and T. Nogouchi [79-80].  

 

        Direct torque mechanism do not require current controllers, coordinate 

conversions, specific variations and current control loops [82]. Thus, direct 

torque control has the ability of directly controlling the rotor flux linkage 

magnitude and generator torque through properly selecting the inverter 

switching states [83]. To show the advantages of DTC, the comparison between 

the field oriented control and direct torque control was made in [84]. Direct 

torque control using space vector modulation technology was presented in [85]. 

In [86-88], the authors applied basic direct torque control to a doubly-fed 

induction generator. Direct torque control which was achieved without PI 

controller and only required the knowledge of grid voltages, rotor currents, and 

rotor position as was proposed in [82]. Z. Liu, in [89], proposed a novel direct 

torque control scheme which was developed based on the control of the rotor 

power factor. Direct power control has the merits of being simple, requiring 



12 
 

fewer sensors, having low computational complexity, fast transient response 

and low machine model dependency compared with direct torque control [90].  

 

 Other control strategies 

        In recent years, increasing attention is being paid to the application of 

predictive control in the field of the DFIG-based wind turbine-generator 

systems [86-88]. Several predictive direct power control strategies were studied 

and compared for ac/dc converters in [89]. Sensor-less control is usually 

achieved by estimating the rotor position, so that there is no need for the rotor 

position encoder. There are many studies worked on the sensor-less control, see 

reference [85-88]. 

 

1.3   Thesis organization 

 

        Including this introductory chapter, this thesis is organized in four chapters. In the 

second chapter, the modelling for a wind turbine-generator system is presented. More 

specifically, several methods to model the aerodynamics of a wind turbine rotor, the 

two-mass model and one-mass models for the drive train system, the detailed doubly-

fed induction generator models expressed in the ABC reference frame and various DQO 

reference frames, and the PWM converter models expressed in the ABC and the DQO 

synchronous reference frame are developed and analysed. In Chapter 3, different 

control schemes for a wind turbine system are presented, which include the grid-side 

converter control, machine-side converter control. The simulation results as well as the 

corresponding analysis and discussion of these results will be also presented in this 

chapter. Finally, in Chapter 4, conclusions and recommendations will be presented.  
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Chapter 2 

 

Modelling of a Wind Energy Conversion System 

 

        In wind energy conversion systems (WECSs), the kinetic wind energy is converted 

to electrical energy through doubly-fed induction generators (DFIGs) and then fed into 

the grid. In order to examine the power quality issues of variable speed wind turbine-

generator systems, such as their interaction with the grid and different control scheme 

configurations, a proper model of the grid-connected variable speed WECS should be 

established first.  

 

        In this chapter, a general introduction to the WECSs is first given, in which a wind 

power conversion system is discussed briefly. Second, several methods of calculating 

the WECS captured power from the wind are proposed, which are the aerodynamic 

models of wind turbines. Second, a DFIG model expressed in the ABC reference frame 

is developed, and then several DFIG models expressed in various DQO-dqo reference 

frames are deduced from the ABC model by classical DQO transformations. Moreover, 

the reduced order models are also derived based on the DFIG model expressed in a 

synchronously rotating reference frame. Finally, the mathematical models of three-

phase PWM voltage source converters are developed in the ABC reference frame and 

DQO synchronous reference frame. 

 

2.1    Introduction 

        A variable speed wind turbine-generator system (WECS) schematic is shown in 

Figure 2.1. The stator phase windings of the doubly-fed induction generator (DFIG) are 

directly connected to the grid, while the rotor phase windings are connected to a 

bidirectional power converter via slip rings. The bidirectional power converter consists 

of two converters, i.e., grid side converter and rotor side converter, and between the two 

converters a dc-link capacitor is positioned. The main objective for the grid-side 

converter is to keep the variation of the dc-link voltage small. With control of the rotor 

side converter, it is possible to control the torque, the speed of the DFIG as well as its 

active and reactive power at the stator terminals.  
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        Since the back-to-back power converters could be operated in bi-directional mode, 

the DFIG could thus be operated either in sub-synchronous speed mode or super-

synchronous speed mode. Here, the speed range for the DFIG is around ±30% of the 

synchronous speed [10]. In this thesis, the model of the variable speed wind turbine 

with a DFIG was developed in a Matlab/Simulink environment.  

 

Figure 2.1 DFIG based WECS scheme 

 

2.2    Aerodynamic Model 

        A WTGS is an arrangement that converts the kinetic energy of the entering air 

flow into electrical energy. The transformation takes places by using two devices. The 

first one is the extraction device, which harvests the mechanical power by the wind flow 

turning the wind turbine rotor. The other one is the generator which transforms the 

rotational mechanical power to electrical power. The relationship between the 

mechanical input power and the wind speed passing through a turbine rotor plane can 

be written as follows [12]: 

                                   ),(
2

1 33  pwwt CVRP                                                      (2.1) 

The tip speed ratio of a wind turbine is expressed as wt VRw / . 

2.3    Back-to-back VSC Converters 

        These converters are consisting of a bidirectional voltage source converter 

connecting through the rotor of the generator and the grid as shown in Figure 2.2. 
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Basically these converters are made up of VSIs equipped with switches as IGBTs body 

diodes (see Figure 2.2), which permit a bi-directional current flow. Output switching 

harmonics of the GSC is diminished by the filters.  

 

Figure 2.2 Power converter of the DFIG 

 

2.4.1 Machine Side Converter 

        Power rating of the MSC is determined by two features, maximum slip power and 

reactive power control proficiency. To control the stator real power and reactive power 

independently are the main objectives of MSC.  

 

2.4.2 Grid Side Converter 

        To minimize the switching losses in the GSC, it operates at UPF and its rating is 

obtained by maximum slip power [59]. The GSC is usually committed to controlling 

the dc-link voltage only. During a fault the converter is used to support grid reactive 

power [60]. The grid-side converter is used to boost grid power quality [61].  

The amount of stored energy in the dc-link capacitor bank can be written as:  

               2

2

1
dcc CVPdtE                                                                                                     (2.2) 

Where P  the net power flow into the capacitor is, C  is the dc-link capacitor value and 

dcV  is voltage across the capacitor. P is equal to gr PP  , where 
rP  is power flow into 

the rotor and gP  is power flow out of the grid. 
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2.5    Wind Speed Model 

        A wind speed signal produced by an autoregressive moving average (ARMA) 

model described in [62] is utilized in this simulation study, and its development is 

described here. The wind speed )(tVwind  has two essential parts defined as [62]: 

             )()( _ tVVtV tmeanwwind                                                                               (2.3) 

Where meanwV _  is the mean wind speed and )(tVt  is the instantaneous turbulent part, 

whose linear model is collected by Gaussian noise [62]: 

             tt

w

t tV
T

tV 


)(
1

)(                                                                                  (2.4)  

The immediate turbulence section of wind speed is achieved as [62]: 

            ttt VtV )(                                                                                                    (2.5) 

Where t  is the standard deviation and the ARMA time series model, which is 

expressed as [62]: 

               21321)(   ttttttt edcVbVaVtV                                         (2.6) 

Where a, b, and c are the autoregressive constraints, d and e are moving average 

parameters whose values being: a =1.7901, b=0.9087, c=0.0948, d=1.0929 and e 

=0.2892. 

 

 

Figure 2.3 Wind speed generation by ARMA model in MATLAB/Simulink [62] 
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Figure 2.4 Sample wind speed (mean speed being 12 m/s) obtained using ARMA model 

 

2.6    Doubly-Fed Induction Generator (DFIG) Models 

        For the purposes of better understanding and designing vector control schemes for 

a wind turbine-generator system, it is essential to know the dynamic model of the 

machine. A model of the electrical machine which is adequate for designing the control 

system must preferably include all the important dynamic effects arising during steady 

state and transient operations [126]. It should be effective for any arbitrary time 

variations of the voltages and currents generated by the converter which supplies the 

machine. In this section, such a model which is valid for any instantaneous variations 

of the voltages and currents, and can adequately describe the enactment of the machine 

under both steady state and transient operations, will be developed in both the ABC 

reference frame and several different DQO reference frames. 

 

2.6.1 DFIG Model Expressed in the ABC Reference Frame 

        For simplicity, a wound rotor induction machine is considered with symmetrical 

two poles and three-phase windings. Figure 2.5 shows the cross sectional view of the 

machine under consideration, where the effects of slotting have been neglected. 

 

Figure 2.5 Cross sectional view of a wound rotor induction machine 
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        In Figure 2.5, the stator phases are displaced by 120 electrical degrees from each 

other, and the rotor phase are also displaced by 120 electrical degrees from each other. 

The angle between the magnetic axes of stator phase winding, A, and rotor phase 

winding, a, is . The speed of the rotor is dtdwr / and its direction is also shown 

in Figure 2.5, in the counter-clockwise direction.  

The following assumptions are adopted for developing the ABC model [11]: 

 The stator and rotor phases of the DFIG are supposed symmetrically 

distributed, which means that the resistances, magnetizing and leakage 

inductances for all three phases are equal.  

 The produced magneto motive force is sinusoidally distributed around the 

circumference of the stator of the DFIG. Therefore, no harmonic components 

will be present. 

 The air-gap is assumed constant, which means constant air-gap reluctance 

around the circumference of the mid-air-gap circle. 

 Saturation of the mutual inductances is neglected. 

 Skin effect in the stator and rotor phase winding conductors is neglected. When 

the frequency of the current increases, skin effect will firstly increase the 

reluctance of the leakage flux permeances of the DFIG, which will further 

increase the resistances and decrease the leakage inductances. 

 Core losses are neglected, and only the power losses on the stator and rotor 

phase resistances are considered. 

 Cross-saturation effect, that is, the coupling between two perpendicular axes, 

is neglected. 

Consider phase A, this phase is signified by a coil as shown in Figure 2.5. The terminal 

voltage of phase A, 
Av can be expressed based on Faraday’s law as follows [127]:  

           AAAA
dt

d
irv                                                                                           (2.7) 

           cAcbAbaAaCACBABAAAAAA iLiLiLiLiLiL
dt

d
irv                        (2.8) 

For phases B and C, similar expressions are written as follows:  

           cBcbBbaBaCBCBBBAABBBB iLiLiLiLiLiL
dt

d
irv                        (2.9) 
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           cCcbCbaCaCCCBBCAACCCC iLiLiLiLiLiL
dt

d
irv                      (2.10) 

For a symmetrical condition, the stator resistances can be expressed as follows: 

           SCBA rrrr                                                                                             (2.11) 

         Where Sr is resistance of a stator phase winding. 

Similar expressions can be written for the coils representing phases ba, and c , on the 

rotor, and given as follows:  

           cacbabaaaCCaBBaAAaaaa iLiLiLiLiLiL
dt

d
irv                           (2.12) 

           cbcbbbaabCCbBBbAAbbbb iLiLiLiLiLiL
dt

d
irv                           (2.13) 

           cccbbcaacCCcBBcAAcccc iLiLiLiLiLiL
dt

d
irv                           (2.14) 

Again, the rotor resistances can be expressed as follows: 

           rCBA rrrr                                                                                             (2.15) 

              Where 
rr is resistance of a rotor phase winding. 

        From the geometries shown in Figure 2.5, the inductance coefficients AAL , BBL and

CCL , are equal since the flux path for three phase windings, A, B and C, are identical. 

Also, these inductances are independent of the rotor position . Hence AAL , BBL and

CCL , can be expressed as follows:  

          SSCCBBAA LLLL                                                                                    (2.16) 

        Similarity, it can be seen from Figure 2.5 that the inductances BCAB LL , and CAL

are equal in magnitude, and that they are independent of the rotor position . Hence, 

these inductances can be expressed as follows: 

          SMACBCAB LLLL                                                                                  (2.17) 

Similarly, for the rotor inductance coefficients, bcabccbbaa LLLLL ,,,, and acL , can be 

deduced that they are all independent of the rotor position,  hence, 

           rrccbbaa LLLL                                                                                      (2.18) 

          rmacbcab LLLL                                                                                       (2.19)  
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        All other coefficients of inductance are dependent on the angular position of the 

rotor phase windings with respect to the stator phase windings. From the geometries 

shown in Figure 2.5, it can be easily deduced that all these coefficients vary 

correspondingly with the rotor angular position,  with phase differences. The 

expressions for these inductances are written as follows:  

            cossrmCcBbAa LLLL                                                                 (2.20) 

            
3

2cos   srmCaBcAb LLLL                                                       (2.21) 

            
3

2cos   srmCbBaAc LLLL                                                         (2.22) 

where, srmL  is the maximum mutual-inductance between the stator phase windings and 

rotor phase windings, and  is the angle between the a-axis on the rotor and the A-axis 

on the stator, which is equal to  
t

r dtt
0

0  . 

 

2.6.2 DFIG Model Expressed in a DQO Synchronously Rotating Reference 

Frame 

        The DFIG model expressed in a synchronously rotating reference frame has the 

advantage that the time varying variables of the three-phase system, such as stator 

currents and voltages, rotor currents and voltages, become constants. This feature will 

be very useful in formulating and implementing any digital control systems. In this 

thesis, for control purposes, the DFIG model conveyed in a synchronously rotating 

reference frame will be chosen, and the deduction of the develop torque, active power 

and reactive power conveyed in a synchronously rotating reference frame will be given 

later in this section.  

 

        Instead of fixing the D-axis on the rotor or on the stator, the D-axis in the induction 

machine model expressed in a synchronously rotating reference frame will rotate at 

synchronous speed. Consider the schematic diagram of the ABC to DQO-dqo 

synchronously rotating reference frame transformation, which is shown in Figure 2.6. 
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Figure 2.6 Schematic diagram of the ABC to DQO 

Synchronously rotating reference frame transformation 

 

Here, s is the angle between the stator A-axis and the synchronously rotating D-axis, 

and is equal to  
t

sss dtt
0

0  , or tsss   0 , for a fixed operation angular 

speed/frequency.  

Where, s  is the synchronous speed. 

By using the same logic and steps of DQO-dqo models developed as in the two previous 

cases, the stator and rotor transformation matrices, sroT  and rroT , can be deduced as 

follows: 
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When dq-frame delay by 900, the stator and rotor transformation matrices, sroT  and

rroT , can be deduced as follows: 
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























2
1

2
1

2
1

2
1

2
11

2
3

2
30

3

2
rroT                                                                       (2.26) 

 

2.7    Back-to-Back Voltage Source Converter (VSC) Models 

        PWM voltage source converters are commonly used in AC motor drives to 

produce sinusoidal AC output voltages whose magnitudes and frequency can both be 

controlled. Since in DFIG-based wind turbine-generator systems, a DFIG needs to be 

operated either in sub-synchronous speed mode or super-synchronous speed mode 

according to various wind speeds. Therefore, the back-to-back power converter 

configurations become necessary due to their bi-directional operation ability.  

        In order to achieve the above objectives, it would be necessary to study the back-

to-back converter model. In this section, a grid-side converter which actually plays the 

same role as a PWM rectifier is considered for the modelling study. A three-phase 

PWM voltage source rectifier model is first established in a straightforward ABC 

reference frame, and the ABC model is transformed to a DQO synchronous reference 

frame to simplify the controller design. 

 

2.7.1 Three Phase VSC Model Expressed in the ABC Reference Frame 

        The circuit of a three-phase PWM voltage source converter is shown in Figure 2.7 

consists of six IGBTs with body diodes, three-phase AC input inductances and 

resistances, and a DC output capacitor.  
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Figure 2.7 Configuration of a PWM voltage source rectifier 

 

        Here,  tVa ,  tVb and  tVc are the three-phase voltage sources simulating an 

infinite-bus as a feed node in the power system, sRg ' are the AC side resistances, and 

sLg ' are the AC side inductances. Here, C, is the DC-link capacitor, 
LR is the load 

resistance, while agi , bgi and cgi are the input currents of a three-phase PWM rectifier. 

Here also, dci is the DC-link current, 
Li is the load current, and dcV  is the voltage across 

the capacitor.  

 

        The modelling and circuit analysis of the PWM rectifier is given next. First, let us 

define  cbaKSk ,, as the switch function of phase, K. Based on the principle that any 

two switches in the same leg cannot be on at the same time, one can write the following 

definition [28]:  

        









offIGBTupper

onIGBTupper
Sk

0

1
                                                                      (2.27) 

Applying Kirchhoff’s laws to the circuit of Figure 2.7, the instantaneous values of the 

currents can be obtained, and written as following:  
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 
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Here  0,aV ,  0,bV and  0,cV  , are the voltages from the ac side of the VSC to the power 

neutral point 0, and can be obtained by (2.29) . 
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                                                                                   (2.29) 

Where  0,NV is the voltage from point N to point 0. Here  NaV ,  ,  NbV , and  NcV , are the 

voltages from the AC side of the PWM rectifier to point N. 

For a balanced three-phase system, one can write: 

              00,0,0,  cba VVV                                                                                   (2.30) 

Substituting from equation (2.29) into (2.30), the following equation can be deduced: 

         
     
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VVV
V


                                                                       (2.31) 

Considering phase-a, when the upper switch is on and lower switch is off, 1aS and

  dcNa VV , . Similarity, when the upper switch is off and lower switch is on, 0aS

and   0, NaV . Therefore, based on the above characteristic,   adcNa SVV .,  .  

Therefore 
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                                                                (2.32) 

Substituting from (2.29) and (2.32) into (2.28), the set of (2.33) derived as: 
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Under the assumption that the power switch resistances of a balanced three-phase 

system could be neglected, the power relationship between the dc side and ac side is 

given as follows: 

             



cbak

dcdckNkg VtitVti
,,

                                                                                (2.34) 

By combining (2.32) with (2.33), the following (2.35) as: 

                ccgbbgaagdc StiStiStiti                                                                   (2.35) 

By applying Kirchhoff's laws to the positive node of the capacitor, given as: 
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                                                                          (2.36) 

(2.36) can also be expressed by a single equation, and given as follows [11]: 

        
L
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V
iSiSiS

dt

dV
C                                                                 (2.37) 

For a balanced three-phase system 

        0 cba VVV                                                                                               (2.38) 

        0 cgbgag iii                                                                                               (2.39) 

Therefore, (2.33) along with (2.37) through (2.39) constitute the three-phase voltage 

source converter model obtained in the abc frame, and are rewritten as [12]: 
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2.7.2 Modelling of Three Phase VSC Expressed in DQ Synchronous Reference 

Frame 

        Although the voltage source converter model expressed in the abc frame has 

straightforward meanings, all the components in the abc model are time variant, which 

will bring troubles and difficulties to controller designs. Hence, it is necessary to 

convert the abc model to a dq model which rotates at synchronous speed, so that the 

three-phase voltage inputs and the current components will be transformed to dc values. 

        Applying the transformation matrix (2.41) in (2.40) and eliminating the zero-

sequence components due to a balanced three-phase system, the VSC model articulated 

in the dq synchronous reference frame can be deduced and given as in [13], [14]:  
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                                                                                             t    
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                                                            (2.42) 

                            Where, ddcd SVV 1  and qdcq SVV 1 .  

The real and reactive power of a grid-side converter expressed in the dq synchronous 

reference frame are given as follows:  

         qgqdgdg iViVP 
2

3
                                                                                       (2.43) 

         qgddgqg iViVQ 
2

3
                                                                                    (2.44) 
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2.7.3 PI Control Design of a Grid Side VSC 

        Aligning the reference frame along the d-axis, the q-axis of the grid voltage, qV  

will be zero, while the d-axis of the grid voltage, dV  will be a constant. 

        From the above analysis and from (2.43) and (2.44), the real and reactive power 

of a grid-side converter under such reference frame will be proportional to the currents, 

dgi  and qgi , respectively. The relationships are given as in [11]: 

        dgdg iVP
2

3
                                                                                                      (2.45) 

        qgdg iVQ
2

3
                                                                                                 (2.46) 

        Since the objective is to yield an UPF looking from the grid-side, the reactive 

power should be zero, and thus the reference value for the q-axis current is zero. Hence, 

through controlling the d-axis and q-axis currents, the real and reactive power flow 

between the grid and the grid-side converter can be regulated.  

From (2.42), the d and q axes equations have coupling components, qggiwL  and dggiwL

. Therefore, a decoupled control scheme is recommended, and the corresponding 

control signals are given as follows [13], [9] 
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                                                               (2.47) 

The decoupled state equation is written as follows: 
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                                                                                         (2.48) 

        The voltage error is produced by comparing the actual dc voltage with the 

reference dc voltage. The voltage error signal is processed through a PI controller to 
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keep constant dc voltage. In relates to the PI controller, a reference current signal 


gdi  is 

produced and q-axis current part 


gqi  is set as zero, to maintain UPF at the grid. 

         dcdc
i

pgd VV
s

k
ki 








  1

1                                                                              (2.49) 

        Now, the control signals for grid converter are obtained by comparing the 

reference grid currents 


gdi  and 


qgi  with the actual grid currents as, 

         gdgd
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pd ii
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
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         gqgq
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pq ii
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




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3                                                                              (2.51) 

Choosing the dc-link reference voltage from (2.52). [14] 

        
m

V
V a

dc

2
                                                                                                      (2.52) 

The modulation signal for phase- a  can be derived as follows [15]: 

        
dc

Ta
ma

V

VV
V 12

                                                                                                    (2.53) 

 

  

Figure 2.8 Grid side VSC control scheme 
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2.7.4 Results and Discussion  

        To confirm the efficiency of the given control scheme, the closed loop control 

system for a grid side VSC is simulated. 

        Fig.2.9 shows grid current is synchronized and for better visibility the time offset 

is set to 0.7 sec. so the control strategy is reasonable to apply for grid side converter 

based wind energy conversion system. Fig.2.10 shows the voltage across the capacitor 

is maintained constant at 800 V. The dc-link voltage response of the grid side VSC what 

the input voltages are, the grid side converter control scheme will try to keep constant 

dc voltage is shown in Fig.2.11. In Fig.2.12, the dc side active power is near 17 KW. 

To supply the dissipated energy of the resistor RL = 37.5 Ω, the VSC needs to provide 

power flow near 17 KW to the dc bus. In Fig.2.13 the reactive power approximately 

zero and it ensures the UPF operation of the system. In dq synchronous reference frame, 

d-axis align with grid phase-a voltage i.e. d-axis voltage equals to the peak amplitude 

of grid phase-a voltage and q-axis voltage equals to zero are shown in Fig.2.14 and 

Fig.2.15.  

 

Fig.2.9   Grid current 

 

Fig.2.10   DC-link voltage 
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Fig.2.11   DC-link voltage with grid sag and swell 

 

Fig.2.12   Active power of the grid 

 

Fig.2.13   Reactive power of the grid 

 

Fig.2.14   Direct-axis voltage of the grid 

 

Fig.2.15   Quadrature-axis voltage of the grid 
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Chapter 3 

 

Doubly Fed Induction Generator based Wind Energy 

Conversion System 

 

3.1    Introduction 

        This chapter presents a detailed explanation about DFIG-based WECS. The 

overall components of DFIG-based WECS are discussed first. Its operation modes, 

modelling, control system design, and the detail explanations about each significant 

component are presented later. 

        Among different wind generation technologies available, variable-speed variable- 

pitch wind turbines utilizing DFIGs are the most popular in the wind power industry 

especially for multi-megawatt wind turbine generators [8]. 

 

3.2    Modelling of DFIG for WECS 

        The DFIG consists of stator and rotor windings which are constructed by three-

phase insulated windings and is equipped with slip rings. The stator is connected to the 

grid through a three-phase transformer. By means of these components, the controlled 

rotor current can be either injected to or absorbed from the rotor windings.   

        The dynamics of the DFIG is using the qd-frame as given in (3.1)-(3.4) [54]:  

        qsdseqssqs
dt

d
IRV                                                                                (3.1) 

        dsqsedssds
dt

d
IRV                                                                                (3.2) 

          qrdrreqrrqr
dt

d
IRV                                                                    (3.3) 

          drqrredrrdr
dt

d
IRV                                                                    (3.4) 

The flux linkage equations are given as: 

qrmqssqs ILIL                                                                                       (3.5) 

drmdssds ILIL                                                                                       (3.6) 
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qrrqsmqr ILIL                                                                                       (3.7) 

drrdsmdr ILIL                                                                                       (3.8) 

                                Where mlss LLL   and mlrr LLL   

Solving (3.5) - (3.8) in terms of current equations: 
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r
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m
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LLL

L
I 






1
                                                                      (3.12) 

                 Where leakage coefficient 
rs

mrs

LL

LLL 2
  

 

3.2.1 Dynamic Modelling of DFIG in State Space Equations 

        According to the basic definition, the space whose co-ordinate axes are the ‘n’ 

state variables with time as the implicit variable is called the state space. The variables 

of the state space (state variables) are elaborate to govern the state of the dynamic 

system. Basically these are the energy storing elements contained in the system like 

inductor and capacitor. The fundamental equation of the state space is given as: 
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






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)()()(

)()()(

tDUtCXtY

tBUtAXtX                                                                                   (3.13) 

Equation (3.13) is for linear time invariant system, where A, B, C, and D are state, 

input, output and feed forward matrices, respectively, X is the state vector and Y is the 

output vector. Equation (3.14) is for linear time variant system, where A, B, C, and D 

are time dependent matrices. 
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In the DFIG system, the state variables are normally currents or fluxes. In the following 

section, the state variables for the DFIG has been derived as flux linkages. Substituting 

(3.9) - (3.12) into (3.1) - (3.4) gives the DFIG dynamics in the state space form as:  

        qsqr
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Equations (3.15) - (3.18) are written in state space matrix form as: 
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    (3.19) 

 

3.2.2 Active Power, Reactive Power and Torque Calculation 

        All the equations above are induction motor equations. When the induction motor 

operates as a generator, current direction will be opposite. Assuming negligible power 

losses in stator and rotor resistances, the active and reactive power outputs from stator 

and rotor side are given as:  

 dsdsqsqss IVIVP 
2

3
                                                                          (3.20) 

 qsdsdsqss IVIVQ 
2

3
                                                                          (3.21) 

 drdrqrqrr IVIVP 
2

3
                                                                          (3.22) 

 qrdrdrqrr IVIVQ 
2

3
                                                                        (3.23) 
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The total active and reactive power generated by DFIG is: 

rsTotal PPP                                                                                        (3.24) 

rsTotal QQQ                                                                                      (3.25) 

If TotalP  and/or TotalQ  is positive, DFIG is supplying power to the power grid, else it is 

drawing power from the grid. 

The rotor speed dynamics of the DFIG is given as:  

 rfemr CTT
J

P

dt

d
 

2
                                                                 (3.26) 

The electromagnetic torque generated by the machine which proposed in terms of flux 

linkages and currents as follows: 

 qsdsdsqse IIT  
2

3
                                                                        (3.27) 

Where positive Te means DFIG works as a generator and negative value as a motor 

[55]. 

 

3.3    Control of DFIG-based WECS 

        The DFIG control is completed by control of the variable frequency converter, 

which includes RSC control and GSC control. The objective of the RSC is to allow for 

decoupled controlling the active and reactive power. This facilitates high flexibility 

which enables the turbine to capture maximum energy from wind and to provide 

reactive power support to the grid. The objective of the GSC is to maintain constant 

voltage across the capacitor irrespective of the magnitude and direction of the rotor 

power.  

 

3.3.1 Design of the RSC Controller 

        The control structure involves of inner loop and outer loop in which the inner loop 

regulates the d-axis and q-axis rotor components, i.e. drI  and qrI  , independently and 

the outer loop regulates the stator real power and reactive power autonomously. The 

stator voltage orientation (SVO) control principle for a DFIG is described in [31], where 

the q-axis of the rotating reference frame is aligned to the stator voltage i.e. dsV  = 0 and 

qsV = sV  . From (3.15) and (3.16), the stator side flux can be controlled using PI 



35 
 

controller. In this study, the q-axis flux is regulated to zero ( 0qs ) and ( sds   ) for 

the de-coupled control of real and reactive power as described below (where
dt

d
p   

throughout the thesis): 
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Where  qsqs
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  
 are the outputs from the PI 

controllers. 

The PI parameters are determined by comparing with the Butterworth polynomial 

which is described in the below section, are given as: 

        
s

sP
L

R
K


  02                                                                                        (3.30) 

        
2

0 sIK                                                                                                         (3.31) 

Now, neglecting frictional losses in (3.26) gives: 

         emr TT
J

P
p 

2
                                                                                          (3.32) 

Where mT  is the mechanical torque and is given as: 

        
2

woptm VKT                                                                                                     (3.33) 
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Where optP

opt

opt AC
R

K _
2




 =constant and if the wind speed ( wV ) is more than the 

rated speed, the mT  is given as: 

        
rated

rated
m

P
T


                                                                                                      (3.34) 

Where ratedP  is rated power of the wind turbine and rated  is the rated speed of the 

wind turbine. 

Equation (3.28) can be re-written as: 

           rrwrwremr KTTp
P

J
  2

                                                     (3.35) 

Where wrK  is the PI controller for rotor speed controller, given as: 











p

K
KK Iwr

Pwrwr  

Then (3.35) will be: 

         












































J

PK

J

PK
pp

KpK
J

P

p

K
K

p

K
Kp

P

J

Iwrwr

Iwrwr

r

r

r
Iwr

Pwrr
Iwr

Pwrr

22

2

2

2





                                         (3.36) 

Substituting qs = 0 in (3.27) and (3.5) results in (3.37). 
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
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
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                                                                                              (3.37) 

A further substitution of (3.36) into (3.35) and in combination with (3.31) results in: 

        
qr

s

m
dse I

L

L
T 








 

2

3
                                                                                       (3.38) 

         
dsm

s
mwrqr

L

L
TI




3

2
                                                                                 (3.39) 

Now, the stator active power is given as: 

          qrqs

s

m
dsdsqsqss IV

L

L
IVIVP

2

3

2

3
                                                           (3.40) 
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Now, the stator supplied reactive power is given as: 

          dsqsqsdsdsqss IVIVIVQ
2

3

2

3
                                                                     (3.41) 

Substituting qsV  in (3.39) gives: 

          dsqsdseqsss IpIRQ  
2

3
                                                                    (3.42) 

Assuming constant stator flux, neglecting the stator resistance and substituting dsI  

from (3.10) gives: 

        




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
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r
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
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3
                                                                      (3.43) 

Differentiating (3.41) w.r.t. time gives:  

        drds
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e
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                                                                            (3.44) 

From (3.42) and (3.4) and solving qr  in terms of qrI  gives (3.45) 
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                                  (3.45) 

Where 
me

rs

L

LL





3

2
  and QsK  is the PI controller for stator side reactive power 

controller, given as: 












p

K
KK

IQs

PQsQs
. So, (3.45) can be re-written as: 
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                                                                             (3.47) 

From (3.44) and (3.45) gives:  

          

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

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I
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
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1
                                                        (3.48) 
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        From Equations (3.38) and (3.48) that, sP  and sQ  are proportional to qrI  and drI  . 

The mutual coupling term   qrrre IL   in (3.48) is very small so its effect is 

negligible. The rotor current can be regulated by means of rotor voltages. 

 

        The relation between rotor current and rotor voltage is obtained by substituting 

values of dr  and qr  from (3.7) and (3.8) in Equations (3.3) and (3.4), respectively, 

and further simplification yields: 

        








 drrds

s

m
slqrrqrrqr IL

L

L
pILIRV                                                (3.49) 

        qrrsldrrdrrdr ILpILIRV                                                                    (3.50) 

                Where  resl    and 
rs

m

LL

L2

1  

        In the Equations (3.49) and (3.50), there is the term including drI  in the q-axis 

equation and there is the term including qrI  in the d-axis equation. So these two 

equations are coupled and the traditional linear controllers cannot be used. However, 

through the exact linearization method, these equations can be linearized by putting the 

terms other than the currents control to one side.  

        








 drrds

s

m
slqrqrrqrr IL
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L
VpILIR                                                (3.51) 

         qrrsldrdrrdrr ILVpILIR                                                                  (3.52) 

Then the currents can be regulated by linear controllers as shown in Figure 3.15, where: 

        qrrqrrqr pILIR                                                                                       (3.53) 

        drrdrrdr pILIR                                                                                       (3.54) 

        The idea behind this is to use the linear controllers that include integrations to 

calculate the derivative terms. And the nonlinear equations become linear when all the 

nonlinear terms are moved to the other side of the equations. Then the q and d-axis 

voltages are calculated as shown in Figure 3.15.  
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         qrrsldrdr ILV  
                                                                                  (3.56) 
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        Using the inner current control loop has a significant advantage for the protection 

of the DFIG. It can naturally protect the system from over-current since current limiters 

can be easily inserted in the control scheme shown in Figure 3.15.  

        Since the general PI controllers are widely used and proved to be effective, they 

are also applied in the following analysis [63]. For qrI  current control loop from (3.51): 

          qrrrqrrqrrqr ILpRpILIRV  '
                                                          (3.57) 
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Similarly, for drI  current control loop from (3.52): 
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Then the transfer functions between the reference and actual currents are changed to 

the following:  
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        Choosing the appropriate control parameters is very important to gain good 

performance although the whole system might be able to work for a wide range of 

parameters. Many researchers select the gains based on the experience or just by trial 

and error. This is not good especially when the control system is designed for a new 

system. The most important objective is to maintain the system stability by selecting 

appropriate control parameters. And then those parameters can be tuned up 

corresponding to the specified performance requirement. There are some methods that 



40 
 

can be used to determine the system parameters that can keep the whole system in the 

stable region. 

 

        One of the methods is by using Butterworth polynomial to optimize the closed-

loop Eigen value locations [63]. The Butterworth technique traces the Eigen values 

homogenously in the left-half s-plane on a circle with radius 0  , with its centre at the 

origin as shown in Figure 3.1. 

The transfer function of a Butterworth polynomial of second order denominator is given 

as: 

        02 2

00

2   pp                                                                                     (3.65) 

        The PI parameters are determined by comparing the coefficients in (3.79) with the 

denominators of the corresponding transfer functions and then choosing appropriate 0  

        rrdpqp RLKK  02                                                                              (3.66) 

        
2

0 rdiqi LKK                                                                                           (3.67) 

Here 0  is the bandwidth of the current controller, which depends upon the design 

value. The RSC control scheme is shown in Figure 3.2.  

 

 

Figure 3.1 Location of poles for second order Butterworth polynomial 
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Figure 3.2 RSC control scheme 

 

qrrsl

comp

dr ILV   and 








 drrds

s

m
sl

comp

qr IL
L

L
V   

Similarly, comparing denominator of (3.33) with Butterworth second order 

polynomial, i.e.
2

00

2 2 wrwr pp    , PI controller gains are obtained as: 

        
P

J
K wrPwr

2
2 0                                                                                          (3.68) 

        
P

J
K wrIwr

22

0                                                                                               (3.69) 

Where wr0  is the bandwidth frequency of the speed controller. 

Similarly, comparing denominator of (3.47) with Butterworth second order 

polynomial, i.e.  
22 2 QsQs pp   , PI controller gains are obtained as: 

         QsPQsK 02                                                                                             (3.70) 

        
2

QsIQsK                                                                                                     (3.71) 
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3.3.2 Design of the GSC Controller 

        The control mechanism of GSC which controls the voltage across the capacitor 

and reactive power exchange between the converter and grid is dcV  reached by 

controlling the current shown in Figure 3.3.  

Now, DC voltage dynamics in DC-link is given by: 

           qfqfdfdfdrdrqrqrdc IMIMIMIMCpV 
4

3

4

3
                                       (3.72) 

Where C is the capacitance, drM  and qrM are q and d-axis modulation indexes of RSC 

and dfM , qfM are q and d-axis modulation indexes of GSC, respectively.  

Hence, (3.72) can be re-written as (3.73) which can be solved to get qfI .  

            dcqfqfdfdfdrdrqrqrdc IMIMIMIMCpV 
4

3

4

3
                             (3.73) 

Equation (3.73) can be re-written as:  

         dcdcdcdcdc VVKCpV                                                                             (3.74 

Where dcK is the PI controller for DC-voltage control given as: 
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
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Figure 3.3 Block diagram of GSC control system 

 

Comparing denominator of (3.76) with Butterworth second order polynomial, i.e.

2

00

2 2 dcdc pp   , PI controller gains are obtained as:  

        dcdcPdc CK 02                                                                                             (3.77) 

        
2

0dcdcIdc CK                                                                                                  (3.78) 

Where dc0 is the bandwidth frequency of the DC-voltage controller. From (3.73): 

          df
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Using KVL across the RL filter gives: 

        
2
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qf

qs

dffeqffqffqf

V
M

N

V
ILpILIRV                                            (3.80) 

        
2

dc
dfqffedffdffdf

V
MILpILIRV                                                      (3.81) 

Since the q-axis of the rotating reference frame is aligned to the stator voltage i.e. 

0dsV and as sqs VV  . So, the GSC supplied reactive power to the grid is controlled 

using d-axis current.  

        
dfsf IV

N
Q

2

3
                                                                                                 (3.82) 

Where N is the transformer turns ratio connected between GSC and stator. 
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s
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V
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Substituting (3.81) in (3.83) gives:  
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          Qfqffedffdff ILIRVpQ                                                             (3.85) 

Where 
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3

2
  

         ffQfQff QQKpQ                                                                           (3.86) 

Where QfK  is the PI controller for reactive power supplied by GSC given as: 

p
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PQfQf  . 

Then (3.86) will be:  
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                                                                             (3.88) 

Comparing denominator of (3.88) with Butterworth second order polynomial, i.e.  

2

00

2 2 QfQf pp   , PI controller gains are obtained as: 

         QfPQfK 02                                                                                             (3.89) 

        
2

0QfIQfK                                                                                                     (3.90) 

Where Qf0 is the bandwidth frequency of the reactive power controller. From (3.85). 

         Qfqffedf

f

df ILV
R

I   1
                                                                      (3.91) 

Equations (3.80) and (3.81) give the inner current control loop for the GSC control.  

Inner current control:  

If we assume:  

          qfqfqfqfqffqff IIKpILIR  
                                                          (3.92) 

          dfdfdfqfdffdff IIKpILIR  
                                                          (3.93) 
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Then, (3.80) and (3.81) can be written as:  
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Equations (3.94) and (3.95) give modulation indexes which are the output of the 

converter. qfK and dfK are PI current controllers for q and d-axis currents, respectively 

and  
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1    

Then, (3.92) can be re-written as:  
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                                                          (3.96) 

Comparing denominator of (3.96) with the Butterworth second order polynomial 

gives:  

        ffCP RLK  01 2                                                                                     (3.97) 

        
2

01 CfI LK                                                                                                     (3.98) 

 

3.3.3 Transfer Function of RSC and GSC Controllers 

        In the above mentioned controller design for RSC and GSC, each controllers are 

designed separately and finally combined together. This procedure is only valid when 

the controlled variables are independent of each other, i.e. they should be mutually 

decoupled. To check whether they are independent of each other or not, or if there 

should be any conditions to be fulfilled for the decoupled control of those two 

regulators, the RSC and GSC transfer functions are derived in this section. The 

conclusion is made at the end of this section.  

From the flux control:  
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Similarly,  
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s

m
drr

rs

ms
qseds

dsdr

rs

ms
qseds

V
QR

L

LR
K

V
L

LR
I

L

LR

V
L

L
IL

LL

LR

V
LL

LR






























3

2
2

2

2

2
                              (3.101) 

        



















2

2

3

2

s

ms
s

ds

dse

ss
qsedss

ds

L

LR
K

V
QR

K












                                                   (3.102) 

From (3.100) and (3.102), it is clear that the relations between control variable (

qsds  , ) and reference variable (


qsds  , ) are non-linear. Hence, transfer function 

cannot be obtained. Therefore, in the later part of the transfer function derivation, the 

stator fluxes are assumed constant as a result the relationship between control 

variables and reference variable is linear.  

In the RSC, from (3.31):  

           emrrwrwr TTK                                                                        (3.103) 

        





 qrds

s

m

mwr I

L

LP
T 

4

3
                                                                              (3.104) 
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         
dsm

s

mwrqr

LP

L
TI








 

3

4
                                                                           (3.105) 

Where ( ) shows the measured value. Similarly, from (3.45):  

          












qrrsldrrdrdsssQsQs ILIRVQQK                                  (3.106) 

        











qrrsldrrqrrsldrrdrrdsQs ILIRILILpIR            (3.107) 

        

dsr

Qs

dr

Lp

I






                                                                                            (3.108) 

From (3.105) and (3.108):  

        

  
   D

dsm

ms

Qs

wr

C

rds

dsm

s

dr

qr

LP

TL

Lp

LP

L

I

I










































































0

3

4

1
0

0

3

4







                            (3.109) 

From (3.28): 

         emr TT
J

P
p 

2
                                                                                        (3.110) 

        








 qrds

s

m
mr I

L

LP
T

J

P
p 

4

3

2
                                                                  (3.111) 

        
dsm

sm

dsm

rs
qr

PL

LT

L

L

P

Jp
I





3

4

3

8
2

                                                                       (3.112) 

From (3.44): 

         qrrsldrrdrds

r

m

s

e
s ILIRV

L

L

L
pQ 






2

3
                                            (3.113) 

         qrrsldrrqrrsldrrdrrds

r

m

s

e
s ILIRILILpIR

L

L

L
pQ 






2

3
   (3.114) 

        
dsme

ss
dr

L

LQ
I

3

2
                                                                                           (3.115) 
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
   D

dsm

ms

s

r

E

dsme

s

dsm

s

dr

qr
PL

TL

Q

L

L

PL

JLp

I

I






















































0

3

4

3

2
0

0
3

8







                              (3.116) 

From (3.59):  

         qriqrqriqrqrrr IKIKILpR 







 



                                                             (3.117) 

From (3.62):  

        dridrdridrdrrr IKIKILpR 







 



                                                              (3.118) 

Combining (3.117) and (3.118):  

        
















































dr

qr

K

idr

idrrr

iqr

iqrrr

dr

qr

I

I

K

KLpR

K

KLpR

I

I

  





0

0

                                (3.119) 

Substituting (3.109) and (3.116) in (3.119) gives: 

        KD
Q

KEDC
s

r

Qs

wr

















 




                                                                                   (3.120) 

 
 


































































































































0

3

4

3

2
0

0
3

8

0

3

4

1
0

0

3

4

dsm

ms

iqr

iqrrr

s

r

dsme

s

idr

idrrr

dsm

s

iqr

iqrrr

dsm

ms

ssQs

rrwr

rds

dsm

s

PL

TL

K

KLpR

Q

L

L

K

KLpR

PL

JLp

K

KLpR

LP

TL

QQK

K

Lp

LP

L























                                   (3.121) 
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Solving (3.121) gives:  

        mrr T

K

K

K

K

1

3

1

2











                                                                                       (3.122) 

Where 

dsm

wrs

iqr

iqrrr

dsm

s

L

KL

K

KLpR

L

pJL
K





 









2

1  

           

dsm

wrs

L

KL
K







2 and

dsm

s

dsm

s

iqr

iqrrr

L

L

L

L

K

KLpR
K













3  

Similarly,  

        





 ss Q

K

K
Q

5

4
                                                                                                 (3.123) 

Where 

rds

Qs

Lp

K
K








4 and 

dsme

s

idr

idrrr

rds

Qs

L

L

K

KLpR

Lp

K
K





 3

2
5










 

If the measured parameters are assumed to be equal to the actual quantities, solving 

(3.121) gives:  

        mrr T
K

K

K

K

1

3

1

2                                                                                        (3.124) 

Where
dsm

wrs

iqr

iqrrr

dsm

s

L

KL

K

KLpR

L

pJL
K











2
1

,
dsm

wrs

L

KL
K


2 and  

           
dsm

s

dsm

s

iqr

iqrrr

L

L

L

L

K

KLpR
K







3

 

Similarly,  

        
 ss Q

K

K
Q

5

4                                                                                                    (3.125) 

Where 
rds

Qs

Lp

K
K


4 and

dsme

s

idr

idrrr

rds

Qs

L

L

K

KLpR

Lp

K
K





 3

2
5


  

Here it should be noted that the inner current controller parameters are same for q and 

d-axis currents, i.e. idriqr KK  . 

Similarly, in the GSC, from (3.73): 

             dfdfqfqfdrdrqrqrdcdcdcdc IMIMIMIMVVK  

4

3

4

3
                (3.126) 
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          


















dfdfdrdrqrqrdc

qf

qf IMIMIM
M

I
4

3

3

41
                                 (3.127) 

Where 
dc

qr

qr
V

V
M




2

and
dc

dr
dr

V

V
M




2

. Here,  drdrqrqr IMIM 
4

3
 is the DC-link current 

coming out from RSC. 

And we also know from (3.55) and (3.56) that- 

          







 

drrds

s

m
slqrqrIqrqr IL

L

L
IIKV                                                   (3.128) 

          qrrsldrdrIdrdr ILIIKV  
                                                                    (3.129) 

Using (3.128), (3.129), (3.109) and (3.116), DC-link current is expressed as:  

 

   

 




























222

2
2

2

2

2

2

9

4

3

2

3

4

3

8

3

4

3

8

2

3

4

3

dsme

Idrs
sss

dsmer

QsIdrsmsl

rsl
rrwrIqr

dsm

sm
rrr

dsm

s
wrIqr

dc

drdrqrqr

L

KL
QQQ

LLp

KKL

P

T

P

Jp
KK

PL

LT

LP

JLp
KK

V

IMIM












        (3.130) 

        Here, ds is regulated to constant value using flux control. Hence, it is clear from 

(3.130) that the DC-current flowing in ac/dc/ac converter has a non-linear relationship 

between control variables like sr Q, and dcV . So it can be concluded that decoupled 

control of rsf QQ ,, and dcV can be done if the DC-link current coming out from RSC 

is taken as a disturbance for the GSC control.  

Now, from (3.86): 

        















































f

Qf

df

qffedffqffedffdffQf

qffedffdfQf

Lp

I

ILIRILILpIR

ILIRV







                    (3.131) 

From (3.131) and (3.127):  

         




























f

Qf

dfdrdrqrqrdc

qf

qf

Lp

MIMIM
M

I



4

3

3

41
                              (3.132) 

Combining (3.132) and (3.127) gives:  
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 

  
   P

drdrqrqr

qf
Qf

dc

O

f

qff

df

qf

df

qf IMIM
M

Lp

MLp

M

M

I

I





































































0

1

1
0

3

4




             (3.133) 

From (3.72): 

           qfqfdfdfdrdrqrqrdc IMIMIMIMCpV 
4

3

4

3
                                     (3.134) 

         






















 df

qf

df

drdrqrqrdc

qf

qf I
M

M
IMIMCpV

M
I

4

3

3

4
                              (3.135) 

From (3.84):  

         qffedffdf

f

qs

f ILIRV
L

V
pQ 

2

3
                                                             (3.136) 

        

 















qs

f

df

qffedffqffedffdff

f

qs

f

V

Q
I

ILIRILIpLIR
L

V
pQ

3

2

2

3


                      (3.137) 

Substituting (3.137) into (3.135):  

         
























qs

f

qf

df

drdrqrqrdc

qf

qf
V

Q

M

M
IMIMCpV

M
I

3

2

4

3

3

4
                         (3.138) 

Combining (3.138) and (3.137)  

        
 

  
   R

drdrqrqr

qf
f

dc

Q

qs

qsqf

df

qf

df

qf IMIM
M

Q

V

V

VM

M
pC

M

I

I























































0

1

3

2
0

3

2

3

4

          (3.139) 

From (3.92):  

        qfiqfqfiqfqfff IKIKILpR 







 



                                                               (3.140) 

From (3.93):  

        dfidfdfidfdfff IKIKILpR 







 



                                                               (3.141) 

Combining (3.140) and (3.141) gives:  
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        






















































df

qf

F

idf

idfff

iqf

iqfff

df

qf

I

I

K

KLpR

K

KLpR

I

I

  
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Substituting (3.132) and (3.139) in (3.142):  
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Solving (3.144) gives:  
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                                                   (3.145) 

Where 
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f
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If the measured quantities are assumed to be equal to the actual quantities, solving 

(3.144) gives:  
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Where 
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f
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Similarly, 
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2
2   

Here it should be noted that the inner current controller parameters are same for q and 

d-axis currents, i.e. idfiqf KK  . 

Combining (3.122), (3.123), (3.145) and (3.146) gives:  
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Combining (3.124), (3.125), (3.147) and (3.148) gives:  
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        As shown in (3.149) and (3.150), the transfer function matrices A and are both 

diagonal which verifies that all the four controlled quantities are independent of each 

other regardless of error in parameter estimation. That means, the controller design can 

be done independent of each other and combined them together for the overall control. 

According to (3.149) and (3.150), there exists a non-linear relation through the DC-link 

voltage controller which can be considered as a disturbance for the GSC control. 

 

3.4    Phase Locked Loop (PLL) 

        A PLL is designed to define the reference angle for qd transformation so that the 

stator voltage can be aligned along the q-axis and is included in the overall model of 

the system to make the designed system more realistic. Figure 3.4 shows the 3-phase 

PLL which takes the input as the measured DFIG terminal voltage sV and transforms it 

to qd-reference frame. PLL aligns the stator side voltage to q-axis by comparing d-axis 

load voltage with zero reference voltage. The voltage error signal is delivered through 

the PI controller to obtain the angular frequency of the terminal bus voltage.  

 

 

Figure 3.4 Block diagram of PLL control 

 

Hence in the PLL system:  

            sisissisds VVV   sin0sin                               (3.151) 

Now the error signal is given as:  sisds VVe   sin0  

If  si    is very small, then we can write:    sisi  sin  

From the block diagram in Figure 3.4,  sisV    is the input to the controller and e  

is the output from the controller. Hence,  
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Where 
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Now matching the denominator of (3.154) with the Butterworth second order 

polynomial
2

_0_0

2 2 pllpll pp   , the parameters of the controller are: 

        
s
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pllP
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K
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2
                                                                                                     (3.155) 

        
s
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V

K

2

_0

_


                                                                                                          (3.156) 

Where pll_0  is the bandwidth frequency of the PLL controller. 

        The PI controllers values used for the simulation study following above procedure. 

The switching frequency is taken as 1 kHz and the bandwidth of inner current controller 

is taken ten times that of outer loop controller, i.e.  

 swsw f**2  6280 rad/sec and
10

sw
inner


  ; 

10

inner
outer


   

 ocinner  0 628 rad/sec,  oQfoQsodcouter  62.8 rad/sec and owr 0.628 rad/s 

From (3.66):   rrdpqp RLKK 02 1.76 and from (3.67):  2

0 rdiqi LKK 783.6 

From (3.68): 
P

J
K wrPwr

2
2 0 8.26 and from (3.69):  2

0

2
wrIwr

P

J
K  3.65 

From (3.77):  dcdcPdc CK 02 5.32 and from (3.78):  dcdcIdc CK 2

0 236.63 

From (3.97):  ffCP RLK 01 2 1.77 and from (3.98):  fCI LK 2

01  788.76 

From (3.70):  QsPQsK 02 0.00022 and from (3.71):  2

QsIQsK  0.001 

From (3.89):  QfPQfK 02 0.0002 and from (3.90):  2

0QfIQfK  0.0093 

In PLL controller design, the switching frequency is taken as 2 kHz and the bandwidth 

of the PLL controller is taken as:  swsw f**2  12560 rad/sec and 
15

0
sw



837.3 rad/sec 

From (3.155): 
s

pll

pllP
V

K
_0

_

2
 = 2.10 and from (3.156): 
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pllI
V

K
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_0

_


 =1244.4 
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3.5    Simulation Results 

        Here, the profiles of the rotor and stator currents in the ABC frame are shown in 

Figure 3.5 and Figure 3.6, respectively. As shown in Figure 3.5 and Figure 3.6, the 

frequency of the stator currents is much higher than the rotor currents due to the reason 

that sr sff  where, s, is the slip. 

 

Figure 3.5 Stator phase current profiles. (ABC reference frame) 

 

Figure 3.6 Rotor phase current profiles. (ABC reference frame) 

 

       The electromagnetic torque in Figure 3.7 is also controlled by the rotor quadrature 

axis current. One can easily reach this conclusion through using equation (3.38). In 

Figure 3.8, the grid-side converter controller will attempt to maintain the DC-link 

voltage at 1200 volt. In this simulation, the ripple voltage across the capacitor was found 

to be as follows from Figure 3.9: 

                                                     Ripple=
1210−1180

1200
=2.5% 
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Figure 3.7 Mechanical torque vs Electromagnetic torque profiles 

 

Figure 3.8 DC-link voltage profile 

 

Figure 3.9 DC-link ripple voltage profile 

        Figure 3.10 shows the plot of stator voltages in q and d axis. The stator voltage is 

aligned along q-axis using the reference angle given by PLL and the d-axis stator 

voltage is regulated to be zero. Figure 3.11 shows the plot of stator fluxes in q and d 

axis. The q-axis stator flux is regulated to be zero and d-axis flux gives the total stator 

flux. 

 

Figure 3.10 Stator voltage profiles (DQ reference frame) 
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Figure 3.11 Stator flux profiles (DQ reference frame) 

Figure 3.12 and 3.13 show the plot of reference angle given by PLL to align the stator 

voltage along the q-axis. Figure 3.14 and 3.15 show the plot of rotor speed and 

synchronous speed respectively. 

 

Figure 3.12 Rotor angle 

 

Figure 3.13 Reference angle output from PLL 

 

Figure 3.14 Rotor speed 
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Figure 3.15 Synchronous speed 

 

Figure 3.16 Stator active power 

 

Figure 3.17 Stator reactive power 

 

Figure 3.18 Stator current profiles (DQ reference frame) 
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Figure 3.19 GSC d-axis modulation index 

 

Figure 3.20 GSC q-axis modulation index 

 

Figure 3.21 RSC d-axis modulation index 

 

Figure 3.22 RSC q-axis modulation index 

Figure 3.19 to 3.22 show the plot of GSC and RSC, dq-axes modulation indexes 

respectively. 
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Chapter 4 

 

Conclusions and Future Scope 

 

        A detailed simulation model of a DFIG-based wind turbine system is 

developed for the 1.5 MW wind turbine connected to the power grid. All of the 

primary components are modelled including the aerodynamic system of wind 

turbine, DFIG, rotor mechanical system, the overall control system, and the power 

grid. The stator side flux estimator is designed using a PLL system is embedded 

with the DFIG model which gives the reference angle to align the stator side voltage 

along the q-axis. 

        In this thesis, the modelling and control of a doubly-fed induction generator 

based wind turbine-generator system have been considered. More specifically, the 

modelling of different components, the control strategies for the back-to-back 

converter have been studied and analysed in detail. 

        As a basis of the research, the model of a wind turbine-generator system 

equipped with a doubly-fed induction generator was developed in a 

Matlab/Simulink environment, which simulates the dynamics of the system from 

the turbine rotor, where the kinetic wind energy is converted to the mechanical 

energy, to the generator, which transforms the mechanical power to electrical 

power, and then to the grid connection point, where the electric power is fed into 

the grid. The model of the wind turbine system includes the aerodynamic models of 

the wind turbine, the drive train system models, the back-to-back converter models, 

and the doubly-fed induction generator models. 

        Four control schemes were implemented in the wind turbine system, which 

are, the generator-side converter control, the grid-side converter control, the pitch 

angle control and the maximum power point tracking control, respectively. The 

objective of the vector-control scheme for the grid-side converter controller is used 

to maintain the constant voltage across the capacitor and produce a unity power 

factor operation of the grid. The vector control scheme for the generator-side 
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converter controller is used to regulating the torque, active power and reactive 

power. 

Some subjects for future studies are listed as follows: 

 Wind speed sensor-less control strategies should be studied, due to the fact 

that the anemometer may not accurately measure the wind speed. 

 Direct torque control and direct power control should be considered, 

because of the advantages of no current regulators, no coordinate 

transformations and specific modulations, and no current control loops. 

 Matrix converters are another interesting topic because of their ac to ac 

transformation ability. 

 The transient behaviours of the DFIG-based wind turbine system under 

disturbances of grid failures should be studied.   
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