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#### Abstract

We consider thin plates whose energy density is a quadratic function of the difference between the second fundamental form of the deformed configuration and a natural curvature tensor. This tensor either denotes the second fundamental form of the stress-free configuration, if it exists, or a target curvature tensor. In the latter case, residual stress arises from the geometrical frustration involved in the attempt to achieve the target curvature: as a result, the plate is naturally twisted, even in the absence of external forces or prescribed boundary conditions. Here, starting from this kind of plate energy, we derive a new variational one-dimensional model for naturally twisted ribbons by means of $\Gamma$-convergence. Our result generalizes, and corrects, the classical Sadowsky energy to geometrically frustrated anisotropic ribbons with a narrow, possibly curved, reference configuration.
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1. Introduction. Ribbons are ubiquitous in the physical world $[1,4,8,28,31]$. Recently, they have received a great deal of attention. This is true, in particular, for Möbius strips and helical bands, $[2,5,10,12,17,27,39,43]$. This renewed interest is also due to their manifold potential applications, which range from physics/electrotechnology to chemistry/nanotechnology $[14,25,32,34,38,40,41]$.

Geometrically a ribbon is a strip of thickness $h$, width $\varepsilon$, and centerline length $\ell$, with $h \ll \varepsilon \ll \ell$. Because of anisotropic prestrains, inhomogeneous swelling, plastic deformations, or differential growth, ribbons may not have a stress-free configuration. Hyperelastic theories for these bodies have been recently formulated in terms of deformations that are measured with respect to a reference metric rather than a reference configuration [11, 13].

Several plate models for these materials have been obtained by studying the $\Gamma$ limit of various scalings of the energy, as $h$ goes to zero. In particular, in $[22,30,36]$ the energy density of the deduced model is a quadratic function of the difference between the second fundamental form of the deformed configuration and a "natural" curvature tensor. This tensor either denotes the second fundamental form of the natural (stressfree) configuration or a target curvature tensor. In the latter case, residual stress

[^0]arises from the geometrical frustration involved in the attempt to achieve the target curvature: as a result, the ribbon is naturally twisted, even in the absence of external forces or prescribed boundary conditions (here and throughout the paper, by the word "twisted" we mean "forced out of its proper shape"; in the language of beam theory it would be "bent and twisted"). By controlling the natural curvature tensor one may select the shape spontaneously attained by the ribbon: this is the focus of several studies aimed at designing new structures [2, 29, 24, 35, 42, 45].

Given that also $\varepsilon \ll \ell$, after having let $h$ go to zero, it is interesting to find one-dimensional models that characterize very narrow strips, by considering the limit as $\varepsilon$ tends to zero. A limit energy for homogeneous, isotropic, elastic ribbons with a rectangular stress-free configuration was put forward by Sadowsky [33]; see [26] for a recent English translation. This energy, now known as the Sadowsky energy, depends on the curvature and torsion of the centerline of the band and it is singular at the points where the curvature vanishes. A formal justification of the Sadowsky energy was given by Wunderlich [44, 43]. Only very recently, in [18], it has been proved by means of $\Gamma$-convergence that the Sadowsky energy is correct for "large" curvature of the centerline of the strip, while for "small" curvature the correct limit energy is significantly different from the Sadowsky energy. We shall further address this point at the end of the introduction.

Before discussing the contents of our paper we mention that one-dimensional models could be obtained from the three-dimensional theory also by letting $h$ and $\varepsilon$ go to zero simultaneously. Within the nonlinear theory of elasticity for homogeneous bodies with a stress-free configuration, several limit energies, corresponding to different scalings, have been obtained in $[20,21]$. In a forthcoming paper we will show that one of the possible scalings delivers the energy of a nonfrustrated ribbon.

In the geometrically frustrated setting, one-dimensional models have been formally deduced from two-dimensional models in [9, 29, 24, 38] by following the procedure of Wunderlich [44, 43]. The models obtained in these papers do not coincide with the one rigorously derived here. The only rigorous model within the setting of frustrated ribbons has been obtained in [2]. There the authors consider isotropic ribbons that may not have a stress-free configuration and, by following the analysis carried out in [18], they deduce a one-dimensional model by means of $\Gamma$-convergence. Their nice model has partly inspired ours.

In this paper we consider a two-dimensional energy that coincides with that obtained in [36] by letting $h$ go to zero (see also [22, 30]). We assume the reference configuration to be given by a sequence of two-dimensional "thin" regions parametrized by $\varepsilon$. These regions are not necessarily rectangular; they may have a curved centerline and a smoothly varying width. The admissible deformations are isometries and their energy depends quadratically on the difference between the second fundamental form of the deformed configuration and a natural curvature tensor. Our model slightly generalizes the one considered in [9]; indeed, the two models coincide if we restrict our energy density to be isotropic. By letting the parameter $\varepsilon$ go to zero, under appropriate assumptions on the limit behavior of the natural curvature tensor, we identify the $\Gamma$-limit of the (suitably rescaled) sequence of energy functionals in a topology that ensures compactness of the sequence of minimizers.

Our result not only provides a rigorous derivation of the energy of a very narrow ribbon, but also corrects several formal justifications that are found in the literature. In addition, we allow the energy density to be anisotropic: an "intrinsic" anisotropy and not simply the one scattered by the presence of the natural curvature tensor as in $[6,7,23]$. Limit models within this generality, as far as we know, have not been
deduced, not even formally. We also prove a relaxation result for quadratic functionals with a determinant constraint (see section 5), that is of interest in its own right and is a fundamental ingredient to deal with the nonlinear isometry constraint in weak topologies.

The limit energy that we deduce depends on three vector fields (directors) $d_{1}, d_{2}$, and $d_{3}$, where $d_{1}$ is tangent to the limit deformation, $d_{2}$ represents the "transversal" orientation of the strip, and $d_{3}$ is orthogonal to $d_{1}$ and $d_{2}$. The system of directors may not be orthonormal; in fact, they are related to the geometry of the reference configuration by means of a covariant basis $D=\left(D_{1}, D_{2}\right)$ through the constraints

$$
d_{\alpha} \cdot d_{\beta}=D_{\alpha} \cdot D_{\beta}, \quad d_{1}^{\prime} \cdot\left(d_{3} \wedge d_{1}\right)=D_{1}^{\prime} \cdot\left(e_{3} \wedge D_{1}\right)
$$

The first constraint implies that the ribbon is unsherable and inextensible, while the second constraint is a consequence of the intrinsic nature of the geodesic curvature. The energy functional is then given by

$$
J\left(d_{1}, d_{2}, d_{3}\right)=\int_{-\ell / 2}^{\ell / 2} \bar{Q}\left(x_{1}, d_{1}^{\prime} \cdot d_{3}, d_{2}^{\prime} \cdot d_{3}\right) d s
$$

where $\ell$ is the length of the centerline of the strip. The quantities $d_{1}^{\prime} \cdot d_{3}$ and $d_{2}^{\prime}$. $d_{3}$ are usually called, within the theory of rods, bending strain and twisting strain, respectively. Denoting the energy density of the plate by $Q$, the limit energy density $\bar{Q}$ is defined in two steps: first, two positive constants $\alpha_{\mathbb{K}}^{+}$and $\alpha_{\mathbb{K}}^{-}$are defined by

$$
\alpha_{\mathbb{K}}^{ \pm}:=\sup \left\{\alpha>0: Q(M) \pm \alpha \operatorname{det} M \geq 0 \text { for every } M \in \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right\}
$$

and then the energy density $\bar{Q}$ is given by

$$
\begin{aligned}
\bar{Q}\left(x_{1}, \mu, \tau\right):=\min \{ & \left(Q\left(M-D^{-T} A^{\circ} D^{-1}\right)+\alpha_{\mathbb{K}}^{+}(\operatorname{det} M)^{+}+\alpha_{\mathbb{K}}^{-}(\operatorname{det} M)^{-}\right) \operatorname{det} D: \\
& \left.M=\mu D^{1} \otimes D^{1}+\tau\left(D^{1} \otimes D^{2}+D^{2} \otimes D^{1}\right)+\gamma D^{2} \otimes D^{2}, \gamma \in \mathbb{R}\right\},
\end{aligned}
$$

where $\left(D^{1}, D^{2}\right)$ denote the contravariant basis in the reference configuration, i.e., $D^{\alpha} \cdot D_{\beta}=\delta_{\alpha \beta}$, while $A^{\circ}=A^{\circ}\left(x_{1}\right)$ characterizes the limit behavior of the natural curvature tensor, and $(\operatorname{det} M)^{ \pm}$denote the positive and negative part of $\operatorname{det} M$.

In the very particular case considered by Sadowsky [33, 26] and Wunderlich [44, 43], which corresponds to $Q(M)=|M|^{2}, A^{\circ}=0$, and $D$ equal to the identity, the energy density reduces to

$$
\bar{Q}\left(x_{1}, \mu, \tau\right)= \begin{cases}\frac{\left(\mu^{2}+\tau^{2}\right)^{2}}{\mu^{2}} & \text { if } \mu^{2}>\tau^{2} \\ 4 \tau^{2} & \text { if } \mu^{2} \leq \tau^{2}\end{cases}
$$

and coincides with that found in [18]. If $\mu$ and $\tau$ are interpreted as the curvature and the torsion of the centerline of the band, this function agrees with the Sadowsky energy density only in the regime $\mu^{2}>\tau^{2}$; this is the large curvature regime to which we alluded earlier in the introduction.

The paper is organized as follows. In section 2 we introduce the sequence of energy functionals and in section 3 we rescale them on a fixed domain. In section 4 we study the compactness properties of sequences with bounded energy and state the $\Gamma$-convergence result. Section 5 is devoted to the relaxation of quadratic functionals
with a constraint on the determinant. This result is the crucial ingredient for the identification of the correct $\Gamma$-limit and is used in the proof of both the liminf and the limsup inequalities. The construction of the recovery sequence also requires several geometric and approximation results for isometric immersions, that are proved in section 6. Finally, in section 7 we prove the $\Gamma$-convergence result.
2. The energy of an inextensible elastic ribbon. We consider an inextensible elastic ribbon whose configurations in the three-dimensional space are isometric to a planar region $S_{\varepsilon}$, where $\varepsilon>0$ is a small parameter. The region $S_{\varepsilon} \subset \mathbb{R}^{2}$ will be taken as the reference configuration and its geometry will be specified below. Any smooth deformation $u: S_{\varepsilon} \rightarrow \mathbb{R}^{3}$ will satisfy the isometry constraint

$$
\begin{equation*}
(\nabla u)^{T}(\nabla u)=I \tag{1}
\end{equation*}
$$

where $I$ denotes the $2 \times 2$ identity matrix. In coordinates, (1) reads $\partial_{\alpha} u \cdot \partial_{\beta} u=\delta_{\alpha \beta}$. We denote by

$$
\nu_{u}=\partial_{1} u \wedge \partial_{2} u
$$

the unit normal to the deformed configuration $u\left(S_{\varepsilon}\right)$, and by $A_{u}: S_{\varepsilon} \rightarrow \mathbb{R}_{\text {sym }}^{2 \times 2}$ the second fundamental form of $u$. It is defined by $\left(A_{u}\right)_{\alpha \beta}:=\nu_{u} \cdot \partial_{\alpha} \partial_{\beta} u$, which can be equivalently written as $A_{u}=\nabla^{2} u_{i}\left(\nu_{u}\right)_{i}$. We recall that, since $u$ is an isometry, the Gaussian curvature of $u\left(S_{\varepsilon}\right)$ is zero, that is, the second fundamental form of $u$ satisfies

$$
\begin{equation*}
\operatorname{det} A_{u}=0 \quad \text { in } S_{\varepsilon} \tag{2}
\end{equation*}
$$

We assume the energy density of the strip to be quadratic and to depend on the second fundamental form, but we neither assume the material to be isotropic nor the reference configuration to be stress free. Let $A_{\varepsilon}^{\text {nat }} \in L^{2}\left(S_{\varepsilon} ; \mathbb{R}_{\text {sym }}^{2 \times 2}\right)$ be a symmetric tensor field that either represents the second fundamental form of a natural configuration (that is, $A_{\varepsilon}^{\text {nat }}=A_{u_{\varepsilon}^{\circ}}$ for some deformation $u_{\varepsilon}^{\circ}$ ) or a target curvature tensor field not necessarily corresponding to a configuration (this latter case is usually addressed as nonEuclidean ribbons). The bending rigidity is taken into account by a linear map $\mathbb{K}$ from $\mathbb{R}_{\text {sym }}^{2 \times 2}$ into itself. We assume $\mathbb{K}$ to be symmetric, i.e., $\mathbb{K} A \cdot B=\mathbb{K} B \cdot A$ for every $A, B \in \mathbb{R}_{\text {sym }}^{2 \times 2}$. Moreover, we assume $\mathbb{K}$ to be positive definite, i.e., there exists a constant $c>0$ such that $\mathbb{K} A \cdot A \geq c|A|^{2}$ for every $A \in \mathbb{R}_{\mathrm{sym}}^{2 \times 2}$.

The energy of the ribbon takes the form

$$
E_{\varepsilon}(u)=\frac{1}{2 \varepsilon} \int_{S_{\varepsilon}} \mathbb{K}\left(A_{u}(x)-A_{\varepsilon}^{\mathrm{nat}}(x)\right) \cdot\left(A_{u}(x)-A_{\varepsilon}^{\mathrm{nat}}(x)\right) d x
$$

Its domain of definition is the set of deformations $u \in W^{2,2}\left(S_{\varepsilon} ; \mathbb{R}^{3}\right)$ that satisfy the constraint (1). The choice of this model as the starting point of our analysis is motivated by the work [36], where this energy is rigorously deduced by means of a rigorous three-dimensional-two-dimensional limit (see also [22, 30] for related models).

The region $\boldsymbol{S}_{\boldsymbol{\varepsilon}}$. To define the region $S_{\varepsilon}$ we introduce the rectangle $\Omega_{\varepsilon}=I \times$ $(-\varepsilon / 2, \varepsilon / 2)$, where $I$ denotes the interval $(-\ell / 2, \ell / 2)$ with $\ell>0$. Then

$$
S_{\varepsilon}=\chi\left(\Omega_{\varepsilon}\right)
$$

where $\chi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is an injective orientation preserving map of class $C^{2}$. We assume that

$$
\left|\partial_{1} \chi\right|\left(x_{1}, 0\right)=1 \quad \forall x_{1} \in \mathbb{R}
$$

so that the length of the curve $\chi\left(\left\{x_{2}=0\right\}\right)$ in $S_{\varepsilon}$ is also equal to $\ell$.


Fig. 1. A ribbon having a nonrectangular parallelogram as reference $S_{\varepsilon}$.

Set $\Omega:=I \times(-1 / 2,1 / 2)$ and let $\rho_{\varepsilon}: \Omega \rightarrow \Omega_{\varepsilon}$ be defined by $\rho_{\varepsilon}(x):=\left(x_{1}, \varepsilon x_{2}\right)$. We define

$$
D^{\varepsilon}:=(\nabla \chi) \circ \rho_{\varepsilon}
$$

and

$$
D_{\alpha}^{\varepsilon}:=D^{\varepsilon} e_{\alpha}=\left(\partial_{\alpha} \chi\right) \circ \rho_{\varepsilon}
$$

The pair of vectors $D_{1}^{\varepsilon}$ and $D_{2}^{\varepsilon}$ is the covariant basis in the reference configuration.
For later use we note that there exists a constant $c>0$ such that

$$
\begin{equation*}
c \leq \operatorname{det} D^{\varepsilon}(x) \leq \frac{1}{c}, \quad c \leq\left|D^{\varepsilon}(x)\right| \leq \frac{1}{c} \quad \text { for every } x \in \Omega \tag{3}
\end{equation*}
$$

and that

$$
\begin{equation*}
D^{\varepsilon} \rightarrow \nabla \chi(\cdot, 0)=: D \tag{4}
\end{equation*}
$$

uniformly. We set $D_{\alpha}:=D e_{\alpha}$ and remark that $\left|D_{1}\right|=1$.
Remark 1. We note that by allowing $D_{1} \cdot D_{2} \neq 0$, ribbons as depicted, for instance, in Figure 1 are covered by our analysis.
3. The rescaled bending energy. Let $\chi_{\varepsilon}: \Omega \rightarrow S_{\varepsilon}$ be the function

$$
\chi_{\varepsilon}:=\chi \circ \rho_{\varepsilon}
$$

that maps the fixed rectangular region into the reference configuration.


Setting

$$
R^{\varepsilon}:=\nabla \rho_{\varepsilon}=e_{1} \otimes e_{1}+\varepsilon e_{2} \otimes e_{2}
$$

we have $\nabla \chi_{\varepsilon}=D^{\varepsilon} R^{\varepsilon}$. With a given deformation $u: S_{\varepsilon} \rightarrow \mathbb{R}^{3}$ we associate a rescaled deformation $y: \Omega \rightarrow \mathbb{R}^{3}$ by setting

$$
y:=u \circ \chi_{\varepsilon}
$$

Then $\nabla y=(\nabla u) \circ \chi_{\varepsilon} \nabla \chi_{\varepsilon}$, which can be rewritten in terms of the directors of the reference configuration as

$$
\begin{equation*}
\partial_{1} y=(\nabla u) \circ \chi_{\varepsilon} D_{1}^{\varepsilon}, \quad \frac{\partial_{2} y}{\varepsilon}=(\nabla u) \circ \chi_{\varepsilon} D_{2}^{\varepsilon} \tag{5}
\end{equation*}
$$

As $u$ satisfies (1), we immediately deduce that

$$
\begin{align*}
& \partial_{1} y \cdot \partial_{1} y=D_{1}^{\varepsilon} \cdot D_{1}^{\varepsilon} \\
& \partial_{1} y \cdot \frac{\partial_{2} y}{\varepsilon}=D_{1}^{\varepsilon} \cdot D_{2}^{\varepsilon}  \tag{6}\\
& \frac{\partial_{2} y}{\varepsilon} \cdot \frac{\partial_{2} y}{\varepsilon}=D_{2}^{\varepsilon} \cdot D_{2}^{\varepsilon}
\end{align*}
$$

Thus, $u \in W^{2,2}\left(S_{\varepsilon} ; \mathbb{R}^{3}\right)$ satisfies (1) if and only if the rescaled deformation $y$ belongs to the space

$$
W_{\text {iso }, \varepsilon}^{2,2}\left(\Omega ; \mathbb{R}^{3}\right):=\left\{y \in W^{2,2}\left(\Omega ; \mathbb{R}^{3}\right): y \text { satisfies (6) a.e. in } \Omega\right\}
$$

Let

$$
n_{y}:=\nu_{u} \circ \chi_{\varepsilon}=\frac{\partial_{1} y \wedge \varepsilon^{-1} \partial_{2} y}{\left|\partial_{1} y \wedge \varepsilon^{-1} \partial_{2} y\right|}
$$

denote the unit normal to $y(\Omega)$. The second fundamental forms of $u$ and $y$ are related by the formula

$$
\begin{equation*}
\nabla^{2} y_{i}\left(n_{y}\right)_{i}=\nabla \chi_{\varepsilon}^{T} A_{u} \circ \chi_{\varepsilon} \nabla \chi_{\varepsilon} \tag{7}
\end{equation*}
$$

Indeed, straightforward computations lead to

$$
\partial_{\alpha} \partial_{\beta} y_{i}=\left(\nabla \chi_{\varepsilon}^{T} \nabla^{2} u_{i} \circ \chi_{\varepsilon} \nabla \chi_{\varepsilon}\right)_{\alpha \beta}+\nabla u_{i} \circ \chi_{\varepsilon} \cdot \partial_{\alpha} \partial_{\beta} \chi_{\varepsilon}
$$

from which (7) immediately follows since $u$ is an isometry. From (7) we deduce that

$$
\begin{equation*}
A_{u} \circ \chi_{\varepsilon}=\left(D^{\varepsilon}\right)^{-T} A_{y, \varepsilon}\left(D^{\varepsilon}\right)^{-1} \tag{8}
\end{equation*}
$$

where

$$
A_{y, \varepsilon}:=\left(R^{\varepsilon}\right)^{-1} \nabla^{2} y_{i}\left(n_{y}\right)_{i}\left(R^{\varepsilon}\right)^{-1}
$$

is the rescaled second fundamental form of $y$. This can be rewritten in a more explicit form as

$$
A_{y, \varepsilon}=n_{y} \cdot \partial_{1} \partial_{1} y e_{1} \otimes e_{1}+n_{y} \cdot \frac{\partial_{1} \partial_{2} y}{\varepsilon}\left(e_{1} \otimes e_{2}+e_{2} \otimes e_{1}\right)+n_{y} \cdot \frac{\partial_{2} \partial_{2} y}{\varepsilon^{2}} e_{2} \otimes e_{2}
$$

By (2) we immediately have that

$$
\begin{equation*}
\operatorname{det} A_{y, \varepsilon}=0 \quad \text { a.e. in } \Omega \tag{9}
\end{equation*}
$$

The energy in terms of the rescaled deformation is given by $J_{\varepsilon}: W_{\text {iso }, \varepsilon}^{2,2}\left(\Omega ; \mathbb{R}^{3}\right) \rightarrow$ $[0,+\infty)$, defined as

$$
\begin{equation*}
J_{\varepsilon}(y)=\frac{1}{2} \int_{\Omega} \mathbb{K}\left(\left(D^{\varepsilon}\right)^{-T}\left(A_{y, \varepsilon}-A_{\varepsilon}^{\circ}\right)\left(D^{\varepsilon}\right)^{-1}\right) \cdot\left(D^{\varepsilon}\right)^{-T}\left(A_{y, \varepsilon}-A_{\varepsilon}^{\circ}\right)\left(D^{\varepsilon}\right)^{-1} \operatorname{det} D^{\varepsilon} d x \tag{10}
\end{equation*}
$$

where we have set

$$
\begin{equation*}
A_{\varepsilon}^{\circ}:=\left(D^{\varepsilon}\right)^{T} A_{\varepsilon}^{\mathrm{nat}} \circ \chi_{\varepsilon} D^{\varepsilon} \tag{11}
\end{equation*}
$$

We note that the relation between the bending energy and the rescaled energy is $J_{\varepsilon}(y)=E_{\varepsilon}(u)$.
4. Compactness and $\Gamma$-limit. Hereafter, we assume that

$$
\begin{equation*}
A_{\varepsilon}^{\circ} \rightarrow A^{\circ} \quad \text { in } L^{2}\left(\Omega ; \mathbb{R}^{2 \times 2}\right) \tag{12}
\end{equation*}
$$

with $A^{\circ}=A^{\circ}\left(x_{1}\right)$, that is, $A^{\circ} \in L^{2}\left(I ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$.
Lemma 2. Let $\left(y_{\varepsilon}\right) \subset W_{\text {iso }, \varepsilon}^{2,2}\left(S ; \mathbb{R}^{3}\right)$ be a sequence of scaled isometries such that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} J_{\varepsilon}\left(y_{\varepsilon}\right)<\infty \tag{13}
\end{equation*}
$$

Then, up to a subsequence and additive constants, there exist a deformation $y \in$ $W^{2,2}\left(I ; \mathbb{R}^{3}\right)$ and three vector fields $d_{1}, d_{2} \in W^{1,2}\left(I ; \mathbb{R}^{3}\right)$ and $d_{3}:=\left(d_{1} \wedge d_{2}\right) /\left|d_{1} \wedge d_{2}\right|$ satisfying

$$
\begin{gather*}
d_{1}=y^{\prime}, \quad d_{\alpha} \cdot d_{\beta}=D_{\alpha} \cdot D_{\beta}  \tag{14}\\
d_{1}^{\prime} \cdot\left(d_{3} \wedge d_{1}\right)=D_{1}^{\prime} \cdot\left(e_{3} \wedge D_{1}\right) \tag{15}
\end{gather*}
$$

almost everywhere in $I$, such that

$$
\begin{equation*}
y_{\varepsilon} \rightharpoonup y \text { in } W^{2,2}\left(\Omega ; \mathbb{R}^{3}\right), \quad \partial_{1} y_{\varepsilon} \rightharpoonup d_{1} \text { in } W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right), \quad \frac{\partial_{2} y_{\varepsilon}}{\varepsilon} \rightharpoonup d_{2} \text { in } W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right) \tag{16}
\end{equation*}
$$

and $A_{y_{\varepsilon}, \varepsilon} \rightharpoonup A$ in $L^{2}\left(\Omega ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$, where

$$
\begin{equation*}
A=d_{1}^{\prime} \cdot d_{3} e_{1} \otimes e_{1}+d_{2}^{\prime} \cdot d_{3}\left(e_{1} \otimes e_{2}+e_{2} \otimes e_{1}\right)+\gamma e_{2} \otimes e_{2} \tag{17}
\end{equation*}
$$

for some $\gamma \in L^{2}(\Omega)$.
Remark 3. Lemma 2 naturally extends to a more intrinsic setting, where the deformation $v:=u \circ \chi$ is considered as the natural variable and the energy is defined on the class of isometric immersions of the surface $\Omega_{\varepsilon}$ endowed with a given Riemannian metric $g$ (which in the present case coincides with $\left.(\nabla \chi)^{T}(\nabla \chi)\right)$. In this setting formulas (14) and (15) follow from the continuity of $g$ and of the metric connection (Christoffel symbols) defined by $g$. A similar remark applies to Theorem 5(i) below. Details on this general approach will be given in a forthcoming paper [19].

Proof of Lemma 2. Let $\left(y_{\varepsilon}\right) \subset W_{\text {iso }, \varepsilon}^{2,2}\left(S ; \mathbb{R}^{3}\right)$ be a sequence satisfying (13). Then, by using the fact that $\mathbb{K}$ is positive definite and (3), we find

$$
\begin{aligned}
C & >c \int_{\Omega}\left|\left(D^{\varepsilon}\right)^{-T}\left(A_{y_{\varepsilon}, \varepsilon}-A_{\varepsilon}^{\circ}\right)\left(D^{\varepsilon}\right)^{-1}\right|^{2} \operatorname{det} D^{\varepsilon} d x \\
& \geq c \int_{\Omega}\left|A_{y_{\varepsilon}, \varepsilon}-A_{\varepsilon}^{\circ}\right|^{2} /\left|D^{\varepsilon}\right|^{4} d x \geq c \int_{\Omega}\left|A_{y_{\varepsilon}, \varepsilon}-A_{\varepsilon}^{\circ}\right|^{2} d x
\end{aligned}
$$

where the second inequality holds since there exists a constant $c>0$ such that $|B A C| \geq c|A| /\left(\left|B^{-1}\right|\left|C^{-1}\right|\right)$ for every matrix $A$ and any invertible matrices $B$ and $C$.
Thus, from (12) it follows that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0}\left\|A_{y_{\varepsilon}, \varepsilon}\right\|_{L^{2}(\Omega)}<+\infty \tag{18}
\end{equation*}
$$

Also, combining the fact that $y_{\varepsilon} \in W_{\text {iso }, \varepsilon}^{2,2}\left(\Omega ; \mathbb{R}^{3}\right)$ with (3) gives the bound

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0}\left(\left\|\partial_{1} y_{\varepsilon}\right\|_{L^{\infty}(\Omega)}+\left\|\varepsilon^{-1} \partial_{2} y_{\varepsilon}\right\|_{L^{\infty}(\Omega)}\right)<+\infty \tag{19}
\end{equation*}
$$

We now show that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0}\left(\left\|\partial_{1} \partial_{1} y_{\varepsilon}\right\|_{L^{2}(\Omega)}+\left\|\varepsilon^{-1} \partial_{1} \partial_{2} y_{\varepsilon}\right\|_{L^{2}(\Omega)}+\left\|\varepsilon^{-2} \partial_{2} \partial_{2} y_{\varepsilon}\right\|_{L^{2}(\Omega)}\right)<+\infty \tag{20}
\end{equation*}
$$

To prove this it is convenient to set

$$
d_{1}^{\varepsilon}=\partial_{1} y_{\varepsilon}, \quad d_{2}^{\varepsilon}=\frac{\partial_{2} y_{\varepsilon}}{\varepsilon}, \quad d_{\varepsilon}^{1}=-\frac{n_{y_{\varepsilon}} \wedge d_{2}^{\varepsilon}}{\left|d_{1}^{\varepsilon} \wedge d_{2}^{\varepsilon}\right|}, \quad d_{\varepsilon}^{2}=\frac{n_{y_{\varepsilon}} \wedge d_{1}^{\varepsilon}}{\left|d_{1}^{\varepsilon} \wedge d_{2}^{\varepsilon}\right|}
$$

Since $d_{\alpha}^{\varepsilon}=(\nabla u) \circ \chi_{\varepsilon} D_{\alpha}^{\varepsilon}\left(\right.$ see (5)), and $u$ is an isometry, we have that $\left|d_{1}^{\varepsilon} \wedge d_{2}^{\varepsilon}\right|=$ $\left|D_{1}^{\varepsilon} \wedge D_{2}^{\varepsilon}\right|$. Thus, from (3) and (19) we deduce that

$$
\limsup _{\varepsilon \rightarrow 0}\left(\left\|d_{1}^{\varepsilon}\right\|_{L^{\infty}(\Omega)}+\left\|d_{2}^{\varepsilon}\right\|_{L^{\infty}(\Omega)}+\left\|d_{\varepsilon}^{1}\right\|_{L^{\infty}(\Omega)}+\left\|d_{\varepsilon}^{2}\right\|_{L^{\infty}(\Omega)}\right)<+\infty
$$

Moreover, since $d_{\alpha}^{\varepsilon} \cdot d_{\varepsilon}^{\beta}=\delta_{\alpha \beta}$, we have

$$
\begin{equation*}
\partial_{1} \partial_{1} y_{\varepsilon}=\left(\partial_{1} \partial_{1} y_{\varepsilon} \cdot \partial_{1} y_{\varepsilon}\right) d_{\varepsilon}^{1}+\left(\partial_{1} \partial_{1} y_{\varepsilon} \cdot \varepsilon^{-1} \partial_{2} y_{\varepsilon}\right) d_{\varepsilon}^{2}+\left(\partial_{1} \partial_{1} y_{\varepsilon} \cdot n_{y_{\varepsilon}}\right) n_{y_{\varepsilon}} \tag{21}
\end{equation*}
$$

By differentiating the first two identities in (6) with respect to $x_{1}$ we obtain

$$
\partial_{1} \partial_{1} y_{\varepsilon} \cdot \partial_{1} y_{\varepsilon}=\partial_{1} D_{1}^{\varepsilon} \cdot D_{1}^{\varepsilon}
$$

and
$\partial_{1} \partial_{1} y_{\varepsilon} \cdot \varepsilon^{-1} \partial_{2} y_{\varepsilon}=\partial_{1}\left(D_{1}^{\varepsilon} \cdot D_{2}^{\varepsilon}\right)-\partial_{1} y_{\varepsilon} \cdot \varepsilon^{-1} \partial_{1} \partial_{2} y_{\varepsilon}=\partial_{1}\left(D_{1}^{\varepsilon} \cdot D_{2}^{\varepsilon}\right)-(2 \varepsilon)^{-1} \partial_{2}\left(D_{1}^{\varepsilon} \cdot D_{1}^{\varepsilon}\right)$,
where the last equality follows by differentiating the first identity in (6) with respect to $x_{2}$. Applying these formulas in (21) yields
(22) $\partial_{1} \partial_{1} y_{\varepsilon}=\left(\partial_{1} D_{1}^{\varepsilon} \cdot D_{1}^{\varepsilon}\right) d_{\varepsilon}^{1}+\left[\partial_{1}\left(D_{1}^{\varepsilon} \cdot D_{2}^{\varepsilon}\right)-(2 \varepsilon)^{-1} \partial_{2}\left(D_{1}^{\varepsilon} \cdot D_{1}^{\varepsilon}\right)\right] d_{\varepsilon}^{2}+\left(e_{1} \cdot A_{y_{\varepsilon}, \varepsilon} e_{1}\right) n_{y_{\varepsilon}}$,
where we also used the definition of $A_{y_{\varepsilon}, \varepsilon}$. Since

$$
\varepsilon^{-1} \partial_{2}\left(D_{1}^{\varepsilon} \cdot D_{1}^{\varepsilon}\right)=\varepsilon^{-1} \partial_{2}\left[\left(\partial_{1} \chi \cdot \partial_{1} \chi\right) \circ \rho_{\varepsilon}\right]=\left[\partial_{2}\left(\partial_{1} \chi \cdot \partial_{1} \chi\right)\right] \circ \rho_{\varepsilon}
$$

it follows that the first two terms on the right-hand side of (22) are uniformly bounded in $L^{\infty}$, while the third is bounded in $L^{2}$ by (18). We have therefore proved that $\limsup _{\varepsilon \rightarrow 0}\left\|\partial_{1} \partial_{1} y_{\varepsilon}\right\|_{L^{2}(\Omega)}<+\infty$. The other two bounds appearing in (20) are proven similarly.

From (19) and (20) we infer that, up to additive constants, the sequence $\left(y_{\varepsilon}\right)$ is uniformly bounded in $W^{2,2}\left(\Omega ; \mathbb{R}^{3}\right)$. Therefore, up to subsequences, we have that $y_{\varepsilon} \rightharpoonup y$ in $W^{2,2}\left(\Omega ; \mathbb{R}^{3}\right)$ and strongly in $W^{1, p}\left(\Omega ; \mathbb{R}^{3}\right)$ for every $p<\infty$. Inequality (19)
implies that $y$ is independent of $x_{2}$. The convergence just stated also implies that $\partial_{1} y_{\varepsilon} \rightharpoonup d_{1}$ weakly in $W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)$ and strongly in $L^{p}\left(\Omega ; \mathbb{R}^{3}\right)$ for every $p<\infty$, with $d_{1}$ independent of $x_{2}$ and $d_{1}=y^{\prime}$ almost everywhere in $I$.

Still from (19) and (20) we deduce that, up to subsequences, $\varepsilon^{-1} \partial_{2} y_{\varepsilon} \rightharpoonup d_{2}$ weakly in $W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)$ and strongly in $L^{p}\left(\Omega ; \mathbb{R}^{3}\right)$ for every $p<\infty$, with $d_{2}$ independent of $x_{2}$. Now, by passing to the limit in (6) we find $d_{\alpha} \cdot d_{\beta}=D_{\alpha} \cdot D_{\beta}$.

Since

$$
n_{y_{\varepsilon}}=\frac{\partial_{1} y_{\varepsilon} \wedge \varepsilon^{-1} \partial_{2} y_{\varepsilon}}{\left|\partial_{1} y_{\varepsilon} \wedge \varepsilon^{-1} \partial_{2} y_{\varepsilon}\right|}=\frac{\partial_{1} y_{\varepsilon} \wedge \varepsilon^{-1} \partial_{2} y_{\varepsilon}}{\left|D_{1}^{\varepsilon} \wedge D_{2}^{\varepsilon}\right|}
$$

we have that $n_{y_{\varepsilon}, \varepsilon} \rightarrow d_{3}$ in $L^{p}\left(S ; \mathbb{R}^{3}\right)$ for every $p<\infty$, where $d_{3}=\left(d_{1} \wedge d_{2}\right) /\left|d_{1} \wedge d_{2}\right|$.
The constraint (15) follows from the fact that the geodesic curvature is intrinsic, i.e., the geodesic curvatures of two isometric curves are equal (see [37]), that is,

$$
\frac{\partial_{1} \partial_{1} y_{\varepsilon} \cdot\left(n_{y_{\varepsilon}} \wedge \partial_{1} y_{\varepsilon}\right)}{\left|\partial_{1} y_{\varepsilon}\right|^{3}}=\frac{\partial_{1} \partial_{1} \chi_{\varepsilon} \cdot\left(e_{3} \wedge \partial_{1} \chi_{\varepsilon}\right)}{\left|\partial_{1} \chi_{\varepsilon}\right|^{3}}
$$

Rearranging and passing to the limit we find

$$
\partial_{1} d_{1} \cdot\left(d_{3} \wedge d_{1}\right)=\frac{\partial_{1} D_{1} \cdot\left(e_{3} \wedge D_{1}\right)}{\left|D_{1}\right|^{3}}\left|d_{1}\right|^{3}
$$

and the equality (15) follows since $\left|D_{1}\right|=\left|d_{1}\right|=1$.
Finally, up to subsequences, we have that $A_{y_{\varepsilon}, \varepsilon}$ weakly converges to a matrix field $A$ in $L^{2}\left(S ; \mathbb{R}_{\text {sym }}^{2 \times 2}\right)$. By using the convergences established above, it follows that $e_{1} \cdot A e_{1}=y^{\prime \prime} \cdot d_{3}$ and $e_{1} \cdot A e_{2}=d_{2}^{\prime} \cdot d_{3}$. The entry $e_{2} \cdot A e_{2}$ cannot be identified in terms of $y, d_{2}$, and $d_{3}$ and is set equal to $\gamma$ in the statement.

The vector fields $d_{1}, d_{2}$, and $d_{3}$ are usually called directors: $d_{1}$ is tangent to the deformation $y, d_{2}$ represents the transversal orientation of the strip, and $d_{3}$ is orthogonal to $d_{1}$ and $d_{2}$. The limiting values of the 11 and 12 components of the second fundamental form are measures of flexure and twist, respectively; cf. [3]. We also note that the constraint $\operatorname{det} A_{y_{\varepsilon}, \varepsilon}=0$, which holds for every $\varepsilon$, does not pass to the limit. Indeed, the limit matrix field $A$ in (17) may have determinant different from zero. The constraint in (14) asserts that the limiting beam is inextensible, while (15) asserts that the limiting beam has the same geodesic curvature of the reference.

In order to state the $\Gamma$-convergence result we first introduce some definitions. We set

$$
\begin{aligned}
& \mathcal{A}:=\left\{\left(d_{1}, d_{2}, d_{3}\right) \in W^{1,2}\left(I ; \mathbb{R}^{3 \times 3}\right): d_{\alpha} \cdot d_{\beta}=D_{\alpha} \cdot D_{\beta}, d_{3}=\frac{d_{1} \wedge d_{2}}{\left|d_{1} \wedge d_{2}\right|}\right. \\
&\text { and } \left.d_{1}^{\prime} \cdot\left(d_{3} \wedge d_{1}\right)=D_{1}^{\prime} \cdot\left(e_{3} \wedge D_{1}\right) \text { a.e. in } I\right\}
\end{aligned}
$$

and

$$
Q(M):=\frac{1}{2} \mathbb{K} M \cdot M
$$

By means of this quadratic energy density we define the constants

$$
\alpha_{\mathbb{K}}^{+}:=\sup \left\{\alpha>0: Q(M)+\alpha \operatorname{det} M \geq 0 \text { for every } M \in \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right\}
$$

and

$$
\alpha_{\mathbb{K}}^{-}:=\sup \left\{\alpha>0: Q(M)-\alpha \operatorname{det} M \geq 0 \text { for every } M \in \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right\}
$$

The limiting energy density is the function $\bar{Q}: I \times \mathbb{R} \times \mathbb{R} \rightarrow[0,+\infty)$ defined by

$$
\begin{aligned}
\bar{Q}\left(x_{1}, \mu, \tau\right):=\min \{ & Q\left(D\left(x_{1}\right)^{-T}\left(A-A^{\circ}\left(x_{1}\right)\right) D\left(x_{1}\right)^{-1}\right) \operatorname{det} D\left(x_{1}\right) \\
& \left.+\alpha_{\mathbb{K}}^{+} \frac{(\operatorname{det} A)^{+}}{\operatorname{det} D\left(x_{1}\right)}+\alpha_{\mathbb{K}}^{-} \frac{(\operatorname{det} A)^{-}}{\operatorname{det} D\left(x_{1}\right)}: A=\left(\begin{array}{cc}
\mu & \tau \\
\tau & \gamma
\end{array}\right), \gamma \in \mathbb{R}\right\}
\end{aligned}
$$

for every $x_{1} \in I, \mu, \tau \in \mathbb{R}$, where $(\operatorname{det} A)^{+}:=\operatorname{det} A \vee 0$, $(\operatorname{det} A)^{-}:=-(\operatorname{det} A \wedge 0)$, and $D\left(x_{1}\right)=\nabla \chi\left(x_{1}, 0\right)$. The $\Gamma$-limit functional $J: \mathcal{A} \rightarrow \mathbb{R}$ is given by

$$
J\left(d_{1}, d_{2}, d_{3}\right):=\int_{I} \bar{Q}\left(x_{1}, d_{1}^{\prime} \cdot d_{3}, d_{2}^{\prime} \cdot d_{3}\right) d x_{1}
$$

for every $\left(d_{1}, d_{2}, d_{3}\right) \in \mathcal{A}$.
Remark 4. Let $D^{\alpha}:=D^{-T} e_{\alpha}$ be the contravariant vectors in the reference configurations, i.e., $D^{\alpha} \cdot D_{\beta}=\delta_{\alpha \beta}$. It is easy to see that $\bar{Q}$ also has the following characterization:

$$
\begin{aligned}
\bar{Q}\left(x_{1}, \mu, \tau\right):=\min \{ & \left(Q\left(M-D^{-T} A^{\circ} D^{-1}\right)+\alpha_{\mathbb{K}}^{+}(\operatorname{det} M)^{+}+\alpha_{\mathbb{K}}^{-}(\operatorname{det} M)^{-}\right) \operatorname{det} D: \\
& \left.M=\mu D^{1} \otimes D^{1}+\tau\left(D^{1} \otimes D^{2}+D^{2} \otimes D^{1}\right)+\gamma D^{2} \otimes D^{2}, \gamma \in \mathbb{R}\right\} .
\end{aligned}
$$

We are now in a position to state the $\Gamma$-convergence result.
Theorem 5. As $\varepsilon \rightarrow 0$, the sequence $\left(J_{\varepsilon}\right) \Gamma$-converges to the functional $J$ in the following sense:
(i) (liminf inequality) for every sequence $\left(y_{\varepsilon}\right) \subset W_{\text {iso }, \varepsilon}^{2,2}\left(\Omega ; \mathbb{R}^{3}\right), y \in W^{2,2}\left(I ; \mathbb{R}^{3}\right)$, and $\left(d_{1}, d_{2}, d_{3}\right) \in \mathcal{A}$ such that $y^{\prime}=d_{1}$ a.e. in $I, y_{\varepsilon} \rightharpoonup y$ in $W^{2,2}\left(\Omega ; \mathbb{R}^{3}\right)$, $\partial_{1} y_{\varepsilon} \rightharpoonup d_{1}$ and $\frac{\partial_{2} y_{\varepsilon}}{\varepsilon} \rightharpoonup d_{2}$ in $W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)$, we have that

$$
\liminf _{\varepsilon \rightarrow 0} J_{\varepsilon}\left(y_{\varepsilon}\right) \geq J\left(d_{1}, d_{2}, d_{3}\right)
$$

(ii) (recovery sequence) for every $\left(d_{1}, d_{2}, d_{3}\right) \in \mathcal{A}$ there exists a sequence $\left(y_{\varepsilon}\right) \subset$ $W_{\mathrm{iso}, \varepsilon}^{2,2}\left(\Omega ; \mathbb{R}^{3}\right)$ such that $y_{\varepsilon} \rightharpoonup y$ in $W^{2,2}\left(\Omega ; \mathbb{R}^{3}\right), \partial_{1} y_{\varepsilon} \rightharpoonup d_{1}$ and $\frac{\partial_{2} y_{\varepsilon}}{\varepsilon} \rightharpoonup d_{2}$ in $W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)$, and

$$
\limsup _{\varepsilon \rightarrow 0} J_{\varepsilon}\left(y_{\varepsilon}\right) \leq J\left(d_{1}, d_{2}, d_{3}\right)
$$

where $y$ is defined up to a constant by $y^{\prime}=d_{1}$ a.e. in $I$.
Theorem 5 will be proved in section 7 . The proof will be based on two main ingredients: a relaxation result, which is the subject of the next section, and a geometric construction of isometric immersions done in section 6.

We conclude this section with some examples. By the assumptions made on the tensor $\mathbb{K}$, in a fixed orthonormal basis we may write

$$
\frac{1}{2} \mathbb{K} M \cdot M=\frac{1}{2} \mathbb{K}_{\alpha \beta \gamma \delta} M_{\alpha \beta} M_{\gamma \delta}=\frac{1}{2}\left(\begin{array}{ccc}
\mathbb{K}_{1111} & \mathbb{K}_{1122} & \mathbb{K}_{1112} \\
\mathbb{K}_{1122} & \mathbb{K}_{2222} & \mathbb{K}_{1222} \\
\mathbb{K}_{1112} & \mathbb{K}_{1222} & \mathbb{K}_{1212}
\end{array}\right)\left(\begin{array}{c}
M_{11} \\
M_{22} \\
2 M_{12}
\end{array}\right) \cdot\left(\begin{array}{c}
M_{11} \\
M_{22} \\
2 M_{12}
\end{array}\right)
$$

Example 6. We consider an orthotropic material with respect to the chosen axes, i.e., we assume $\mathbb{K}_{1112}=\mathbb{K}_{1222}=0$. We set $2 K_{11}=\mathbb{K}_{1111}, 2 K_{12}=\mathbb{K}_{1122}, 2 K_{22}=$ $\mathbb{K}_{2222}$, and $2 K_{33}=\mathbb{K}_{1212}$. Then, setting $m=\left(M_{11}, M_{22}, 2 M_{12}\right)^{T} \in \mathbb{R}^{3}$, we have

$$
Q(M) \pm \alpha \operatorname{det} M=(\mathbb{C} \pm \alpha \mathbb{D}) m \cdot m
$$

where

$$
\mathbb{C} \pm \alpha \mathbb{D}=\left(\begin{array}{ccc}
K_{11} & K_{12} & 0 \\
K_{12} & K_{22} & 0 \\
0 & 0 & K_{33}
\end{array}\right) \pm \alpha\left(\begin{array}{ccc}
0 & \frac{1}{2} & 0 \\
\frac{1}{2} & 0 & 0 \\
0 & 0 & -\frac{1}{4}
\end{array}\right)
$$

By definition, $\alpha^{ \pm}$is the largest value of $\alpha$ for which all the eigenvalues of $\mathbb{C} \pm \alpha \mathbb{D}$ are greater than or equal to zero. A simple computation shows that the eigenvalues of $\mathbb{C} \pm \alpha \mathbb{D}$ are

$$
K_{33} \mp \frac{\alpha}{4}, \quad \frac{K_{11}+K_{22}}{2}-\left(\left(\frac{K_{11}-K_{22}}{2}\right)^{2}+\left(K_{12} \pm \frac{\alpha}{2}\right)^{2}\right)^{1 / 2}
$$

where we omitted the third eigenvalue since it is always positive. By imposing these expressions to be always greater than or equal to zero we find

$$
\begin{aligned}
& \alpha_{\mathbb{K}}^{+}=\min \left\{4 K_{33}, 2\left(\sqrt{K_{11} K_{22}}-K_{12}\right)\right\}, \\
& \alpha_{\mathbb{K}}^{-}=2\left(\sqrt{K_{11} K_{22}}+K_{12}\right)
\end{aligned}
$$

If we take $A^{\circ}=0$ and $D$ equal to the identity, i.e., $S_{\varepsilon}=\Omega_{\varepsilon}$, and we assume that $\alpha_{\mathbb{K}}^{+}=2\left(\sqrt{K_{11} K_{22}}-K_{12}\right)$, it follows that

$$
\bar{Q}\left(x_{1}, \mu, \tau\right)= \begin{cases}\frac{K_{11} \mu^{4}+\left(2 K_{12}+4 K_{33}\right) \mu^{2} \tau^{2}+K_{22} \tau^{4}}{\mu^{2}} & \text { if } \sqrt{K_{11}} \mu^{2}>\sqrt{K_{22}} \tau^{2} \\ \left(4 K_{33}+2 \sqrt{K_{11} K_{22}}+K_{12}\right) \tau^{2} & \text { if } \sqrt{K_{11}} \mu^{2} \leq \sqrt{K_{22}} \tau^{2}\end{cases}
$$

Example 7. The case $Q(M)=|M|^{2}$, which corresponds to the case considered in [18], can be recovered by Example 6 by setting $K_{11}=K_{22}=1, K_{12}=0$, and $K_{33}=1 / 2$. In this case we obtain

$$
\alpha_{\mathbb{K}}^{+}=\alpha_{\mathbb{K}}^{-}=2,
$$

so that

$$
Q(M)+\alpha_{\mathbb{K}}^{+}(\operatorname{det} M)^{+}+\alpha_{\mathbb{K}}^{-}(\operatorname{det} M)^{-}=|M|^{2}+2|\operatorname{det} M| .
$$

Again, for $A^{\circ}=0$ and $D$ equal to the identity, we infer

$$
\bar{Q}\left(x_{1}, \mu, \tau\right)= \begin{cases}\frac{\left(\mu^{2}+\tau^{2}\right)^{2}}{\mu^{2}} & \text { if } \mu^{2}>\tau^{2} \\ 4 \tau^{2} & \text { if } \mu^{2} \leq \tau^{2}\end{cases}
$$

Example 8. For an isotropic material

$$
Q(M)=K_{\mu}|M|^{2}+K_{\lambda}(\operatorname{tr} M)^{2}
$$

we have

$$
\alpha_{\mathbb{K}}^{+}=2 K_{\mu}, \quad \alpha_{\mathbb{K}}^{-}=2 K_{\mu}+4 K_{\lambda},
$$

as follows from Example 6 with $K_{11}=K_{22}=K_{\mu}+K_{\lambda}, K_{12}=K_{\lambda}$, and $K_{33}=K_{\mu} / 2$. By means of the identity

$$
(\operatorname{tr} M)^{2}=|M|^{2}+2 \operatorname{det} M=|M|^{2}+2(\operatorname{det} M)^{+}-2(\operatorname{det} M)^{-}
$$

which holds for every $M \in \mathbb{R}_{\text {sym }}^{2 \times 2}$, we find

$$
\begin{aligned}
Q(M)+\alpha_{\mathbb{K}}^{+} & (\operatorname{det} M)^{+}+\alpha_{\mathbb{K}}^{-}(\operatorname{det} M)^{-} \\
& =K_{\mu}|M|^{2}+K_{\lambda}(\operatorname{tr} M)^{2}+2 K_{\mu}(\operatorname{det} M)^{+}+\left(2 K_{\mu}+4 K_{\lambda}\right)(\operatorname{det} M)^{-} \\
& =\left(K_{\mu}+K_{\lambda}\right)|M|^{2}+2\left(K_{\mu}+K_{\lambda}\right)(\operatorname{det} M)^{+}+2\left(K_{\mu}+K_{\lambda}\right)(\operatorname{det} M)^{-} \\
& =\left(K_{\mu}+K_{\lambda}\right)|M|^{2}+2\left(K_{\mu}+K_{\lambda}\right)|\operatorname{det} M|
\end{aligned}
$$

The same result can also be obtained by observing that $Q(M)=\left(K_{\mu}+K_{\lambda}\right)|M|^{2}$ for every $M$ with $\operatorname{det} M=0$, and then by applying Example 7 .
5. Relaxation of quadratic functionals with a determinant constraint. Let $\mathcal{B}$ be a bounded open subset of $\mathbb{R}^{n}$. Let $z: \mathcal{B} \rightarrow \mathbb{R}$ be a measurable function and let $Q: \mathcal{B} \times \mathbb{R}_{\text {sym }}^{2 \times 2} \rightarrow[0,+\infty)$ be measurable in the first variable and quadratic in the second. Define the functional

$$
\mathcal{F}: L^{2}\left(\mathcal{B} ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right) \rightarrow[0,+\infty]
$$

by

$$
\mathcal{F}(M):= \begin{cases}\int_{\mathcal{B}} Q(x, M(x)) d x & \text { if } \operatorname{det} M=z \text { a.e. in } \mathcal{B} \\ +\infty & \text { otherwise }\end{cases}
$$

Proposition 9. The weak- $L^{2}$ lower semicontinuous envelope of $\mathcal{F}$ is the functional

$$
\overline{\mathcal{F}}: L^{2}\left(\mathcal{B} ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right) \rightarrow[0,+\infty)
$$

given by
$\overline{\mathcal{F}}(M)=\int_{\mathcal{B}}\left(Q(x, M(x))+\alpha^{+}(x)(\operatorname{det} M(x)-z(x))^{+}+\alpha^{-}(x)(\operatorname{det} M(x)-z(x))^{-}\right) d x$,
where for every $x \in \mathcal{B}$

$$
\alpha^{+}(x):=\sup \left\{\alpha>0: Q(x, M)+\alpha \operatorname{det} M \geq 0 \text { for every } M \in \mathbb{R}_{\text {sym }}^{2 \times 2}\right\}
$$

and

$$
\alpha^{-}(x):=\sup \left\{\alpha>0: Q(x, M)-\alpha \operatorname{det} M \geq 0 \text { for every } M \in \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right\}
$$

Remark 10. If $Q(x, M)=|M|^{2}$ and $z=0$, then $\alpha^{+}=\alpha^{-}=2$, and the lower semicontinuous envelope takes the form

$$
\overline{\mathcal{F}}(M)=\int_{\mathcal{B}}(Q(M(x))+2|\operatorname{det} M(x)|) d x
$$

for every $M \in L^{2}\left(\mathcal{B} ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$; see also Example 7 .
Proof of Proposition 9. By [16, Proposition 3.16] we have that $\overline{\mathcal{F}}$ is also the sequentially lower semicontinuous envelope of $\mathcal{F}$, that is, the largest function below $\mathcal{F}$ that is sequentially lower semicontinuous with respect to the weak- $L^{2}$ topology. Moreover, by [16, Theorem 6.68], the lower semicontinuous envelope of $\mathcal{F}$ is given by

$$
\overline{\mathcal{F}}(M)=\int_{\mathcal{B}} Q_{0}^{* *}(x, M(x)) d x
$$

where for every fixed $x \in \mathcal{B}$ the function $Q_{0}^{* *}(x, \cdot)$ is the bipolar function of $Q_{0}(x, \cdot)$ and $Q_{0}: \mathcal{B} \times \mathbb{R}_{\mathrm{sym}}^{2 \times 2} \rightarrow[0,+\infty]$ is defined by

$$
Q_{0}(x, M)=Q(x, M)+\chi_{\{\operatorname{det}=z\}}(x, M)
$$

for every $M \in \mathbb{R}_{\mathrm{sym}}^{2 \times 2}$. Here $\chi_{\{\operatorname{det}=z\}}$ is the indicator function of the set $\left\{(x, M) \in \mathcal{B} \times \mathbb{R}_{\text {sym }}^{2 \times 2}: \operatorname{det} M=z(x)\right\}$.

Hereafter, the variable $x$ will be dropped since it will be kept fixed until the end of the proof. For instance, we shall write $Q(M)$ in place of $Q(x, M)$.

We have to prove that

$$
\begin{equation*}
Q_{0}^{* *}(M)=Q(M)+\alpha^{+}(\operatorname{det} M-z)^{+}+\alpha^{-}(\operatorname{det} M-z)^{-} \tag{23}
\end{equation*}
$$

for every $M \in \mathbb{R}_{\text {sym }}^{2 \times 2}$.
In the following we identify matrices $M \in \mathbb{R}_{\text {sym }}^{2 \times 2}$ with vectors $m=\left(M_{11}, M_{22}, 2 M_{12}\right)^{T}$ of $\mathbb{R}^{3}$. For every $m \in \mathbb{R}^{3}$ we define

$$
\operatorname{det} m:=m_{1} m_{2}-\frac{1}{4} m_{3}^{2}
$$

so that, according to the previous identification, we have $\operatorname{det} M=\operatorname{det} m$. Finally, let $\mathbb{C} \in \mathbb{R}_{\text {sym }}^{3 \times 3}$ be such that

$$
Q(M)=\mathbb{C} m \cdot m
$$

and let $f: \mathbb{R}^{3} \rightarrow[0,+\infty)$ be the function $f(m)=\mathbb{C} m \cdot m+\chi_{\{\operatorname{det}=z\}}(m)$. The thesis (23) is equivalent to proving that

$$
\begin{equation*}
f^{* *}(m)=\mathbb{C} m \cdot m+\alpha^{+}(\operatorname{det} m-z)^{+}+\alpha^{-}(\operatorname{det} m-z)^{-} \tag{24}
\end{equation*}
$$

for every $m \in \mathbb{R}^{3}$.
Let

$$
\mathbb{D}=\left(\begin{array}{ccc}
0 & \frac{1}{2} & 0 \\
\frac{1}{2} & 0 & 0 \\
0 & 0 & -\frac{1}{4}
\end{array}\right)
$$

so that $\operatorname{det} m=\mathbb{D} m \cdot m$. For every $\alpha \in \mathbb{R}$ we consider the matrices $\mathbb{C}+\alpha \mathbb{D}$. By the definition of $\alpha^{-}$and $\alpha^{+}$we have that $\mathbb{C}+\alpha \mathbb{D}$ is positive definite for every $\alpha \in$ $\left(-\alpha^{-}, \alpha^{+}\right)$, while for $\alpha=-\alpha^{-}$and $\alpha=\alpha^{+}$some eigenvalues of $\mathbb{C}+\alpha \mathbb{D}$ become equal to 0 and the matrix $\mathbb{C}+\alpha \mathbb{D}$ is positive semidefinite.

Since the functions $m \mapsto \mathbb{C} m \cdot m+\alpha^{+}(\operatorname{det} m-z)$ and $m \mapsto \mathbb{C} m \cdot m-\alpha^{-}(\operatorname{det} m-z)$ are convex and they are both below $f$, we deduce

$$
\begin{aligned}
f^{* *}(m) & \geq \max \left\{\mathbb{C} m \cdot m+\alpha^{+}(\operatorname{det} m-z), \mathbb{C} m \cdot m-\alpha^{-}(\operatorname{det} m-z)\right\} \\
& =\mathbb{C} m \cdot m+\alpha^{+}(\operatorname{det} m-z)^{+}+\alpha^{-}(\operatorname{det} m-z)^{-}
\end{aligned}
$$

To prove the converse inequality, we use the definition of bipolar function. Thus, we need to show that for every $m, \xi \in \mathbb{R}^{3}$ we have

$$
m \cdot \xi-f^{*}(\xi) \leq \mathbb{C} m \cdot m+\alpha^{+}(\operatorname{det} m-z)^{+}+\alpha^{-}(\operatorname{det} m-z)^{-}
$$

where $f^{*}$ is the polar function of $f$. Using the definition of $f^{*}$, the above inequality follows if we prove that, for every $m, \xi \in \mathbb{R}^{3}$ there exists $\xi^{*} \in \mathbb{R}^{3}$ with $\operatorname{det} \xi^{*}=z$ such that

$$
\mathbb{C} m \cdot m-m \cdot \xi+\alpha^{+}(\operatorname{det} m-z)^{+}+\alpha^{-}(\operatorname{det} m-z)^{-} \geq \mathbb{C} \xi^{*} \cdot \xi^{*}-\xi^{*} \cdot \xi
$$

This is equivalent to proving that for every $\xi \in \mathbb{R}^{3}$ the function

$$
g_{\xi}(m):=\mathbb{C} m \cdot m-m \cdot \xi+\alpha^{+}(\operatorname{det} m-z)^{+}+\alpha^{-}(\operatorname{det} m-z)^{-}
$$

attains its minimum at a point $\xi^{*}$ with $\operatorname{det} \xi^{*}=z$.
We first observe that $g_{\xi}$ is coercive, since $g_{\xi}(m) \geq \mathbb{C} m \cdot m-m \cdot \xi$ for every $m \in \mathbb{R}^{3}$ and $\mathbb{C}$ is positive definite. Since $g_{\xi}$ is also continuous, $g_{\xi}$ attains its minimum on $\mathbb{R}^{3}$.

We now want to prove that there exists a minimizer with determinant equal to $z$. We will argue in the following way: assume that there exists a minimizer $m^{*}$ with $\operatorname{det} m^{*} \neq z$; then we will show that we can construct $\xi^{*}$ such that $\operatorname{det} \xi^{*}=z$ and $g_{\xi}\left(\xi^{*}\right)=g_{\xi}\left(m^{*}\right)$.

Let $m^{*}$ be a minimizer of $g_{\xi}$ with $\operatorname{det} m^{*}-z>0$. Then $m^{*}$ must be a critical point, that is, it is a solution to

$$
2\left(\mathbb{C}+\alpha^{+} \mathbb{D}\right) m^{*}=\xi
$$

Since $\mathbb{C}+\alpha^{+} \mathbb{D}$ is symmetric, this implies that $\xi \in \operatorname{Ker}\left(\mathbb{C}+\alpha^{+} \mathbb{D}\right)^{\perp}$.
Let now $m^{+} \in \operatorname{Ker}\left(\mathbb{C}+\alpha^{+} \mathbb{D}\right)$ with $m^{+} \neq 0$. We note that $\operatorname{det} m^{+}<0$ since otherwise $\left(\mathbb{C}+\alpha^{+} \mathbb{D}\right) m^{+} \cdot m^{+}>0$. Consider the family of vectors

$$
m_{\lambda}:=m^{*}+\lambda m^{+}
$$

We observe that $\operatorname{det} m_{0}-z=\operatorname{det} m^{*}-z>0$, while $\operatorname{det} m_{\lambda}-z \simeq \lambda^{2} \operatorname{det} m^{+}<0$ for $\lambda$ large enough. Thus, there exists a suitable $\bar{\lambda}>0$ for which $\operatorname{det} m_{\bar{\lambda}}=z$. We set $\xi^{*}=m_{\bar{\lambda}}$ and we have

$$
\begin{aligned}
g_{\xi}\left(\xi^{*}\right) & =\left(\mathbb{C}+\alpha^{+} \mathbb{D}\right)\left(m^{*}+\bar{\lambda} m^{+}\right) \cdot\left(m^{*}+\bar{\lambda} m^{+}\right)-\left(m^{*}+\bar{\lambda} m^{+}\right) \cdot \xi-\alpha^{+} z \\
& =g_{\xi}\left(m^{*}\right)+\bar{\lambda}^{2}\left(\mathbb{C}+\alpha^{+} \mathbb{D}\right) m^{+} \cdot m^{+}+2 \bar{\lambda}\left(\mathbb{C}+\alpha^{+} \mathbb{D}\right) m^{+} \cdot m^{*}-\bar{\lambda} m^{+} \cdot \xi \\
& =g_{\xi}\left(m^{*}\right)
\end{aligned}
$$

where we used that $m^{+} \in \operatorname{Ker}\left(\mathbb{C}+\alpha^{+} \mathbb{D}\right)$ and $\xi \in \operatorname{Ker}\left(\mathbb{C}+\alpha^{+} \mathbb{D}\right)^{\perp}$. A similar argument applies to the case where $\operatorname{det} m^{*}-z<0$.
6. Local construction of isometries. This section contains some abstract results concerning the construction of isometries, with some given properties, in a neighborhood of a given curve. We believe that the results contained in this section have their own interest and for this reason the section is completely self-contained. However, to help the reader in understanding the meaning of these results, we outline in the next remark the strategy followed in section 7 to construct the recovery sequence of Theorem 5.

Remark 11. The aim of this remark is to give an idea of the construction of the recovery sequence: full statements and details will be presented in the next section. For given admissible directors $d_{1}, d_{2}$, and $d_{3}$ we have to find a sequence $\left(y_{\varepsilon}\right) \subset W_{\text {iso }, \varepsilon}^{2,2}\left(\Omega ; \mathbb{R}^{3}\right)$ such that

$$
y_{\varepsilon} \rightharpoonup y \text { in } W^{2,2}\left(\Omega ; \mathbb{R}^{3}\right), \quad \partial_{1} y_{\varepsilon} \rightharpoonup d_{1} \text { and } \frac{\partial_{2} y_{\varepsilon}}{\varepsilon} \rightharpoonup d_{2} \text { in } W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)
$$

where $y$ is defined up to a constant by $y^{\prime}=d_{1}$, and

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \int_{\Omega} Q\left(\left(D^{\varepsilon}\right)^{-T}\left(A_{y_{\varepsilon}, \varepsilon}-A_{\varepsilon}^{\circ}\right)\left(D^{\varepsilon}\right)^{-1}\right) d x \leq J\left(d_{1}, d_{2}, d_{3}\right) \tag{25}
\end{equation*}
$$

Roughly speaking, our strategy is to first "prove" the inequality (25) on matrix fields and then "move backwards" and construct $y_{\varepsilon}$. More precisely, we first apply the relaxation result, so to have a sequence of matrix fields $\left(M^{\delta}\right)$, with $\operatorname{det} M^{\delta}=0$ for every $\delta$, such that

$$
\lim _{\delta \rightarrow 0} \int_{I} Q\left(M^{\delta}-D^{-T} A^{\circ} D^{-1}\right) \operatorname{det} D d x_{1}=J\left(d_{1}, d_{2}, d_{3}\right)
$$

At $\delta$ level the matrix $M^{\delta}$ plays the role of the second fundamental form restricted to the midline of the ribbon. Now, to move backwards and find $y_{\varepsilon}$ it suffices, up to an appropriate rescaling and a diagonal argument, to solve the following problem: given a curve $B$ (in the next section $B=\chi(\cdot, 0)$ ) find an isometry $u^{\delta}$, defined in a neighborhood of the image of $B$, whose second fundamental form equals $M^{\delta}$ on $B$.

Since $\operatorname{det} M^{\delta}=0$, one of the eigenvalues of $M^{\delta}$ is equal to zero. Let $\lambda^{\delta}$ be the other eigenvalue with associated eigenvector $p^{\delta}$, so that $M^{\delta}=\lambda^{\delta} p^{\delta} \otimes p^{\delta}$. The principal curvatures of the isometry $u^{\delta}$, if it exists, will be $\lambda^{\delta}$ and 0 . Hence, $u^{\delta}$ will be a straight line in the direction of the eigenvector $\left(p^{\delta}\right)^{\perp}$ associated with the zero eigenvalue. Thus we need to make sure that $\left(p^{\delta}\right)^{\perp}$ is not tangent to the curve $B$ : this amounts to requiring that $B^{\prime} \cdot p^{\delta} \neq 0$ everywhere. Thanks to Lemma 16 we may essentially assume (by approximation) that $B^{\prime} \cdot p^{\delta}>0$ everywhere and that $\lambda^{\delta}$ and $p^{\delta}$ are smooth. Now given "the second fundamental form" $M^{\delta}$ we may find the directors that "generate" $M^{\delta}$ by solving an ordinary differential equation (see (33)). By means of the directors, which we denote by $r^{T} e_{1}, r^{T} e_{2}$, and $r^{T} e_{3}$ (here for notational simplicity we have dropped the index $\delta$ ), we define

$$
G=\left(r^{T} e_{1}\right) \otimes B^{\prime}+\left(r^{T} e_{2}\right) \otimes\left(B^{\prime}\right)^{\perp}
$$

A simple calculation shows that, if the isometry $u^{\delta}$ exists, then the restriction of $\nabla u^{\delta}$ to the curve $B$ should be equal to $G$. Also, from the definition of $G$, it follows that $G^{\prime}=m \otimes p^{\delta}$ for some vector field $m$ (this is shown in the proof of Proposition 13). This and $B^{\prime} \cdot p^{\delta} \neq 0$ are the main conditions used in Lemma 12 to prove the existence of an isometry, defined in a neighborhood of the image of $B$, with gradient equal to $G$ on $B$. Proposition 13 then also shows that the second fundamental form of $u^{\delta}$ is equal to $M^{\delta}=\lambda^{\delta} p^{\delta} \otimes p^{\delta}$.

Throughout this section we identify vectors $a=\left(a_{1}, a_{2}\right) \in \mathbb{R}^{2}$ with the corresponding $a=\left(a_{1}, a_{2}, 0\right) \in \mathbb{R}^{3}$ and vice versa. Accordingly, we can write $a^{\perp}:=$ $\left(-a_{2}, a_{1}\right)=e_{3} \wedge a$.

Moreover, we will use the following definition: if $U$ is an open subset of $\mathbb{R}^{2}$, a $W^{1, \infty}$-isometry of $U$ is a map $u \in W^{1, \infty}\left(U ; \mathbb{R}^{3}\right)$ with $\nabla u \in O(2,3):=$ $\left\{Q \in \mathbb{R}^{3 \times 2}: Q^{T} Q=I\right\}$ almost everywhere.

In the following we consider $B \in W^{2, \infty}\left(I ; \mathbb{R}^{2}\right)$ to be an arc-length-parametrized embedded curve, i.e., $\left|B^{\prime}\right|=1$ and the continuous extension of $B$ to $\bar{I}$ is injective. We set $N:=e_{3} \wedge B^{\prime}=\left(B^{\prime}\right)^{\perp}$.

Lemma 12. Let $B \in W^{2, \infty}\left(I ; \mathbb{R}^{2}\right)$ be an arc-length-parametrized embedded curve and let $p \in C^{1}\left(\bar{I} ; \mathbb{S}^{1}\right)$ be such that $B^{\prime} \cdot p \neq 0$ on $\bar{I}$. Then there exists $\eta>0$ such that the map $\Phi:(-\eta, \eta) \times I \rightarrow \mathbb{R}^{2}$ given by

$$
\begin{equation*}
\Phi(s, t)=B(t)+s p^{\perp}(t) \tag{26}
\end{equation*}
$$

is a bi-Lipschitz homeomorphism onto the open set $U=\Phi((-\eta, \eta) \times I)$.

Assume in addition that there exist $G \in W^{1,1}(I ; O(2,3))$ and $m \in L^{1}\left(I ; \mathbb{R}^{3}\right)$ such that

$$
\begin{equation*}
G^{\prime}=m \otimes p \text { a.e. on } I \tag{27}
\end{equation*}
$$

Then the map $u: U \rightarrow \mathbb{R}^{3}$ given by

$$
\begin{equation*}
u(\Phi(s, t))=\int_{0}^{t} G(\sigma) B^{\prime}(\sigma) d \sigma+s G(t) p^{\perp}(t) \tag{28}
\end{equation*}
$$

is a $W^{1, \infty}$-isometry of $U$. More precisely,

$$
\begin{equation*}
\nabla u(\Phi(s, t))=G(t) \text { for a.e. }(s, t) \in(-\eta, \eta) \times I \tag{29}
\end{equation*}
$$

Proof. The value of the quantity $\eta$ in this proof may change from line to line. Clearly $\Phi$ is well-defined on all of $\mathbb{R} \times \bar{I}$. We claim that for all $\rho>0$ there exist $c$, $\eta>0$ such that, for all $t, t^{\prime} \in \bar{I}$ we have

$$
\begin{equation*}
\left|t-t^{\prime}\right| \geq \rho \text { and } s, s^{\prime} \in[-\eta, \eta] \Longrightarrow\left|\Phi(s, t)-\Phi\left(s^{\prime}, t^{\prime}\right)\right| \geq c \tag{30}
\end{equation*}
$$

In fact, by the hypotheses on $B$, for all $\rho>0$ there exists $c>0$ such that $\left|B(t)-B\left(t^{\prime}\right)\right| \geq 5 c$ whenever $\left|t-t^{\prime}\right| \geq \rho$. Taking $\eta=c$, the implication (30) follows because $|p|=1$.

On the other hand, since $p \in C^{1}\left(\bar{I} ; \mathbb{S}^{1}\right)$ and since $B \in W^{2, \infty}\left(I ; \mathbb{R}^{2}\right) \subset C^{1}\left(\bar{I} ; \mathbb{R}^{2}\right)$, we see that $\Phi \in C^{1}\left(\mathbb{R} \times \bar{I} ; \mathbb{R}^{2}\right)$ and we compute (with $\nabla \Phi=\left(\partial_{s} \Phi \mid \partial_{t} \Phi\right)$ )

$$
\begin{equation*}
\operatorname{det}(\nabla \Phi(s, t))=p(t) \cdot B^{\prime}(t)-s p^{\perp}(t) \cdot p^{\prime}(t) \text { on } \mathbb{R} \times \bar{I} \tag{31}
\end{equation*}
$$

For $\eta>0$ small enough the right-hand side differs from zero for all $(s, t) \in[-2 \eta, 2 \eta] \times \bar{I}$ because $p \cdot B^{\prime} \neq 0$ and $p^{\perp} \cdot p^{\prime}$ is bounded on $\bar{I}$. Hence by continuity $|\operatorname{det} \nabla \Phi|$ is bounded from below by a positive constant on this set. As $\nabla \Phi$ is bounded on this set, the inverse function theorem implies that there exists $\rho>0$ such that if $(s, t)$, $\left(s^{\prime}, t^{\prime}\right) \in[-\eta, \eta] \times \bar{I}$ then

$$
\begin{equation*}
0<\left|t-t^{\prime}\right|^{2}+\left|s-s^{\prime}\right|^{2} \leq \rho^{2} \Longrightarrow \Phi(s, t) \neq \Phi\left(s^{\prime}, t^{\prime}\right) \tag{32}
\end{equation*}
$$

Combined with (30) this shows that there exists $\eta>0$ such that $\Phi$ is injective on $\bar{V}$, where $V=(-\eta, \eta) \times I$. Thus by the invariance of domain theorem (cf. [15, Theorem 3.30]), the set $U=\Phi(V)$ is open, and since both $\nabla \Phi$ and $(\operatorname{det} \nabla \Phi)^{-1}$ are in $C^{0}(\bar{V})$, the inverse $\Psi$ of $\Phi$ is in $C^{1}\left(\bar{U} ; \mathbb{R}^{2}\right)$.

Denote the right-hand side of (28) by $f(s, t)$ and define $u=f \circ \Psi$, which is equivalent to (28). Since $G p^{\perp} \in W^{1,1}\left(I ; \mathbb{R}^{3}\right)$, we have that $f \in W^{1,1}\left(V ; \mathbb{R}^{3}\right)$. Since $\Psi$ is bi-Lipschitz, we can apply the chain rule (cf. [46, Theorem 2.2.2]) to conclude that $u \in W^{1,1}\left(U ; \mathbb{R}^{3}\right)$ and, using the fact that $G^{\prime} p^{\perp}=0$ by hypothesis, that

$$
\begin{aligned}
\nabla u(\Phi(s, t)) \nabla \Phi(s, t) & =\left(G(t) p^{\perp}(t)\right) \otimes e_{1}+\left(G(t) B^{\prime}(t)+s G(t)\left(p^{\perp}\right)^{\prime}(t)\right) \otimes e_{2} \\
& =G(t) \nabla \Phi(s, t)
\end{aligned}
$$

Since $\nabla \Phi$ is invertible pointwise on $V$, formula (29) follows. In particular, $u$ is a $W^{1, \infty}$-isometry.

Let $B \in W^{2, \infty}\left(I ; \mathbb{R}^{2}\right)$ be an arc-length-parametrized embedded curve and let $M \in L^{2}\left(I ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$. A frame $r \in W^{1,2}(I ; S O(3))$ is said to be adapted to the pair $(B, M)$ if $r$ solves

$$
r^{\prime}=\left(\begin{array}{ccc}
0 & \kappa & \mu  \tag{33}\\
-\kappa & 0 & \tau \\
-\mu & -\tau & 0
\end{array}\right) r
$$

with $\kappa=B^{\prime \prime} \cdot N, \tau=M B^{\prime} \cdot N$, and $\mu=M B^{\prime} \cdot B^{\prime}$, where $N=\left(B^{\prime}\right)^{\perp}$.
Proposition 13. Let $B \in W^{2, \infty}\left(I ; \mathbb{R}^{2}\right)$ be an arc-length-parametrized embedded curve and let $N=\left(B^{\prime}\right)^{\perp}$. Let $p \in C^{1}\left(\bar{I} ; \mathbb{S}^{2}\right)$ be such that $p \cdot B^{\prime} \neq 0$ on $\bar{I}$ and let $\lambda \in L^{2}(I)$. Let $r \in W^{1,2}(I ; S O(3))$ be a frame adapted to the pair $(B, \lambda p \otimes p)$ and let $y \in W^{2,2}\left(I ; \mathbb{R}^{3}\right)$ satisfy $y^{\prime}=r^{T} e_{1}$. Then there exists a neighborhood $U$ of $B(\bar{I})$ and a $W^{1, \infty}$-isometry $u \in W^{2,2}\left(U ; \mathbb{R}^{3}\right)$ such that $u \circ B=y$ and $A_{u} \circ B=\lambda p \otimes p$, and

$$
\begin{equation*}
\nabla u\left(B(t)+s p^{\perp}(t)\right)=\left(r^{T}(t) e_{1}\right) \otimes B^{\prime}(t)+\left(r^{T}(t) e_{2}\right) \otimes N(t) \tag{34}
\end{equation*}
$$

 formula (28), where $G$ denotes the right-hand side of (34).

Proof. As $r$ is adapted to $(B, \lambda p \otimes p)$, it satisfies (33) with $\mu=\lambda\left(B^{\prime} \cdot p\right)^{2}$ and $\tau=\lambda\left(B^{\prime} \cdot p\right)(N \cdot p)$ and $\kappa=B^{\prime \prime} \cdot N$. Set

$$
G=\left(r^{T} e_{1}\right) \otimes B^{\prime}+\left(r^{T} e_{2}\right) \otimes N
$$

Then, a short computation shows that

$$
\begin{equation*}
G^{\prime}=\left(r^{T} e_{3}\right) \otimes\left(\mu B^{\prime}+\tau N\right) \tag{35}
\end{equation*}
$$

Since $\left(B^{\prime} \cdot p\right) \tau=(N \cdot p) \mu$, we see that $p^{\perp} \cdot\left(\mu B^{\prime}+\tau N\right)=0$. So $p \|\left(\mu B^{\prime}+\tau N\right)$ and, therefore, $G^{\prime}=m \otimes p$ for some $m \in L^{1}\left(I ; \mathbb{R}^{3}\right)$.

Lemma 12 then shows that the map $\Phi(s, t)=B(t)+s p^{\perp}(t)$ is a bi-Lipschitz homeomorphism onto its image, and that $u$ given by (28) satisfies (29). In particular, $\nabla u \circ \Phi=G$, which is (34). Moreover, denoting by $n$ the normal to $u$, we have $n \circ B=r^{T} e_{3}$. After a possible translation we also have $u \circ B=y$.

Finally, taking derivatives in (34), recalling that for an isometric immersion $u$ the relation $\nabla^{2} u_{k}=A_{u} n_{k}$ holds, and using (35), we have

$$
(n \circ B) \otimes\left(A_{u} \circ B\right) B^{\prime}=\left(\nabla^{2} u \circ B\right) B^{\prime}=\left(r^{T} e_{3}\right) \otimes\left(\mu B^{\prime}+\tau N\right)
$$

Inserting the definitions of $\mu$ and of $\tau$, we see that

$$
\begin{equation*}
\left(A_{u} \circ B\right) B^{\prime}=(\lambda p \otimes p) B^{\prime} \tag{36}
\end{equation*}
$$

Since $A_{u}$ is symmetric with $\operatorname{det} A_{u}=0$ and since $p \cdot B^{\prime} \neq 0$, this readily implies that $A_{u} \circ B=\lambda p \otimes p$.

The proof is essentially complete. However, $\Phi((-\eta, \eta) \times(0, T))$ is not a neighborhood of $B(\bar{I})$, although it is a neighborhood of $B(\bar{J})$ for any subinterval $J$ of $I$ with $\bar{J} \subset I$. So we extend $\mu, \tau$, and $\kappa$ by zero to $\mathbb{R}$, and then we extend $B$ and $r$ by solving the Frenet equations and the system (33), respectively. Then there is an open interval $I_{1}$ with $\bar{I} \subset I_{1}$ such that the hypotheses of the proposition are still satisfied on $I_{1}$. Applying the preceding proof to $I_{1}$ leads, therefore, to the conclusion.

Remark 14. In the particular case $B(t)=t e_{1}$ and in the presence of enough regularity, Proposition 13 and Lemma 12 reduce to [20, Lemma 4.3] with $\beta=y$ and $\kappa=0$. Since $\kappa=0$, the condition $y^{\prime \prime} \neq 0$ is equivalent to $B^{\prime} \cdot p \neq 0$.

Remark 15. Condition (27) is clearly necessary for (29) to hold (even for $s=0$ ). In fact, (29) implies

$$
G_{i \alpha}^{\prime}(t)=\sum_{\beta} \partial_{\alpha} \partial_{\beta} u_{i}(B(t)) B_{\beta}^{\prime}(t)
$$

If $u$ is a $W^{1, \infty}$-isometry, then $\partial_{\alpha} \partial_{\beta} u \| n$ for $\alpha, \beta=1,2$. So indeed the range of $G^{\prime}(t)$ is contained in the span of $n(B(t))$.

The next lemma is a smooth approximation result within the class of symmetric rank-one matrix fields.

Lemma 16. Let $B \in W^{2, \infty}\left(I ; \mathbb{R}^{2}\right)$ be an arc-length-parametrized embedded curve and let $M \in L^{2}\left(I ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$ such that $\operatorname{det} M=0$ almost everywhere on $I$. Then there exist $p_{n} \in W^{1, \infty}\left(I, \mathbb{S}^{1}\right)$ and $\lambda_{n} \in C^{\infty}(\bar{I})$ such that $p_{n} \cdot B^{\prime}>0$ on $\bar{I}$ and

$$
\lambda_{n} p_{n} \otimes p_{n} \rightarrow M \text { strongly in } L^{2}\left(I, \mathbb{R}^{2 \times 2}\right)
$$

More precisely, there exist $\varphi_{n} \in C^{\infty}(\bar{I} ;(-\pi, \pi))$ such that $p_{n}=e^{i \varphi_{n}} B^{\prime}$, where $e^{i \varphi}$ denotes counterclockwise rotation by $\varphi$.

Proof. Let $N=\left(B^{\prime}\right)^{\perp}$. Define $p \in L^{\infty}\left(I ; \mathbb{R}^{2}\right)$ by setting

$$
p:= \begin{cases}\frac{M B^{\prime}}{\left|M B^{\prime}\right|} & \text { if } M B^{\prime} \neq 0 \\ N & \text { if } M B^{\prime}=0\end{cases}
$$

and set $\lambda=\operatorname{tr} M$. Since $M$ is symmetric, its range is orthogonal to its kernel. Hence

$$
\begin{equation*}
M=\lambda p \otimes p \tag{37}
\end{equation*}
$$

In fact, if $M B^{\prime} \neq 0$ then we compute

$$
\begin{aligned}
\lambda(p \otimes p) B^{\prime} & =(\operatorname{tr} M)\left(p \cdot B^{\prime}\right) p \\
& =\frac{\left(M B^{\prime} \cdot B^{\prime}\right)^{2}+\left(M B^{\prime} \cdot B^{\prime}\right)(M N \cdot N)}{\left(M B^{\prime} \cdot B^{\prime}\right)^{2}+\left(M B^{\prime} \cdot N\right)^{2}} M B^{\prime} \\
& =M B^{\prime},
\end{aligned}
$$

where we have used the fact that $\left(M B^{\prime} \cdot N\right)^{2}=\left(M B^{\prime} \cdot B^{\prime}\right)(M N \cdot N)$ because $\operatorname{det} M=0$. The above equality remains true when $M B^{\prime}=0$. Since clearly the trace of $M$ agrees with that of $\lambda p \otimes p$, it follows that their $(N, N)$-components agree as well, and (37) follows.

For fixed $\Lambda>0$ we can consider the truncated functions $\tilde{\lambda}_{\Lambda}=(\Lambda \wedge \lambda) \vee(-\Lambda)$. Then clearly

$$
\tilde{\lambda}_{\Lambda} p \otimes p \rightarrow \lambda p \otimes p=M
$$

in $L^{2}\left(I ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$, as $\Lambda \uparrow \infty$. Hence, by taking diagonal sequences we may assume without loss of generality that $\lambda \in L^{\infty}(I)$.

After possibly replacing $p$ by

$$
\tilde{p}:= \begin{cases}\operatorname{sgn}\left(p \cdot B^{\prime}\right) p & \text { if } p \cdot B^{\prime} \neq 0 \\ N & \text { if } p \cdot B^{\prime}=0\end{cases}
$$

we may assume without loss of generality that there exists a lifting $\varphi \in L^{\infty}(I ;(-\pi, \pi])$ such that $p=e^{i \varphi} B^{\prime}$. Set

$$
\tilde{\varphi}_{n}:=\left(\left(\pi-\frac{1}{n}\right) \wedge \varphi\right) \vee\left(\frac{1}{n}-\pi\right)
$$

and extend $\widetilde{\varphi}_{n}$ by zero to $\mathbb{R}$. Denote by $\varphi_{n}$ the mollification of $\widetilde{\varphi}_{n}$ on a scale $1 / n$. Then $\varphi_{n} \in C^{\infty}(\bar{I})$ attains values in $(-\pi, \pi)$ and $\varphi_{n} \rightarrow \varphi$ in $L^{q}(I)$ for all $q \geq 1$.

Choosing $\lambda_{n} \in C^{\infty}(\bar{I})$ such that $\lambda_{n} \rightarrow \lambda$ in $L^{2}(I)$, the claim follows, because $e^{i \varphi_{n}} B^{\prime} \rightarrow p$ in all $L^{q}\left(I ; \mathbb{R}^{2}\right)$.
7. Proof of the $\Gamma$-convergence result. In this section we prove Theorem 5 .

Proof of Theorem 5(i). We may suppose that $\liminf _{\varepsilon \rightarrow 0} J_{\varepsilon}\left(y_{\varepsilon}\right)<\infty$, since otherwise there is nothing to prove. Then, by passing to a subsequence, we may suppose that $\lim \sup _{\varepsilon \rightarrow 0} J_{\varepsilon}\left(y_{\varepsilon}\right)<\infty$. By Lemma 2 we have that

$$
\begin{equation*}
A_{y_{\varepsilon}, \varepsilon} \rightharpoonup A \text { in } L^{2}\left(\Omega ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right) \tag{38}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{cc}
d_{1}^{\prime} \cdot d_{3} & d_{2}^{\prime} \cdot d_{3} \\
d_{2}^{\prime} \cdot d_{3} & \gamma
\end{array}\right)
$$

with $\gamma \in L^{2}(\Omega)$. We note that, after setting

$$
\begin{gathered}
Q(M):=\frac{1}{2} \mathbb{K} M \cdot M \\
M_{\varepsilon}:=\left(D^{\varepsilon}\right)^{-T} A_{y_{\varepsilon}, \varepsilon}\left(D^{\varepsilon}\right)^{-1} \sqrt{\operatorname{det} D^{\varepsilon}}, \quad M_{\varepsilon}^{\circ}:=\left(D^{\varepsilon}\right)^{-T} A_{\varepsilon}^{\circ}\left(D^{\varepsilon}\right)^{-1} \sqrt{\operatorname{det} D^{\varepsilon}},
\end{gathered}
$$

and using the definition (10) of $J_{\varepsilon}$, we have that

$$
J_{\varepsilon}\left(y_{\varepsilon}\right)=\int_{\Omega} Q\left(M_{\varepsilon}-M_{\varepsilon}^{\circ}\right) d x=\int_{\Omega} Q\left(M_{\varepsilon}\right)-\mathbb{K} M_{\varepsilon} \cdot M_{\varepsilon}^{\circ}+Q\left(M_{\varepsilon}^{\circ}\right) d x
$$

By (4), (12), and (38), we have that

$$
M_{\varepsilon} \rightharpoonup D^{-T} A D^{-1} \sqrt{\operatorname{det} D}=: M, \quad M_{\varepsilon}^{\circ} \rightarrow D^{-T} A^{\circ} D^{-1} \sqrt{\operatorname{det} D}=: M^{\circ}
$$

in $L^{2}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)$. Since $\operatorname{det} A_{y_{\varepsilon}, \varepsilon}=0$ by (9), we have that $\operatorname{det} M_{\varepsilon}=0$ a.e. in $\Omega$. Thus, we may apply Proposition 9 to $M_{\varepsilon}$ with $\mathcal{B}=\Omega$ and $z=0$, and obtain

$$
\begin{aligned}
\liminf _{\varepsilon \rightarrow 0} J_{\varepsilon}\left(y_{\varepsilon}\right) & \geq \int_{\Omega} Q(M)+\alpha_{\mathbb{K}}^{+}(\operatorname{det} M)^{+}+\alpha_{\mathbb{K}}^{-}(\operatorname{det} M)^{-}-\mathbb{K} M \cdot M^{\circ}+Q\left(M^{\circ}\right) d x \\
& =\int_{\Omega} Q\left(M-M^{\circ}\right)+\alpha_{\mathbb{K}}^{+}(\operatorname{det} M)^{+}+\alpha_{\mathbb{K}}^{-}(\operatorname{det} M)^{-} d x \\
& =\int_{\Omega} Q\left(D^{-T}\left(A-A^{\circ}\right) D^{-1}\right) \operatorname{det} D+\alpha_{\mathbb{K}}^{+} \frac{(\operatorname{det} A)^{+}}{\operatorname{det} D}+\alpha_{\mathbb{K}}^{-} \frac{(\operatorname{det} A)^{-}}{\operatorname{det} D} d x \\
& \geq \int_{I} \bar{Q}\left(x_{1}, d_{1}^{\prime} \cdot d_{3}, d_{2}^{\prime} \cdot d_{3}\right) d x_{1}
\end{aligned}
$$

where the last inequality follows from the definition of $\bar{Q}$. This proves the liminf inequality.

Proof of Theorem 5(ii). Let $\left(d_{1}, d_{2}, d_{3}\right) \in \mathcal{A}$ and let $y \in W^{2,2}\left(I ; \mathbb{R}^{3}\right)$ be such that $y^{\prime}=d_{1}$ a.e. in $I$. We set

$$
\mu:=d_{1}^{\prime} \cdot d_{3}=y^{\prime \prime} \cdot d_{3}, \quad \tau:=d_{2}^{\prime} \cdot d_{3}, \quad \text { and } \quad \kappa:=d_{1}^{\prime} \cdot\left(d_{3} \wedge d_{1}\right)=D_{1}^{\prime} \cdot\left(e_{3} \wedge D_{1}\right)
$$

Let $D^{\alpha}:=D^{-T} e_{\alpha}$ be the contravariant vectors in the reference configurations, i.e., $D^{\alpha} \cdot D_{\beta}=\delta_{\alpha \beta}$, and let

$$
M:=\mu D^{1} \otimes D^{1}+\tau\left(D^{1} \otimes D^{2}+D^{2} \otimes D^{1}\right)+\gamma D^{2} \otimes D^{2}
$$

where $\gamma \in L^{2}(I)$ is chosen so that

$$
\bar{Q}\left(x_{1}, \mu, \tau\right)=\left(Q\left(M-D^{-T} A^{\circ} D^{-1}\right)+\alpha_{\mathbb{K}}^{+}(\operatorname{det} M)^{+}+\alpha_{\mathbb{K}}^{-}(\operatorname{det} M)^{-}\right) \operatorname{det} D .
$$

By choosing $\mu D^{1} \otimes D^{1}+\tau\left(D^{1} \otimes D^{2}+D^{2} \otimes D^{1}\right)$ as a competitor in the definition of $\bar{Q}$ and by using the positive definiteness of $Q$ one can prove that such a $\gamma$ exists and in fact belongs to $L^{2}(I)$.

By Proposition 9 , with $\mathcal{B}=I$, there exists $\tilde{M}^{\delta} \in L^{2}\left(I ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$ with $\operatorname{det} \tilde{M}^{\delta}=0$ and such that $\tilde{M}^{\delta} \rightharpoonup M \sqrt{\operatorname{det} D}$ weakly in $L^{2}\left(I ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$ and

$$
\begin{aligned}
& \int_{I} Q\left(\tilde{M}^{\delta}\right) d x_{1} \\
& \rightarrow \int_{I}\left(Q(M \sqrt{\operatorname{det} D})+\alpha_{\mathbb{K}}^{+}(\operatorname{det}(M \sqrt{\operatorname{det} D}))^{+}+\alpha_{\mathbb{K}}^{-}(\operatorname{det}(M \sqrt{\operatorname{det} D}))^{-}\right) d x_{1} \\
& \quad=\int_{I}\left(Q(M)+\alpha_{\mathbb{K}}^{+}(\operatorname{det} M)^{+}+\alpha_{\mathbb{K}}^{-}(\operatorname{det} M)^{-}\right) \operatorname{det} D d x_{1} .
\end{aligned}
$$

Let $M^{\delta}=\tilde{M}^{\delta} / \sqrt{\operatorname{det} D}$. Then $\operatorname{det} M^{\delta}=0$ and $M^{\delta} \rightharpoonup M$ weakly in $L^{2}\left(I ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$ and

$$
\begin{align*}
& \int_{I} Q\left(M^{\delta}-D^{-T} A^{\circ} D^{-1}\right) \operatorname{det} D d x_{1}  \tag{39}\\
& \quad=\int_{I} Q\left(\tilde{M}^{\delta}\right)-\left(\mathbb{K} D^{-T} A^{\circ} D^{-1} \cdot M^{\delta}-Q\left(D^{-T} A^{\circ} D^{-1}\right)\right) \operatorname{det} D d x_{1} \rightarrow J\left(d_{1}, d_{2}, d_{3}\right)
\end{align*}
$$

By Lemma 16 with $B(t):=\chi(t, 0)$, hence $B^{\prime}=D_{1}$, we may assume without loss of generality that there exist $\lambda^{\delta} \in C^{\infty}(\bar{I})$ and $p^{\delta} \in C^{1}\left(I, \mathbb{S}^{1}\right)$ (same regularity of $B^{\prime}$ ) such that $p^{\delta} \cdot D_{1}>0$ on $\bar{I}$ and

$$
M^{\delta}=\lambda^{\delta} p^{\delta} \otimes p^{\delta}
$$

We let $r^{\delta} \in W^{1,2}(I ; S O(3))$ be a frame adapted to the pair $\left(B, M^{\delta}\right)$, i.e.,

$$
\left(r^{\delta}\right)^{\prime}=\left(\begin{array}{ccc}
0 & \kappa_{M}^{\delta} & \mu_{M}^{\delta}  \tag{40}\\
-\kappa_{M}^{\delta} & 0 & \tau_{M}^{\delta} \\
-\mu_{M}^{\delta} & -\tau_{M}^{\delta} & 0
\end{array}\right) r^{\delta}
$$

with $\kappa_{M}^{\delta}=D_{1}^{\prime} \cdot\left(e_{3} \wedge D_{1}\right)$ and $\tau_{M}^{\delta}=M^{\delta} D_{1} \cdot\left(e_{3} \wedge D_{1}\right)$ and $\mu_{M}^{\delta}=M^{\delta} D_{1} \cdot D_{1}$. We take $r^{\delta}(0)=\left(d_{1}\left|d_{3} \wedge d_{1}\right| d_{3}\right)^{T}(0)$ as initial condition. Finally, we define $d_{1}^{\delta}:=\left(r^{\delta}\right)^{T} e_{1}$ and

$$
\beta^{\delta}(t):=y(0)+\int_{0}^{t} d_{1}^{\delta}(s) d s
$$

For each $\delta>0$, Proposition 13 yields a neighborhood $U^{\delta}$ of $B(\bar{I})$ and an isometry $u^{\delta}: U^{\delta} \rightarrow \mathbb{R}^{3}$ such that $u^{\delta} \circ B=\beta^{\delta}$ and

$$
\left(\nabla u^{\delta}\right) \circ B=\left(r^{\delta}\right)^{T} e_{1} \otimes D_{1}+\left(r^{\delta}\right)^{T} e_{2} \otimes\left(e_{3} \wedge D_{1}\right)
$$

and $\left(A_{u^{\delta}}\right) \circ B=M^{\delta}$.
We let $r \in W^{1,2}(I ; S O(3))$ be a frame adapted to the pair $(B, M)$, i.e., $r$ satisfies (33) with $\kappa, \tau$, and $\mu$ replaced by $\kappa_{M}=D_{1}^{\prime} \cdot\left(e_{3} \wedge D_{1}\right), \tau_{M}=M D_{1} \cdot\left(e_{3} \wedge D_{1}\right)$, and $\mu_{M}=M D_{1} \cdot D_{1}$, respectively. Again, we take $r(0)=\left(d_{1}, d_{3} \wedge d_{1}, d_{3}\right)^{T}(0)$ as initial condition. Since $M^{\delta} \rightharpoonup M$ weakly in $L^{2}\left(I ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$ we have that $\mu_{M}^{\delta} \rightharpoonup \mu_{M}$ and $\tau_{M}^{\delta} \rightharpoonup \tau_{M}$ weakly in $L^{2}(I)$. Thus, $r^{\delta} \rightharpoonup r$ weakly in $W^{1,2}(I ; S O(3))$. To identify $r$ note that $\kappa_{M}=\kappa$ and $\mu_{M}=\mu$. Also, since $D^{1}=-e_{3} \wedge D_{2} /\left|D_{1} \wedge D_{2}\right|$ and $D^{2}=e_{3} \wedge D_{1} /\left|D_{1} \wedge D_{2}\right|$, we have

$$
\tau_{M}=\frac{-\mu D_{1} \cdot D_{2}+\tau}{\left|D_{1} \wedge D_{2}\right|}=\frac{-\left(d_{1}^{\prime} \cdot d_{3}\right)\left(d_{1} \cdot d_{2}\right)+d_{2}^{\prime} \cdot d_{3}}{\left|D_{1} \wedge D_{2}\right|}
$$

To simplify this expression we write

$$
d_{2}=\left(d_{2} \cdot d_{1}\right) d_{1}+\left(d_{2} \cdot\left(d_{3} \wedge d_{1}\right)\right) d_{3} \wedge d_{1}=\left(d_{2} \cdot d_{1}\right) d_{1}+\left|d_{1} \wedge d_{2}\right| d_{3} \wedge d_{1}
$$

from which we deduce that $d_{2}^{\prime} \cdot d_{3}=\left(d_{2} \cdot d_{1}\right)\left(d_{1}^{\prime} \cdot d_{3}\right)+\left|d_{1} \wedge d_{2}\right|\left(d_{3} \wedge d_{1}\right)^{\prime} \cdot d_{3}$. Hence, $\tau_{M}=\frac{\left|d_{1} \wedge d_{2}\right|\left(d_{3} \wedge d_{1}\right)^{\prime} \cdot d_{3}}{\left|D_{1} \wedge D_{2}\right|}=-\frac{\left|d_{1} \wedge d_{2}\right|}{\left|D_{1} \wedge D_{2}\right|} d_{3}^{\prime} \cdot\left(d_{3} \wedge d_{1}\right)=-d_{3}^{\prime} \cdot\left(d_{3} \wedge d_{1}\right)=d_{3} \cdot\left(d_{3} \wedge d_{1}\right)^{\prime}$,
where we used that

$$
\begin{align*}
\left|D_{1} \wedge D_{2}\right|^{2} & =\left(D_{1} \cdot D_{1}\right)\left(D_{2} \cdot D_{2}\right)-\left(D_{1} \cdot D_{2}\right)^{2}  \tag{41}\\
& =\left(d_{1} \cdot d_{1}\right)\left(d_{2} \cdot d_{2}\right)-\left(d_{1} \cdot d_{2}\right)^{2}=\left|d_{1} \wedge d_{2}\right|^{2}
\end{align*}
$$

It is now immediate to check that $r(t)=\left(d_{1}, d_{3} \wedge d_{1}, d_{3}\right)^{T}(t)$.
Thus, $r^{\delta} \rightharpoonup\left(d_{1}, d_{3} \wedge d_{1}, d_{3}\right)^{T}$ weakly in $W^{1,2}(I ; S O(3))$ and, as a consequence, $\beta^{\delta} \rightharpoonup y$ weakly in $W^{2,2}\left(I ; \mathbb{R}^{3}\right)$ and

$$
\left(\nabla u^{\delta}\right) \circ B \rightharpoonup d_{1} \otimes D_{1}+\left(d_{3} \wedge d_{1}\right) \otimes\left(e_{3} \wedge D_{1}\right)
$$

weakly in $W^{1,2}\left(I ; \mathbb{R}^{2 \times 3}\right)$. In particular, $\left(\left(\nabla u^{\delta}\right) \circ B\right) D_{1} \rightharpoonup d_{1}$ weakly in $W^{1,2}\left(I ; \mathbb{R}^{3}\right)$ and, using (41),

$$
\begin{aligned}
\left(\left(\nabla u^{\delta}\right) \circ B\right) D_{2} & \rightharpoonup\left(D_{1} \cdot D_{2}\right) d_{1}+\left(e_{3} \wedge D_{1} \cdot D_{2}\right) d_{3} \wedge d_{1}=\left(d_{1} \cdot d_{2}\right) d_{1}+\left|d_{1} \wedge d_{2}\right| d_{3} \wedge d_{1} \\
& =\left(d_{1} \cdot d_{2}\right) d_{1}+\left(d_{3} \wedge d_{1} \cdot d_{2}\right) d_{3} \wedge d_{1}=d_{2}
\end{aligned}
$$

weakly in $W^{1,2}\left(I ; \mathbb{R}^{3}\right)$. Since for $\varepsilon$ small enough $S_{\varepsilon} \subset U^{\delta}$ we may define

$$
y_{\varepsilon}^{\delta}=u^{\delta} \circ \chi_{\varepsilon}
$$

The map

$$
(s, t) \mapsto \chi(t, 0)+s\left(p^{\delta}\right)^{\perp}(t)
$$

is a $C^{1}$ diffeomorphism and, from (34) and the regularity of $r^{\delta}$ as a solution of (40),
we see that $u^{\delta}$ is $C^{2}$. Hence, as $\varepsilon \rightarrow 0$, we have $y_{\varepsilon}^{\delta} \rightarrow u^{\delta} \circ B=\beta^{\delta}$ in $W^{2,2}\left(I ; \mathbb{R}^{3}\right)$ and (see (5)) $\partial_{1} y_{\varepsilon}^{\delta} \rightarrow\left(\left(\nabla u^{\delta}\right) \circ B\right) D_{1}$ and $\partial_{2} y_{\varepsilon}^{\delta} / \varepsilon \rightarrow\left(\left(\nabla u^{\delta}\right) \circ B\right) D_{2}$ in $W^{1,2}\left(I ; \mathbb{R}^{3}\right)$. Also

$$
\begin{aligned}
\int_{\Omega} & Q\left(\left(D^{\varepsilon}\right)^{-T}\left(A_{y_{\varepsilon}^{\delta}, \varepsilon}-A_{\varepsilon}^{\circ}\right)\left(D^{\varepsilon}\right)^{-1}\right) \operatorname{det} D^{\varepsilon} d x \\
& =\int_{\Omega} Q\left(A_{u^{\delta}} \circ \chi_{\varepsilon}-\left(D^{\varepsilon}\right)^{-T} A_{\varepsilon}^{\circ}\left(D^{\varepsilon}\right)^{-1}\right) \operatorname{det} D^{\varepsilon} d x \\
& \rightarrow \int_{I} Q\left(A_{u^{\delta}} \circ B-(D)^{-T} A^{\circ}(D)^{-1}\right) \operatorname{det} D d x_{1} \\
& =\int_{I} Q\left(M^{\delta}-(D)^{-T} A^{\circ}(D)^{-1}\right) \operatorname{det} D d x_{1}
\end{aligned}
$$

where, to obtain the first equality, we used (8). Hence, by (39) it follows that

$$
\lim _{\delta \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \int_{\Omega} Q\left(\left(D^{\varepsilon}\right)^{-T}\left(A_{y_{\varepsilon}^{\delta}, \varepsilon}-A_{\varepsilon}^{\circ}\right)\left(D^{\varepsilon}\right)^{-1}\right) \operatorname{det} D^{\varepsilon} d x=J\left(d_{1}, d_{2}, d_{3}\right)
$$

and by taking a diagonal sequence we complete the proof.

## REFERENCES

[1] Y. Abraham, C. Tamburu, E. Klein, J. Dunlop, P. Fratzl, U. Raviv, and R. Elbaum, Tilted cellulose arrangement as a novel mechanism for hygroscopic coiling in the stork's bill awn, J. R. Soc. Interface, 9 (2012), pp. 640-647.
[2] V. Agostiniani, A. DeSimone, and K. Koumatos, Shape programming for narrow ribbons of nematic elastomers, J. Elasticity, doi:10.1007/s10659-016-9594-1.
[3] S. S. Antman, Nonlinear Problems of Elasticity, 2nd ed., Appl. Math. Sci. 107, Springer, New York, 2005.
[4] S. Armon, E. Efrati, R. Kupferman, and E. Sharon, Geometry and mechanics in the opening of chiral seed pods, Science, 333 (2011), pp. 1726-1730.
[5] S. Bartels and P. Hornung, Bending paper and the Möbius strip, J. Elasticity, 119 (2015), pp. 113-136, doi:10.1007/s10659-014-9501-6.
[6] Z. Chen, Geometric nonlinearity and mechanical anisotropy in strained helical nanoribbons, Nanoscale, 6 (2014), pp. 9443-9447.
[7] Z. Chen, C. Majidi, D. Srolovitz, and M. Hataja, Continuum elasticity theory approach for spontaneous bending and twisting of ribbons induced by mechanical anisotropy, preprint, arXiv:1209.3321, 2012.
[8] D. Chung, G. Benedek, F. Konikoff, and J. Donovan, Elastic free energy of anisotropic helical ribbons as metastable intermediates in the crystallization of cholesterol, Proc. Natl. Acad. Sci. USA, 90 (1993), pp. 11341-11345.
[9] M. A. Dias and B. Audoly, "Wunderlich, meet Kirchhoff": A general and unified description of elastic ribbons and thin rods, J. Elasticity, 119 (2015), pp. 49-66, doi:10.1007/s10659-014-9487-0.
[10] E. Efrati, Non-Euclidean ribbons: generalized Sadowsky functional for residually-stressed thin and narrow bodies, J. Elasticity, 119 (2015), pp. 251-261, doi:10.1007/s10659-014-9509-y.
[11] E. Efrati, E. Sharon, and R. Kupferman, Elastic theory of unconstrained non-Euclidean plates, J. Mech. Phys. Solids, 57 (2009), pp. 762-775, doi:10.1016/j.jmps.2008.12.004.
[12] E. Efrati, E. Sharon, and R. Kupferman, Hyperbolic non-Euclidean elastic strips and almost minimal surfaces, Phys. Rev. E (3), 83 (2011), 046602.
[13] E. Efrati, E. Sharon, and R. Kupferman, The metric description of elasticity in residually stressed soft materials, Soft Matter, 9 (2013), pp. 8187-8197.
[14] V. Fomin, S. Kiravittaya, and O. G. Schmidt, Electron localization in inhomogeneous Möbius rings, Phys. Rev. B (3), 86 (2012), 195421.
[15] I. Fonseca and W. Gangbo, Degree Theory in Analysis and Applications, Oxford Lecture Ser. Math. Appl. 2, Clarendon, Oxford, 1995.
[16] I. Fonseca and G. Leoni, Modern methods in the calculus of variations: $L^{p}$ spaces, Springer Monogr. Math., Springer, New York, 2007.
[17] R. Fosdick and E. Fried, Foreword [Special invited collection on the mechanics of ribbons and Möbius bands/, J. Elasticity, 119 (2015), pp. 1-2, doi:10.1007/s10659-015-9516-7.
[18] L. Freddi, P. Hornung, M. G. Mora, and R. Paroni, A corrected Sadowsky functional for inextensible elastic ribbons, J. Elasticity, 123 (2016), pp. 125-136, doi:10.1007/s10659-015-9551-4.
[19] L. Freddi, M. G. Mora, and R. Paroni. in preparation.
[20] L. Freddi, M. G. Mora, and R. Paroni, Nonlinear thin-walled beams with a rectangular cross-section-Part I, Math. Models Methods Appl. Sci., 22 (2012), 1150016, doi:10.1142/S0218202511500163.
[21] L. Freddi, M. G. Mora, and R. Paroni, Nonlinear thin-walled beams with a rectangular cross-section-Part II, Math. Models Methods Appl. Sci., 23 (2013), pp. 743-775, doi:10.1142/S0218202512500595.
[22] G. Friesecke, R. D. James, M. G. Mora, and S. Müller, Derivation of nonlinear bending theory for shells from three-dimensional nonlinear elasticity by Gamma-convergence, C. R. Acad. Sci. Paris Sér. I Math., 336 (2003), pp. 697-702, doi:10.1016/S1631-073X(03)00028-1.
[23] L. Giomi and L. Mahadevan, Multi-stability of free spontaneously curved anisotropic strips, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 468 (2012), pp. 511-530, doi:10.1098/rspa.2011.0247.
[24] Q. Guo, A. Mehta, M. Grover, W. Chen, D. Lynn, and Z. Chen, Shape selection and multi-stability in helical ribbons, Appl. Phys. Lett., 104 (2014), 211901.
[25] R. Herges, Designing Möbius molecules, Chem. Rev., 106 (2006), pp. 4820-4842.
[26] D. F. Hinz and E. Fried, Translation of Michael Sadowsky's paper "An elementary proof for the existence of a developable Möbius band and the attribution of the geometric problem to a variational problem," J. Elasticity, 119 (2015), pp. 3-6, doi:10.1007/s10659-014-9490-5.
[27] N. O. Kirby and E. Fried, Gamma-limit of a model for the elastic energy of an inextensible ribbon, J. Elasticity, 119 (2015), pp. 35-47, doi:10.1007/s10659-014-9475-4.
[28] O. Kit, T. Tallinen, L. Mahadevan, J. Timonen, and P. Koshinen, Twisting graphene nanoribbons into carbon nanotubes, Phys. Rev. B (3), 85 (2012), 085428.
[29] Y. Klein, E. Efrati, and E. Sharon, Shaping of elastic sheets by prescription of nonEuclidean metrics, Science, 315 (2007), pp. 1116-1120, doi:10.1126/science.1135994.
[30] M. Lewicka and M. R. Pakzad, Scaling laws for non-Euclidean plates and the $W^{2,2}$ isometric immersions of Riemannian metrics, ESAIM Control Optim. Calc. Var., 17 (2011), pp. 1158-1173, doi:10.1051/cocv/2010039.
[31] E. Pashuck and S. Stupp, Direct observation of morphological tranformation from twisted ribbons into ribbons, J. Amer. Chem. Soc., 132 (2010), pp. 8819-8821.
[32] U. Rohde, A. Poddar, and D. Sundararajan, Printed resonators: Möbius strip theory and applications, Microwave J., 56 (2013), pp. 24-54.
[33] M. SADOWSKy, Ein elementarer beweis für die existenz eines abwickelbaren möbiuschen bandes und die zurückführung des geometrischen problems auf ein variationsproblem, Sitzungsber. Preuss. Akad. Wiss., 26 (1930), pp. 412-415.
[34] I. Satija and R. Balakrishnan, Geometric phases in twisted strips, Phys. Lett. A, 373 (2009), pp. 3582-3585.
[35] Y. Sawa, F. Yeb, K. Urayamaa, T. Takigawaa, T. Gimenez-Pintob, R. Selingerb, and J. Selingerb, Shape selection of twist-nematic-elastomer ribbons, Proc. Natl. Acad. Sci. USA, 108 (2011), pp. 6364-6368.
[36] B. Schmidt, Plate theory for stressed heterogeneous multilayers of finite bending energy, J. Math. Pures Appl. (9), 88 (2007), pp. 107-122, doi:10.1016/j.matpur.2007.04.011.
[37] M. Spivak, A Comprehensive Introduction to Differential Geometry, Vol. III, 2nd ed., Publish or Perish, Wilmington, DE, 1979.
[38] E. L. Starostin and G. H. M. van der Heijden, The equilibrium shape of an elastic developable Möbius strip, Proc. Appl. Math. Mech., 7 (2007), pp. 2020115-2020116.
[39] E. L. Starostin and G. H. M. van der Heijden, Equilibrium shapes with stress localisation for inextensible elastic Möbius and other strips, J. Elasticity, 119 (2015), pp. 67-112, doi:10.1007/s10659-014-9495-0.
[40] S. Tanda, T. Tsuneta, Y. Okajima, K. Inagaki, K. Yamaya, and N. Hatakenaka, Crystal topology: a Möbius strip of single crystals, Nature, 417 (2002), pp. 397-398.
[41] S. Tanda, T. Tsuneta, T. Toshima, T. Matsuura, and M. Tsubota, Topological crystals, J. Phys. IV, 131 (2005), pp. 289-294.
[42] L. Teresi and V. Varano, Modeling helicoid to spiral-ribbon transitions of twist-nematic elastomers, Soft Matter, 9 (2013), pp. 3081-3088.
[43] R. E. Todres, Translation of W. Wunderlich's "On a developable Möbius band," J. Elasticity, 119 (2015), pp. 23-34, doi:10.1007/s10659-014-9489-y.
[44] W. Wunderlich, Über ein abwickelbares Möbiusband, Monatsh. Math., 66 (1962), pp. 276-289.
[45] Y. Zastavker, N. Asherie, A. Lomakin, J. Pande, J. M. Donovan, J. Schnur, and G. Benedek, Self-assembly of helical ribbons, Proc. Natl. Acad. Sci. USA, 96 (1999), pp. 7883-7887.
[46] W. P. Ziemer, Weakly Differentiable Functions. Sobolev Spaces and Functions of Bounded Variation, Grad. Texts in Math. 120, Springer-Verlag, New York, 1989, doi:10.1007/978-1-4612-1015-3.


[^0]:    *Received by the editors May 11, 2016; accepted for publication (in revised form) September 16, 2016; published electronically November 15, 2016.
    http://www.siam.org/journals/sima/48-6/M107486.html
    Funding: The work of the second author was supported by the Deutsche Forschungsgemeinschaft. The work of the third author was supported by GNAMPA-INdAM and by the European Research Council under Grant 290888 "Quasistatic and Dynamic Evolution Problems in Plasticity and Fracture."
    ${ }^{\dagger}$ Dipartimento di Scienze Matematiche, Informatiche e Fisiche, via delle Scienze 206, 33100 Udine, Italy (lorenzo.freddi@uniud.it).
    $\ddagger$ Fachrichtung Mathematik, TU Dresden, 01062 Dresden, Germany (peter.hornung@ tu-dresden.de).
    §Dipartimento di Matematica, Università di Pavia, via Ferrata 1, 27100 Pavia, Italy (mariagiovanna.mora@unipv.it).

    『DADU, Università degli Studi di Sassari, Palazzo del Pou Salit, 07041 Alghero (SS), Italy (paroni@uniss.it).

