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Abstract. In this contribution, the limitations of the Carle-
man linearization approach are presented and discussed. The
Carleman linearization transforms an ordinary nonlinear dif-
ferential equation into an infinite system of linear differen-
tial equations. In order to transform the nonlinear differential
equation, orthogonal polynomials which represent solutions
of a Sturm–Liouville problem are used as basis. The determi-
nation of the time derivate of this basis yields an infinite di-
mensional linear system that depends on the considered non-
linear differential equation. The infinite linear system has the
same properties as the nonlinear differential equation such
as limit cycles or chaotic behavior. In general, the infinite
dimensional linear system cannot be solved. Therefore, the
infinite dimensional linear system has to be approximated by
a finite dimensional linear system. Due to limitation of di-
mension the solution of the finite dimensional linear system
does not represent the global behavior of the nonlinear dif-
ferential equation. In fact, the accuracy of the approximation
depends on the considered nonlinear system and the initial
value. The idea of this contribution is to adapt the range of
validity for the Carleman linearization in order to increase the
accuracy of the approximation for different ranges of initial
values. Instead of truncating the infinite dimensional system
after a certain order a Taylor series approach is used to ap-
proximate the behavior of the nonlinear differential equation
about different equilibrium points. Thus, the adapted finite
linear system describes the local behavior of the solution of
the nonlinear differential equation.

1 Introduction

The large signal analysis of nonlinear circuits is an important
subject in modern technologies of integrated circuits (Rugh,
1981). Most of the circuits are based on resistors, capacitors,
inductors and semiconductor devices which are described by

drift, diffusion and tunneling effects (Tsividis and Andrew,
2011). In the dynamical case such circuits are described by
nonlinear differential equations. Solutions of these equations
can only be obtained in special cases (Chua et al., 1987).
Only in the case of linear differential equation with constant
coefficients an analytic solution can be calculated in general.

The transformation of the nonlinear differential equation
to linear differential equations are usually performed by a
Taylor series in an operating point, which is truncated after
the first order. By use of this technique the solution is only
valid for small signals about the operating point.

Another linearization technique was developed by Carle-
man in 1932 (Carleman, 1932). He showed that polynomial
differential equations can be represented by an infinite di-
mensional linear system. In 1981 Kerner showed that a vast
of nonlinearities can be cast into an equivalent polynomial
differential equation by increasing the dimension (Kerner,
1981). Therefore, most of the nonlinear circuits can be cast
at first into a polynomial differential equation and further lin-
earized by the Carleman linearization. Unfortunately, the in-
finite dimensional linear system cannot be solved in general.
Therefore the infinite dimensional linear system has to be
approximated by a finite dimensional linear system. This ap-
proach yields an approximation in the vicinity of the initial
value and improves for initial values near to the origin.

In this contribution an adaption of the range of validity of
the Carleman linearization is presented in order to describe
the behavior of the system about different equilibrium points.
For this purpose a short sketch of the Carleman technique is
presented. In the following the adaption of the range of va-
lidity for the Carleman technique are explained and applied
to some examples.
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Figure 1. Representation of an arbitrary function P(x) by orthogo-
nal polynomials.

2 Carleman linearization for ordinary differential
equations

The Carleman linearization provides a possibility to linearize
polynomial differential equations

dx
dt
= F(x)= α0+α1x+α2x

2
+ ·· ·+αpx

l (1)

with initial value x(0) (Kowalski and Steeb, 1991). In order
to linearize Eq. (1) orthogonal polynomials 8n(x) of degree
n are used which represent solutions of the Sturm–Liouville
equation (Lesky, 1962). By defining the scalar product

(8,9) :=

∫
�

8(x)
√
w(x)9(x)

√
w(x)dx (2)

on an interval � with the weighting function w(x) orthogo-
nal polynomials satisfy the condition∫
�

w(x)8n(x)8m(x)dx = δnm (3)

with

δnm =

{
1 for n=m

0 for n 6=m.
(4)

An arbitrary function P(x) defined on � := range(x)⊂
R can be described by a linear combination of orthogonal
polynomials 8n(x) with n= 0,1,2, · · · as shown in Fig. 1
for Jacobi polynomials in the interval [a,b]. Depending on
� different polynomials can be used as complex orthogonal
polynomials which are an equivalent complex representation
of Hermite polynomials (Kowalski, 1997).

In order to transform Eq. (1) the differential equations for

8n(x)= pn(x) (5)

whereby pn(x) is defined as orthogonal polynomial are de-
rived. For this purpose 8n(x) is differentiated

d8n(x)
dt

=
dx
dt

d8n(x)
dx

= F(x)
d8n(x)

dx
=Gn(x). (6)

The new polynomial Gn(x) is of degree l+ (n− 1) due to
the multiplication of the polynomial of degree n− 1 and the
vector field F(x) of degree l. RepresentingGn(x) by a linear
combination of orthogonal polynomials the infinite dimen-
sional linear system (n= 0,1,2, · · ·)

d8n(x)
dt

=Gn(x)=

∞∑
i=0

an,i8i(x) (7)

with the initial values 8n(x(0)) and

an,i =

∫
�

Gn(x)8i(x)w(x)dx (8)

is obtained. The solution of Eq. (1) corresponds to 81(x)

since it represents a linear function in x. In the case of a
linear F(x) of degree l ≤ 1 one obtains a finite dimensional
linear system, for l > 1 a coupled system of infinite linear
differential equations is obtained. Due to simplicity the one
dimensional case of Eq. (1) is presented. In the case of a k-
dimensional polynomial differential equation in Eq. (1) the
extension is achieved by

8n(x)=
k∏
i=1
pni (xi) with n= (n1,n2,n3, . . .) . (9)

3 Approximation of the Carleman linearization

With a few exceptions an infinite dimensional linear system
Eq. (7) cannot be solved in general (see Kowalski and Steeb,
1991). Therefore the infinite dimensional linear system has
to be approximated by a finite linear system. One way is
to restrict the dimension to an arbitrary Nmax <∞. In this
case the infinite dimensional linear system Eq. (7) is approx-
imated by (n= 0,1,2, . . .,Nmax)

d8n(x)
dt

=Gn(x)≈

Nmax∑
i=0

an,i8i(x). (10)

Each polynomial Gn(x) of degree l+ (n− 1) is approxi-
mated by a polynomial of maximal degree Nmax. If the de-
gree ofGn(x) is larger than Nmax (l+(n−1) > Nmax) terms
of higher degree are neglected. Therefore the truncated sys-
tem provides only an approximation in the vicinity of the
origin.

In order to describe the behavior of the system about dif-
ferent equilibrium points, a Taylor series of degree Nmax
is applied. Additionally to the limiting of the dimension
to Nmax each polynomial Gn(x) which maximal degree is
higher thanNmax is approximated about an equilibrium point
xa of Eq. (1) by

Gn(x)≈ Tn(x)=

Nmax∑
k=0

d(k)Gn(x)
d(k)x

∣∣∣∣∣
x=xa

1
k!
(x− xa)

k (11)
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Figure 2. Simple nonlinear dynamical circuit.

reducing the maximal degree to Nmax.
The resulting Taylor series Tn(x) in Eq. (11) can be repre-

sented as a linear combination of orthogonal polynomials of
maximal degreeNmax. In the next section the adapted method
is applied to some examples and is compared to the truncated
Carleman linearization.

Carleman linearization and nonlinear circuits

In order to illustrate the method of Sect. 2 a simple nonlinear
circuit is considered, see Fig. 2.

The voltage u is described by the differential equation

du
dt
=−

I0

C

(
1− eu/uT

)
(12)

which can only be solved implicitly. In order to apply the
Carleman linearization Eq. (12) has to be transformed into
a polynomial differential equation. For this purpose the
method proposed by Kerner is used by introducing the new
variable

id := I0eu/uT . (13)

Using Eq. (13) Eq. (12) can be reformulated

du
dt
=−

I0

C
+
id

C
, (14)

did
dt
=
id

uT

du
dt
=−

I0

CuT
id +

i2d
CuT

. (15)

The polynomial in Eq. (15) corresponds to a quadratic poly-
nomial differential equation of the form

dx
dt
= α1x+α2x

2 (16)

with real coefficients α1 and α2. In order to transform
Eq. (16) into an infinite dimensional linear system the com-
plex orthogonal polynomials (n= 0,1,2, · · ·)

8n(x)=
xn
√
n!

(17)

with x : R→ C are used yielding the infinite dimensional
linear system (n= 0,1,2, · · ·)

d8n(x)
dt

= α1n8n(x)+α2n
√
n+ 18n+1(x). (18)

Figure 3. Comparison of G3(x) (circles) and truncated approxima-
tion in Eq. (19) (solid line) for Eq. (16) with α1 =−1 and α2 = 1.

Figure 4. Comparison of the numerical solution (circles) and trun-
cated Carleman linearization (solid line) for Eq. (16) with α1 =−1
and α2 = 1.

In the following Eq. (18) is truncated after Nmax = 3 result-
ing to the approximate polynomial

d83(x)

dt
=G3(x)= α1383(x)+α2684(x)

≈ α1383(x). (19)

In Fig. 3 G3(x) is compared to the truncated approximation
in Eq. (19) for the coefficients α1 =−1 and α2 = 1. As one
can see the finite system is only valid in the vicinity of x = 0.
The solution of the nonlinear differential equation are ob-
tained from the truncated system by81(x)= x. In Fig. 4 the
numerical solution (circles) is compared to the truncated Car-
leman linearization (solid line) for different initial values. As
shown, the error decreases for initial values in the vicinity
of x = 0 because the approximation of G3(x) is only valid
about the origin.

In the following, another system is investigated which is
described by

dx
dt
= x− x2 (20)

and exhibits a stable equilibrium point at x = 1. As shown
in Eq. (19), G3(x) is approximated by a polynomial of de-
gree three valid in the vicinity of the origin. In this exam-
ple an adaption of the range of validity of the Carleman lin-
earization about xa = 1 is applied with Nmax = 3 as shown
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Figure 5. Comparison of G3(x) (circles), truncated system (solid
line) and Taylor series approach (dashed line) for Eq. (20).

Figure 6. Comparison of the numerical solution (circles), truncated
Carleman linearization (dotted line) and Taylor series approach
(solid line) for Eq. (20).

in Eq. (11) for n= 3. In Fig. 5 the function G3(x) is com-
pared to the truncated Carleman linearization and the Tay-
lor series approach. As shown the truncated function is only
valid in the vicinity of x = 0, whereas the Taylor series ap-
proach are valid about x = 1. After solving the truncated and
the adapted system the solution of Eq. (20) are obtained by
81(x)= x. In Fig. 6 solutions of both approaches are com-
pared to the numerical results of Eq. (16). As shown the Tay-
lor series approach approximates the steady state behavior of
the differential equation whereas the truncated approach is
only valid for a short time period in the vicinity of the ini-
tial value. Further it is shown that for initial values not in the
vicinity of x = 1 the error of the Taylor series approach in-
creases since the region of validity is left as shown in Fig. 5.

Now the numerical solution of the differential equation

dx
dt
= 4x− x3 (21)

is compared to the Taylor series approach about the equi-
librium point xa = 2 for different Nmax. In Fig. 7 the com-
parison of both solutions is presented for Nmax = 3 and
Nmax = 8. As shown the error of the approximation de-
creases with increased order but this is only valid for initial
values in the vicinity of the equilibrium point xa since only a
local approximation is possible with the Taylor series. There-
fore this approach cannot be used to describe the behavior of
differential equations for a larger range of initial values.

Figure 7. Comparison of the numerical results (circles), Taylor se-
ries approach of 3rd (solid line) and 8th (dotted line) order for
Eq. (21).

4 Conclusions

In this contribution the Carleman linearization is presented
which transforms a nonlinear differential equation into
an infinite dimensional linear system. Unfortunately, the
infinite dimensional system cannot be solved in general.
Therefore the system is truncated after an arbitrary order
yielding an approximation about the initial value for a short
time period. In order to describe the asymptotic behavior
about different equilibrium points a Taylor series approach
was presented which is limited to the operating point of the
series. In a forthcoming paper a self-consistent technique
will be discussed in order to represent the behavior of the
polynomial differential equation on an interval.
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fund of Leibniz Universität Hannover.

Edited by: J. Anders
Reviewed by: two anonymous referees

References

Carleman, T.: Application de la théorie des équations intégrales
linéaires aux systèmes d’équations différentielles non linéaires,
Acta Mathematica, 1932.

Chua, L. O., Desoer, C. A., and Kuh, E. S.: Linear and Nonlinear
Circuits, McGraw-Hill Book Company, 1987.

Kerner, E. H.: Universal formats for nonlinear ordinary differential
systems, J. Math. Phys., 22, 1366–1371, 1981.

Kowalski, K.: Nonlinear dynamical systems and classical orthogo-
nal polynomials, J. Math. Phys., 38, 2483–2505, 1997.

Kowalski, K. and Steeb, W.-H.: Nonlinear Dynamical Systems and
Carleman Linearization, World Scientific, 1991.

Lesky, P.: Die charakterisierung der klassischen orthogonalen
polynome durch Sturm-Liouvillesche Differentialgleichungen,
Archive for Rational Mechanics and Analysis, 10, 341–351,
1962.

Rugh, W. J.: Nonlinear System Theory, The Johns Hopkins Univer-
sity Press, 1981.

Tsividis, Y. and Andrew, C. M.: Operation and Modeling of the
MOS Transistor, OXFORD University Press, 2011.

Adv. Radio Sci., 14, 51–54, 2016 www.adv-radio-sci.net/14/51/2016/


	Abstract
	Introduction
	Carleman linearization for ordinary differential equations
	Approximation of the Carleman linearization
	Conclusions
	References

