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Abstract 

 

Study of electron bunching in vacuum devices: electron gun, linear 

accelerator 

 

Dongwon Shin 

School of Electrical Engineering 

   Electron bunching is an interesting issue with practical and scientific applications. In this thesis, I 

will present two topics of electron bunching in vacuum devices: electron gun, linear accelerator. For 

the electron gun, I will present a theoretical approach of bunching condition in dc-biased ac-driven 

vacuum devices. There are two different approaches. The one is electron bunching from a DC-biased 

single surface multipactor. Generation of electron bunch from a dc biased, single surface multipactor 

was studied theoretically and by PIC simulations. The condition for a spatially narrow bunch was 

obtained and verified by PIC simulations. This kind of multipactor is proposed to be used as a 

compact electron gun for various applications, such as linear accelerators. The other one is a 

theoretical correlation between the periodicity of an electron micro-bunch train and the transit phase 

of each electrons passing through a vacuum gap in a dc-biased ac-driven diode was derived. The 

upper frequency limitation by the transit time effect could be explained by abnormal exclusion of a 

certain range of transit phase analyzed for the first time by our theory. In a particle-in-cell simulation 

guided by our theory to evade the deficiency, a micro-bunch train with 1.41 picosecond periodicity 

(0.707 THz) could be obtained from a gap of 50 μm regarded as excessively large owing to severe 

suffering from the transit time effect.  

For the linear accelerator, A 9.3 GHz 6 MeV linear accelerator (LINAC) was analyzed by using 

three-dimensional (3D) particle-in-cell (PIC) simulations with 3D time-domain electromagnetic 

simulations. In the 3D PIC simulations, field data of a p /2 standing wave mode extracted from the 

3D time-domain field calculations were injected into a side-coupled LINAC composed of 25 

acceleration and 24 coupling cavities. Acceleration of an electron beam of 20 kV, 300 mA in the 3D 

full LINAC structure was analyzed without spatial or time segmentations, which resulted in maximum 

energy of 6 MeV and average current of 68.5 mA when 9.3 GHz, 1.6 MW radio frequency (RF) 

power was assumed. By virtue of in-depth data from the 3D electromagnetic and PIC simulations 

aided by a one-dimensional (1D) particle code developed by ourselves, the analysis for a full LINAC 

structure being reported first in this paper, may be informative and useful because experimental 

reports about an X-band (9.3 GHz) 6 MeV side-coupled LINAC have been rare until now.  
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Chapter 1  

Introduction 

1.1 Electron bunching in vacuum devices 

We studied the influences of wide energy spectrum and emission angle of secondary electrons on 

electron bunching from a dc-biased single surface multipactor. In our previous study of the same 

system, an ideally narrow energy spread of secondary electrons without emission angle was used in 

the analysis of the electron trajectory [1,4]. In this paper, we investigated the cases with realistic 

energy spectrum, which is featured by a wide energy spread and significant emission angle. To 

theoretically approach the matter of emission angle, we employed a concept of effective longitudinal 

velocity distribution. The theoretical results are verified by PIC (Particle-In-Cell) simulations. We 

also studied the electron bunching from a copper by PIC simulations, where we observed stable 

electron bunches with bunch width of approximately 80μm.  

The multipactor discharge is prevalent in many rf devices [5–10]. Like other discharge processes, 

the multipactor is also associated with electron avalanche: some free initial electrons inside the device 

are accelerated by rf field to hit the material surface, yielding more secondary electrons. Then the 

emitted secondary electrons hit again after several period of the rf and make even more secondary 

electrons. As this procedure is periodically repeated, the number of free electrons in vacuum increases 

rapidly. This event, which occurs in most rf devices, is usually undesirable, since it can damage to the 

window of the rf device [11–13] or change the conditions of device operation [11]. Sometimes the 

multipactor leads even to vacuum breakdown [12,13]. Despite these undesirable features, there is a 

stream of utilizing it for a high intensity electron beam generation [14,15]. For example, there can 

appear electron bunches, which have narrow sizes and high intensities, if some inherent resonance 

conditions are satisfied [1,4,15]. One of the multipactor discharge structures suitable for that purpose, 

i.e. the bunch generator, is the dc-biased single surface multipactor [1]. 

In our previous works on this system, the fixed point theory with space charge effect neglected has 

been studied [1,4]. From the theory and simulations, it was found that narrow bunches of electrons 

can be generated stably if some stability conditions are satisfied. Such conditions were derived 

analytically from the quadratic mapping of a given phase deviation to the next cycle phase deviation 

[1,4]. And from by same mapping, the effects of a small, square-shaped energy spread in the 

secondary emission energy have been investigated [4].  

In this paper, we extend our previous work to include more realistic effects. First of all, we 

investigated the cases with realistically wide spectrum of emission energy of the secondary electrons. 

The materials we first considered here are some artificial materials with broader spectra than before 
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and then we studied the case with a copper eventually. For analysis, we used the previously developed 

quadratic mapping [4] and PIC simulations. Second, we considered the effects of emission angle of 

secondary electrons. For the implementation of the angle effect to our previous one-dimensional 

theory, we employed the concept of the ‘effective’ secondary emission energy spectrum in normal 

direction to the surface. We compared the mapping theory with such ‘effective’ spectrum with PIC 

simulations, from which a good agreement was obtained.  

In chapter 2, The paper is organized as follows: first previous work on the fixed point theory is 

reviewed. And we present effective longitudinal energy spectrum by material property and angular 

effect of true secondary electron along with PIC simulation.  

LINAC has been widely applied for medical radiotherapy [16–20], non-destructive imaging [21–23] 

and various industrial uses [24–26]. In such applications, the electron beam energy at the end of a 

LINAC waveguide is typically less than 10 MeV and a S-band (~3 GHz) LINAC waveguide is 

employed in most modern radiotherapy machines. For medical application, majority of radiotherapy 

machines are composed of several isocentric devices [27–29] including a LINAC waveguide and 

those are packed in an accurately motion controlled gantry moving around an isocenter on a patient’s 

body. From an engineering point of view to make the gantry system easy to design and manufacture, 

minimizing the LINAC waveguide is crucial because all of the medical LINACs as well as most of 

LINACs for industrial applications should be surrounded by a massive radiation shield made of lead. 

Therefore, an all-in-one LINAC waveguide structure, an assembly of a buncher section and an 

acceleration section connected with a simple thermionic electron gun, has been adopted. Recently, 

development of compact LINACs such as C-band (~5.7 GHz) [17,20,28,30–33] and X-band LINACs 

with a side-coupled cavity waveguide [21] or an axially coupled cavity waveguide [24,34,35] have 

been the subject of great interest because of their merits as proven by the Cyberknife. In contrast with 

the machines employing a S-band medical LINAC, the Cyberknife [36] has the most compact medical 

LINAC, a X-band (9.3 GHz) LINAC, which is connected to a robotic arm. By virtue of its 

compactness and lightness, the Cyberknife has a high degree of motion freedom owing to such unique 

configuration employing a robotic arm.   

To achieve the same energy of electrons in an X-band LINAC, three times as many coupled cavities 

are required as for the S-band LINAC. Therefore the design technology for X-band LINACs needs 

higher accuracy compared with S-band LINACs [4,11,22,23]. Moreover, to design an advanced 

medical LINAC integrated with a functional apparatus such as an MRI delivering non-radiative image 

guiding for radiotherapy, accurate 3D LINAC design technologies dealing with multi-physics are 

necessary because the analysis of electron beam acceleration within non-uniform magnetic fields is an 

important issue in MR-LINAC [37]. One well-known code to calculate the electromagnetic field in 

the cavities of a LINAC waveguide is the SUPERFISH [33,35,39], which has been mainly applied to 



3 

 

axially symmetric structures. To analyze non-symmetric structures like the side-coupled cavity 

waveguide, recent codes such as COMSOL [37], CST [20,40], and MAGIC [26] have been used. In 

this paper, we report a LINAC design process mainly depending on 3D electromagnetic and PIC 

simulations. CST MWS and PS [40] were used for the 3D computations. A 1D particle code was 

developed by our group to get a quick estimation prior to the time-consuming 3D computations. 

Based on the computational design, a side-coupled 9.3 GHz 6 MeV LINAC waveguide was fabricated 

and brazed. The bead pull test without performing mechanical tuning of any cavity was carried out to 

measure the electric field distribution suspending at the center line of cavity waveguide. The 

comparison between the results from experiment and computer simulation showed an error of below 

20%. As far as we know, the error is acceptably small for an X-band 6 MeV side-coupled cavity 

waveguide because the field data are compared without any mechanical tuning of the cavity 

waveguide. 

For the past few years, the generation of an electron micro-bunch train with sub-picosecond 

periodicity has been a subject of great interest, owing to its feasibility of being used for coherent 

terahertz (THz) radiation [41,42]. One popular method to produce such short-period micro-bunches is 

using a photocathode with carefully manipulated laser pulses [43–45]. Activating spatial beam-wave 

interaction [41,46] or creating a virtual cathode in a diode [47,48] are also interesting ways to 

generate tunable micro-bunches.  

The methods described above usually demand big acceleration facilities or fine control of laser 

systems, whereas the electron bunch train can also be generated simply by gating the electric field 

between the cathode and grid in a vacuum diode cavity (klystrode) [49–51], which has been used in 

the microwave regime historically. Though lots of efforts have been devoted to extending the 

operation frequency of this device to tens of gigahertz (GHz) or sub-THz, no success has been 

achieved in breaking the upper barrier at a few GHz, due to the inherent upper frequency limitation 

given by the well-known transit time effect: as the operation frequency increases, some electrons 

return to the cathode surface or are decelerated by encountering the reversed electric field, which 

eventually blurs the bunching and weakens the intensity of the bunches.  

Conventionally it has been believed that the transit time effect can be suppressed in a reduced gap, 

which ensures escaping of electrons by extricating them from the reversed field. In such a case, 

electrons may escape the gap before facing the reversed electric field. Reduction of the gap distance 

down to 1 μm demonstrated by the field emission arrays (FEAs) [52–55] seemed to be the best 

solution to counteract the transit time effect. However, the modulation frequency of electron bunching 

has been strictly limited under tens of GHz, due to the large capacitance originating from short gap 

distances [43]. Though CNT (carbon nano tube)-based cold cathodes [56–58] enable significant 

reduction of the gap distance, the shortest periodicity of the electron bunch train ever demonstrated 
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experimentally from a CNT cathode up to now is merely above 1.5 GHz [56], seemingly due to the 

transit time effect. While the transit time effect in vacuum diodes is regarded as a crucial factor to 

prohibit increasing the modulation frequency, the physical understanding of this phenomenon still 

remains at just an intuitive level or phenomenological from the experimental results. 

In this paper, for the first time as far as we know, a fully quantitative, theoretical understanding of 

the transit time effect on the modulation frequency in a vacuum diode is provided, along with physical 

conditions to break that limit. Using the concept of excluded transit phase (ETP), we quantitatively 

explain why the upper frequency barrier had resided at around just a few GHz in the previous research 

[42,49–56,59]. ETP, which is one of the interesting phenomena we discovered theoretically in this 

work, means that a certain range of the transit phase can be wholly excluded, so that any micro-

bunches emitted with ETP collapse before they reach the anode grid. Additionally, we reveal that the 

normally-believed demand for reduced gap distance to relax the transit time effect is a misguided 

constraint, by showing that spatial separation between bunches traversing a wide gap can be well 

preserved as long as the excluded transit phase is sufficiently suppressed by means of dc bias. 

Subsequently, from a three-dimensional particle-in-cell simulation, a train of well-separated micro-

bunches with 1.41 picosecond periodicity (0.707 THz) could be obtained, perfectly matching the 

theoretical prediction, even for 50 μm-wide gap spacing, where a significant transit time effect had 

been expected. 
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1.2 PIC simulation 

Theoretical studies on electron bunching in vacuum devices involve Maxwell’s equation and the 

force equation like the Lorentz force. The numerical calculation offers the solution and reduces the 

consumption of energy, time and efforts. Though plasma simulation methods have several classes 

such as kinetic, fluid, and hybrid method, I will treat PIC code as a kinetic method. A PIC code is 

composed of the field solver, applying the field value to each particle, the particle movement and the 

current calculation, which form one calculation loop [60]. Various techniques for the calculations can 

be imported in a code like a surface reaction.  

 

Figure 1.1: The typical loop with various techniques for a PIC simulation 

Monte Carlo methods are a broad class of computational algorithms that rely on repeated random 

sampling to obtain numerical results. They are often used in physical and mathematical problems and 

are most useful when it is difficult or impossible to use other mathematical methods. Monte Carlo 

methods are mainly used in three distinct problem classes: optimization, numerical integration, and 

generating draws from a probability distribution.  

 
Figure 1.2: Leap frog method 

  d⃗d = ⃗  + ⃗ × ⃗  +MCC	collision (1.1) 
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Velocity and position integration leap over each other, being displaced by half a time step. particle 

positions exist at the integral time steps, while velocity exists at the half times. 

The Lorentz force equation is defined as:  

where (/ + /)/2	is averaged velocity (ref. Buneman, J. Comp. Phys. 1967.)  

The averaged velocity is divided by relativistic factor.  

 
Figure 1.3 Movement of particle in mesh 

According to position and velocity of particle, the value of current at mesh point is determined by 

area in two dimensions. The value is determined by volume in three dimensions. Summation of each 

area or volume is one.  

 

 

 

 

 

 

 

 

 

  = / − /Δ =   + / + /2 ×  (1.2) 

 ,, = Δ(1 −)ΔΔ , ,, = Δ()ΔΔ  (1.3) 
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Chapter 2 

Electron Bunching From a DC-biased Single Surface Multipactor 

2.1 Introduction 

The multipactor discharge is prevalent in many rf devices [5–10]. Like other discharge processes, 

the multipactor is also associated with electron avalanche : some free initial electrons inside the 

device are accelerated by rf field to hit the material surface, yielding more secondary electrons. Then 

the emitted secondary electrons hit again after several period of the rf and make even more secondary 

electrons. As this procedure is periodically repeated, the number of free electrons in vacuum increases 

rapidly. This event, which occurs in most rf devices, is usually undesirable, since it can damage to the 

window of the rf device [11–13] or change the conditions of device operation [11]. Sometimes the 

multipactor leads even to vacuum breakdown [12,13]. Despite these undesirable features, there is a 

stream of utilizing it for a high intensity electron beam generation [14,15]. For example, there can 

appear electron bunches, which have narrow sizes and high intensities, if some inherent resonance 

conditions are satisfied [1,4,15]. One of the multipactor discharge structures suitable for that purpose, 

i.e. the bunch generator, is the dc-biased single surface multipactor [1]. 

In our previous works on this system, the fixed point theory with space charge effect neglected has 

been studied [1,4]. From the theory and simulations, it was found that narrow bunches of electrons 

can be generated stably if some stability conditions are satisfied. Such conditions were derived 

analytically from the quadratic mapping of a given phase deviation to the next cycle phase deviation 

[1,4]. And from by same mapping, the effects of a small, square-shaped energy spread in the 

secondary emission energy have been investigated [4].  

In this paper, we extend our previous work to include more realistic effects. First of all, we 

investigated the cases with realistically wide spectrum of emission energy of the secondary electrons. 

The materials we first considered here are some artificial materials with broader spectra than before 

and then we studied the case with a copper eventually. For analysis, we used the previously developed 

quadratic mapping [4] and PIC simulations. Second, we considered the effects of emission angle of 

secondary electrons. For the implementation of the angle effect to our previous one-dimensional 

theory, we employed the concept of the ‘effective’ secondary emission energy spectrum in normal 

direction to the surface. We compared the mapping theory with such ‘effective’ spectrum with PIC 

simulations, from which a good agreement was obtained. (Fig. 2.1) 
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Figure 2.1: (a) The structure of the multipactor. Only the lower plate yields the secondary electrons. 

The upper plate absorbs the electrons in the simulation. (b) The schematics of the multipactor system. 

Two parallel plates are driven by the combined dc and ac fields. In a real system the ac field is 

provided by the radio-frequency wave in a photonic crystal structure. [1] 

2.2 Furman-Pivi model 

Furman and pivi’s model provides analytic form about reflecting process of incident electron and 

secondary electron emission. Since models for secondary emission processing have researched, the 

Furman-Pivi model is appropriated to use the PIC code. The model is based on a broad 

phenomenological fit to data for the secondary emission yield (SEY) and the emitted-energy spectrum 

(Fig. 2.2 (a)). In this paper, two particular data sets, one for copper and the other one for stainless steel, 

is described by applying Furman-Pivi model [2].  

 

 
Figure 2.2: (a) A single electron with energy E0 and angle θ0 strikes a surface yielding n secondary 

electrons with energies E1, E2, E3 …., En and angles θ1, θ2, θ3…. θn. (b) Sketch of the three components of 

secondary emission processing.  

 

The conventional picture of secondary emission, which is based on various reviews of the subject, 

can be summarized as the three components of the SEY (secondary electron yield) in Fig 2.2 (b). 

When electrons strike the surface, a certain electrons are backscattered elastically while the rest 

penetrates into the material. Some of these electrons scatter from one or more atoms inside the 

material and are reflected back out. The rest of the electrons interact in a more complicated way with 
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the material and yield.  

The yield ( ed ) for elastic backscattered electrons have the form: 

where e e eP P E W p
0, 0,
ˆ ˆ, , , , is fitting parameters which is given for copper and stainless steel in Table 2.1.  

 

Table 2.1 Fitting parameters for Eq. (2.1) which is given for copper and stainless steel  

Given parameters Copper Stainless 
steel 

eP
0,

 0.02 0.07 

eP
0,
ˆ  0.496 0.5 

eÊ  0 0 
W  60.86 100 
p  1 0.9 

 

 

Figure 2.3: Elastic backscattered electron yields for (a) copper and (b) stainless steel from Eq. (2.1).  

The parameters of the fit are listed in Table 2.1. [2] 

 

 

 

 

 
p

eE E W p
e e e eP P P ed - -= + - 0

ˆ(| |/ ) /

0, 0, 0,
ˆ( ) , (2.1) 
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The yield ( rd ) for rediffused electrons have the form: 

where r rP E r
0,
, , is fitting parameters given for materials which is given for copper and stainless steel 

in Table 2.1. 

Table 2.2 Fitting parameters for Eq. (2.2) which is given for copper and stainless steel  

Given parameters Copper Stainless 
steel 

rP
0,

 0.02 0.07 
rE  0.496 0.5 

r  0 0 
 

 

Fig. 2.4: Rediffused electron yields for (a) copper and (b) stainless steel from Eq. (2.2). 

The parameters of the fit are listed in Table 2.2. [2] 

 

 

 

 

 

 

 

 0( / )
0, (1 )

r
rE E

r rP ed -= - , (2.2) 
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The yield ( tsd ) for rediffused electrons have the form: 

where ˆ ˆ, ,s Ed  is fitting parameters given for materials.  

Table 2.3 Fitting parameters for Eq. (2.3) which is given for copper and stainless steel  

Given parameters Copper Stainless 
steel 

d̂  1.8848 1.22 
s  1.54 1.813 

Ê  276.8 310 
 

 

Fig. 2.5: True secondary electron yields for (a) copper and (b) stainless steel from Eq. (2.3). 

The parameters of the fit are listed in Table 2.3. [2] 

 

 

 

 

 

 

 0ˆ , ˆ1ts s

Esx x
s x E

d d= =
- +

, (2.3) 
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For the energy probability functions of three components in [2] have forms:  

 

 

Fig. 2.6: The emitted-energy spectrum for copper at (a) 10 eV, (b) 30 eV, (c) 300 eV, (d) 500 eV 

incident energies.  

 

 
2 2

0( ) /2

0

2( )
2 erf( / 2 )

eE E

e e
e e

ef E
E

d

d
ps s

- -

=  (2.4) 

 1
0

( 1)( )
q

r r q

q Ef E
E

d +

+
=  (2.5) 

 1 /
, ( ) n nP E

n ts nf E F E e e- -=  (2.6) 
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Fig. 2.7: The emitted-energy spectrum for stainless steel at (a) 10 eV, (b) 30 eV, (c) 300 eV, (d) 500 

eV incident energies.  
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2.3 Theory 

2.3.1 Fixed point theory  

 

In this section, we review the fixed point equation to calculate analytically the electron trajectories 

for bunching and its stability condition. If the electron trajectory in the structure is assumed to depend 

only on the external dc and ac field without space charge effect, the single electron equation of motion 

is given by 

where dE  and aE  are amplitudes of dc and ac fields. dE  has to be large enough to yield 

secondary electrons. And also aE  must be adequately larger than dE  to prevent premature impact. 

The integration of Eq. (2.7) yields the trajectory equation of the secondary electron.  

where ( )0 0z t = = . When the electron returns to the emission plate after the n’th cycle of ac field, the 

secondary electron should start with the same initial velocity 0v . So with 0  2 /z at t np w= = 	in Eq. 

(2.8), the resonance equation is given by  

where 0,/ /a adE E m eE ve n w= = . Here e  represents the ratio of ac and dc field, and n  the 

normalized emission velocity of secondary electrons.  

For a resonant electron to tolerate any perturbed deviation from its resonant trajectory, it should be 

in a certain range of stability condition. To find the stability condition of the fixed point, we derived a 

quadratic function, which mapped the deviation 0k kq qD = -  at the k'th cycle to 1k+D  at the next 

cycle.  

If it takes kt for an electron to finish its cycle ( )0 0 01 1  ( ),k k k kq q q t q q t q+ +D - = + - -=  where

( )0 2nt q p=  and t  is the time for the electron to return to the emission plate. Here kq  is the initial 

phase at the k’th cycle, and 0q  is the fixed point from Eq. (2.8). By Taylor expansion up to the 

second order of kD ,	we obtain  

 

 ( )
2

02 sin ,d a
d z e eE E t

m mdt
w q= - - +  (2.7) 

 ( ) ( ) ( ) ( )2
0 0 0 02cos sin sin ,

2
a d aeE eE eEz t v t t t

m m m
q w q q

w w
æ ö é ù= - - + + -ç ÷ ë ûè ø

 (2.8) 

 0cos ,nq n pe= -  (2.9) 
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From 0( / )z t w = , we could obtain qt¶ and 2
qt¶ .  

Equation (2.10) can be simply written by a quadratic function as  

where 0'' / 2a t= , 01 'b t= + . 

From a standard quadratic mapping analysis, the stability condition for the fixed point 0q  can be 

set as 1b < . If the stability condition is satisfied, the electron phase will converge to the fixed point 

as iteration goes on, even though there exists some perturbation in its trajectory.  

We also considered the energy spread of the secondary electrons. To do that, the mapping function 

was modified as follows. 

where 0k kn n dn= + . As we use the Taylor expansion on Eq. (2.14) up to the second order, we 

approximately obtain  

where 0k kq qD = - . For the convenience in analysis, we represent Eq. (2.15) as follows. 

where 0
ˆ 'kb b ndn t= + ¶ and ( )0

2 2 '' / 20 0 0 1
1 , , 1 ' , ,2k k k ks a b g x xtn ndn t dn t t += ¶ + ¶ = = + = D = D . In our 

previous work we studied the case, where kdn  is small compared to the peak value of 0n . Equation 

(2.16) was numerically calculated and calculation of mapping was verified by PIC simulation.  

 
( ) ( )

0 0

201
20

1 1 .2
kk k

k k q q

t q t q t t
q q q q

+ -D D¶ ¶= + » + +
D - ¶ ¶

 (2.10) 

 
2

0
0

2 12 sin' ,2 2

n nn
n n

p n pep qt
n pe n pe

æ öç ÷
è ø

- -
= - =

- -
 (2.11) 

 
( )

( ) ( )
32 2 2 2 2

0 3
2'' 2 1 2 2 .
2
n n n n n n
n
pt p e n pe n pe n pen p e

n pe

é ùæ ö
ê úæ öç ÷ ç ÷ê úç ÷ è øç ÷ê úè øë û

= - - - - - - +
-

 (2.12) 

 ( )1 ( ) ,k k k kf b a+D D = D + D=  (2.13) 

 ( ) ( )0 01 , , ,k k k kq q t n q t n q+ = + -  (2.14) 

 2 2 2
0 0 0 01

1 1' '' ' ,2 2k k k k k k k kn n nq q t dn t t dn t dn+ = +D + ¶ + D +D ¶ + ¶  (2.15) 

 ( ) ˆ( ) ,g x x b ax s= + +  (2.16) 
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2.3.2 Effective longitudinal energy spectrum  

In this section, we study the characteristics of the electron bunches, when more realistic features of 

secondary emission are included. Here the realistic features can be described by two properties, which 

were not counted in our previous works [1,4]: one is the much wider energy spectrum of the 

secondary electrons and the other is the non-zero emission angle. The energy spread effect is already 

included in the mapping theory via the ‘s’-term in Eq. (2.16). Previously we studied a very narrow, 

square-shaped emission energy spectrum [4], where / 0.05 ~ 0.15n nD < . Here we apply the same 

mapping theory to the case with a broader, Gaussian-like realistic energy spectrum with 

/ 0.1~ 0.5n nD < . Furthermore, to account for the emission angle effects of the secondary electrons 

by the one-dimensional mapping theory, we derived the ‘effective’ emission spectrum of longitudinal 

velocity, which was implemented to the energy spread term in the mapping theory. The iteration 

results of the mapping were compared with PIC simulations. We also studied the electron bunching 

from a copper plate, which has even a wider emission energy spectrum. For such a very wide energy 

spectrum, our mapping theory is not valid any more, since Eq. (2.16) has derived from the Taylor 

expansion for small kD  only. In that case, we performed just the PIC simulations to obtain the 

electron bunching size in the phase space and current profile. 

For the realistic energy spectrum and emission angle of the secondary electrons, we used the 

analytic fitting formulae in Furmann and Pivi’s paper [61]. In reference [61], the authors described the 

energy distribution of secondary electrons from the surface of material, for a given energy and 

incident angle of a primary electron : the emission energy distribution of true secondary electrons is 

determined by ( ) 1 /n nP E
n nf E F E e e- -= , where nF  is a normalizing factor, which depends on fitting 

parameters of material ,n nP e . This is for the true secondary emission, which dominates the energy 

spectrum more than other secondary emission mechanisms such as backscatter or rediffused [61]. 

 

Figure 2.8: The diagram of the q distribution which follows cosq  and f  is uniformly distributed 

in 0~2π. 
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As is implied from our one dimensional analysis, distribution of zv (longitudinal velocity) is 

important in determining the trajectories of electrons and bunching. At this point we use velocity 

distribution instead of energy. The emission angle follows the cosθ  distribution, and azimuthal angle 

is uniformly distributed in 0 ~ 2 π  [61] as in Fig. 2.8. The parallel component of the velocity does not 

influence much the bunching as long as the transverse dimension of the system is large enough 

compared to the transverse deviation of electrons for one cycle (This point was verified by PIC 

simulations). To obtain zn -distribution with emission angle spread considered, we start from 

which are from 1 2
2

[ [ ]]
e

E eV mv eV= 	 , aeEv m nw=  and cos
zvv
q

= . Emission angle and energy 

variation of the probability distribution can be expressed by : ( ) ( ), cosndP E A f E d dEq q q= , where 

( ) 1 /n nP E
n nf E F E e e- -=  and A is a normalizing constant. Then from Eq. (2.17), we obtain 

By averaging over e  we obtain  

where ( ) ( )2 ' '

0

,
cos

n z z
z

A f
F d

p
n q n

n q
q

= ò . Here ( )zF n  actually means the probability distribution of speed 

in z-direction considering the effect of the emission angle.  

 
2 2

2
1 ,2 cos

a zeEE m
n

w q
=  (2.17) 

 ( ) ( )' ' ,
, cos

z n z
z z

Av f
dP d d

n q
n q n q

q
=  (2.18) 

 ( ) ( ) ( ), ,z z z z zdP dP d F dqn n q n n n»< > =  (2.19) 
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Figure 2.9: Comparison of normalized velocity spectra between MC method and numerical iteration  

in artifical materials where the parameters are (a) 64, 0.01n nP e= =  (b) 4.2, 0.2 n nP e= = . Legend 

of graph is number density (/m3) of secondary electron at surface. 

The numerical integration of ( )zF n  can be compared with velocity distribution obtained from 

Monte-Carlo (MC) method. In MC method, we used the accept-reject method, where two random 

numbers are used. The procedures are that the first random number 1R  is chosen from the range

max[0, ]E , where maxE 	is the maximum true secondary electron energy. The first random number is 

used to calculate ( ) ' 1 /
1

P Ef R A E e e-= . Then the second random number 2R  is uniformly generated 

between 0 ~ 1. The random number generation is repeated until we obtain ( )2 1R f R<  then 1R is 

converted to the normalized velocity 12 / aR En w= . 	 We used 510  	test electrons to get zn  

distribution. We compared the effective longitudinal velocity distributions calculated from Eq. (2.19) 

and from the MC calculation in Fig. 2.9. The material parameters were ( 65, 0.01n nP e= = ) and 

( 4.2, 0.2n nP e= = ) which correspond to 0.1 0.01n = ±  and 0.1 0.05n = ± , respectively. These 

energy spreads are much wider than the cases in Ref. [4]. From Fig. 2.9, it looks like that by the 

emission angle of secondary electrons, their effective longitudinal velocity distribution is generally 

broadened and the peak position is shifted to the lower side. And in the case (a) of Fig 2.9, which has 

narrower spectrum than Fig. 2.9 (b), the peak position is shifted less : the shifted intervals of (a) and 

(b) are nD = 0.0044 and 0.0186. On the other hand the spectral width of zn  in case (a) is much 

wider than case (b). Note that numerical iteration and MC method agree well with each other.  
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With these modified longitudinal velocity distribution of the secondary electrons, we iterated Eq. 

(11) to obtain phase diagrams. We also performed PIC simulations for comparisons. For the PIC 

simulations the empirical formulae in Ref [61] were implemented to the secondary electron routine of 

the code. The secondary emission routine allows a full energy spectrum of the secondary emission, 

which is composed of back scattering, rediffusion and true secondary electron emission [62]. The 

width of material surface was 200 μm in transverse direction, and the longitudinal length of the 

system was 200 μm. We fixed the frequency and ac field amplitude at 35GHz and 5.941 V/μm, 

respectively, and the dc field was varied.  

 

Figure 2.10: The current diagram of normal direction at the surface of material where the parameter of 

material are 64, 0.01n nP e= = . We measured the full width of max /I e . 

To extract the phase information of the electron bunches from the PIC simulations, we measured 

the full width at max /I e  electric of the current through the emission plate as in Figure 2.10, and 

converted it to the phase following the procedure in Ref. [4]. Electrons phase spread obtained in this 

way were compared with the results from mapping Eq. (2.16). Note that the width of the phase spread 

is proportional to the longitudinal size of the bunch. Figure 2.11 shows comparison of phase spread 

from the simulations and Eq. (2.16). Red error bars actually represent the phase range measured from 

simulations. The yellow~blue colors mean density of numbers how frequently the phase kq  hits on 

any specific value during the iteration of Eq. (2.16).  
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Figure 2.11: The diagram represented energy spread of secondary electron with angular effect, 

comparing with simulation results and mapping function, where the parameters are (a) 

64, 0.01n nP e= =  (b) 4.2, 0.2 n nP e= =  without angular effect and (c) 64, 0.01n nP e= = , (d) 

4.2, 0.2 n nP e= = with effective angular effect.  

In Fig. 2.11, the electrons phases mostly reside on the blue region, whose ranges agree well with 

those measured from the simulations (full width max /I e ). Fig 2.11 (a), (c) and (b), (d) are 

comparisons of the phase diagrams when the emission angle is counted [(b), (d)] or not counted [(a), 

(c)] for parameters corresponding to the cases of Fig. 2.9. In Fig. 2.11 (a) and (c), both measured 

phases and calculated ones exhibit wider spread when the emission angle is counted, which is a 

natural result from the broadened effective zn -spectrum as seen in Fig. 2.9 (a). Note that the 

bifurcation [two branches of blue region in Fig. 2.11 (a)] is merged out in Fig. 2.11 (c) by the 

broadened zn -spectrum by emission angle. In Fig. 2.11 (b) and (d), the phase spread is a little bit 

wider when the angle effect is counted, which is opposite to the cases (a) and (c). This can be 

explained by different behavior of effective zn -spectrum in Fig. 2.9 (a) and (b). In Fig. 2.9 (b), the 

velocity broadening is not that significant as in Fig. 2.9 (a), but instead, the peak shift to the lower 

side is severer. We observed from our previous work [4] that when the emission velocity is lower, the 

phase diagram shifts to the left in q e-  space, which results in narrowing down of phase spread as 

shown in Fig. 2.11 (d). In other words, depending on peak shift or spectral broadening of zn -

distribution by emission angle, the phase spread (or correspondingly the longitudinal bunch size) can 

be differently influenced.  
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Fig 2.12. Comparison of normalized velocity spectra between MC method and numerical iteration  

in copper case. 

Finally we have considered the case of real parameters of nP  and ne  for copper, which have 

much wider secondary energy spectrum as in Fig. 2.12. In this case, when the emission angle is 

counted, the peak shift appears quite significant ( 0.048nD = , corresponding to 52.28 10 m / s´ ), while 

the spectral broadening of zn -distribution is very small. So we can expect, by the same logic 

discoursed for Fig. 2.11 (b) and (d), the phase spread will be narrowed down. This point could be 

verified by the measurements from the PIC simulations. 

 

Figure 2.13: PIC simulation of θ  area of electron at the copper surface where ò  is varied. 
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 In Fig. 2.13, the upper (lower) curves represent the phase maximum (minimum) of electron 

trajectories as a function of / adE Ee = . As the emission angle is counted (red curves), the phase 

spread (distance from the lower curve to the upper curve) is narrowed down, which is similar to Fig. 

2.11 (b) and (d). The typical value of phase spread for copper is 124.747 10 sec-´ , corresponding to 

80μm in longitudinal bunch size. 

2.4 Conclusion 

We studied the generation of beam bunching from dc-biased, single-surface multipactor with 

realistic energy spread and emission angle of secondary electrons. In our previous work, we 

theoretically studied stability condition of fixed phase and bifurcation, when the energy spectrum of 

the secondary electrons was quite narrow and the emission angle was neglected. In this paper, we 

extended our previous work to find the influences of much broader secondary emission spectrum and 

emission angle, which are always inherent in real materials. What we first considered here was the 

cases with somewhat artificial material with broad secondary energy spectrum, and emission angle. 

The novel feature of this work is in employing the effective longitudinal velocity distribution to 

incorporate the emission angle effect to the one-dimensional quadratic mapping, which we used for 

theoretical analysis of the electron trajectories. We observed that when the emission angle is counted, 

the zn -distribution is effectively widened and simultaneously, there appears peak-shift to the lower 

side of zn . These two effects influence the phase spread (or the longitudinal bunch size), sometimes 

broadening it or sometimes narrowing it down, depending on which of spectral broadening or peak 

shift is dominant. We also studied the case where the copper, whose secondary spectrum is even wider, 

was used as an emission plate. In this case also, the bunch size slightly decreased by the emission 

angle effect: the numerical value of the longitudinal bunch size for copper was 80μm, which is 

suitable for the generation of THz wave generation.  
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Chapter 3 

Design of X-band 6MeV side-coupled linear accelerator 

3.1 Introduction 

LINAC has been widely applied for medical radiotherapy [16–20], non-destructive imaging [21–

23] and various industrial uses [24–26]. In such applications, the electron beam energy at the end of a 

LINAC waveguide is typically less than 10 MeV and a S-band (~3 GHz) LINAC waveguide is 

employed in most modern radiotherapy machines. For medical application, majority of radiotherapy 

machines are composed of several isocentric devices [27–29] including a LINAC waveguide and 

those are packed in an accurately motion controlled gantry moving around an isocenter on a patient’s 

body. From an engineering point of view to make the gantry system easy to design and manufacture, 

minimizing the LINAC waveguide is crucial because all of the medical LINACs as well as most of 

LINACs for industrial applications should be surrounded by a massive radiation shield made of lead. 

Therefore, an all-in-one LINAC waveguide structure, an assembly of a buncher section and an 

acceleration section connected with a simple thermionic electron gun, has been adopted. Recently, 

development of compact LINACs such as C-band (~5.7 GHz) [17,20,28,30–33] and X-band LINACs 

with a side-coupled cavity waveguide [21] or an axially coupled cavity waveguide [24,34,35] have 

been the subject of great interest because of their merits as proven by the Cyberknife. In contrast with 

the machines employing a S-band medical LINAC, the Cyberknife [36] has the most compact medical 

LINAC, a X-band (9.3 GHz) LINAC, which is connected to a robotic arm. By virtue of its 

compactness and lightness, the Cyberknife has a high degree of motion freedom owing to such unique 

configuration employing a robotic arm.   

 

3.1.1 Application of LINAC 

A particle accelerator is a device that uses electromagnetic fields to accelerate charged particles to 

high energy. There are two representative oscillating field accelerators: linear accelerator, circular or 

cyclic accelerator depending on a direction of particle trajectory. In a linear accelerator (LINAC), 

particles are accelerated in a straight line with a target of interest at one end. They are often used to 

provide an initial low-energy kick to particles before they are injected into circular accelerators. The 

longest LINAC in the world is the Stanford Linear Accelerator (SLAC), which is 3 km long. [63,64]. 

And the longest LINAC in Korea is Pohang accelerator, which is 170 m long. The above mentioned 

large accelerators are best known for their use in particle physics as colliders. Other kinds of LINAC 

are used in a large variety of applications, including particle therapy for oncological purposes and X-
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ray imaging, irradiation processing, non-destructive testing. For medical therapy, accelerators require 

3~15 MeV pulsed electron beam. And current commercial accelerators are resonated in S-band, C-

band and X-band frequency. According to the general feature of LINAC, the volume and length of 

LINAC is inversely proportional resonant frequency of LINAC. 

 

Figure 3.1: Medical application of LINAC  
 

3.1.2 Property of LINAC 

   A block diagram shows a LINAC structure with bunching and accelerating cavities, and supplied 

with electromagnetic energy by an RF power such as klystron, magnetron and so on. Beam is injected 

from a dc gun. Vacuum system is required for overcoming breakdown and good beam transmission. 

Electric power supports to DC gun and RF power, vacuum system. A cooling system removes the heat 

generated by the resistive wall losses of electromagnetic energy and accelerated beam in LINAC 

structure and it requires for RF power source. To provide efficient acceleration for beam, the beam 

should be bunched in bunching section.[18] 

 

Figure 3.2: A simplified block diagram of LINAC system 
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π/2 mode of a chain of coupled oscillators has advantage to devise a suitable geometry satisfying a 

synchronous condition for particles, and resulting in high shunt impedance. And all of excited cells 

can contribute acceleration to produce beam energy gain. A better solution for retaining the 

advantages of the π/2 mode, while maintain high shunt impedance, is to form a biperiodic chain in 

which the geometry of the excited accelerating cavities is optimized for best shunt impedance, and the 

unexcited cavities, also called coupling cavities, are chosen to occupy less axial space and are tuned to 

the same resonant frequency as the excited cavities. The two most popular geometries that have been 

invented are the on-axis coupled structure, where the coupling cavities occupy a smaller axial space 

than the accelerating cavities, and the side-coupled cavity, where the coupling cavities are removed 

from the beam line, leaving the beam axis completely available to the excited accelerating cavities 

 

Figure 3.3: Biperiodic standing wave (SW) structures with magnetic side-coupling apertures. 

 

The beam is not simply a medium which absorbs radio frequency (RF) energy and adds an 

additional resistive load to the cavity, but is really equivalent to a generator, which can either absorb 

energy from the cavity modes or deliver energy to them. However, in the previous chapters we have 

assumed that the beam is affected by the cavity, but we have ignored the effects of the beam on the 

cavity fields. As the beam current increases it becomes important to treat the effects of the interaction 

between the beam and the cavity more carefully. The effects of the beam on the cavity fields in the 

accelerating mode are referred to as beam loading. They arise physically as a result of the charges 

induced in the walls of the cavity as the bunches, together with their commoving electromagnetic 

fields, pass through the cavity. The induced charges produce fields that act back on the particles in the 

bunch, and this interaction does work on the particles, which radiate energy to the cavity. In this 

chapter we introduce these effects through the fundamental theorem of beam loading, which relates 

the energy delivered to the cavity to the charge q of a single point charge passing through it. The 

proportionality factor between the energy transferred to the cavity and the squared charge is called the 

loss factor. The most important effects of beam-induced fields in modes other than the accelerating 

mode, An external generator is provided to establish the fields needed for acceleration of the beam, 
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and in which the net field is a superposition of the generator-induced plus the beam-induced fields. 

When the beam-induced field in the accelerating mode becomes comparable to the field induced by 

the external generator, the net phase and amplitude will only be satisfactory for beam acceleration, if 

some means of compensation for the effect of the beam is provided. The conventional analysis of 

beam loading in a standing-wave cavity, including the conventional method used for compensation, is 

presented in this chapter 3.2. [18] 

 

3.1.3 Important parameters of LINAC 

There are several important parameters of merit which are commonly used to characterize LINAC. 

Some of parameters depend on the RF power which is dissipated by electrical resistance at the wall of 

cavities. The quality factor of resonant cavity is defined as  

where P  is average power and U  is stored energy. And w is resonant frequency. The shunt 

impedance is expressed that effectiveness of producing a voltage for deriving Power and defined as 

where 0V  is a voltage in beam direction. ,s lr  is shunt impedance per unit length. ,'s lr  is effective 

shunt impedance per unit length ( L ). T is transit time factor which is defined as 

where r  is radial position. x  is beam direction and b is relativistic velocity. In most practical cases 

the change of particle velocity in the gap is small compared with the initial velocity. If we ignore the 

velocity change, bl  is the distance the particle travels in an RF period. The Fig. 3.4 shows axial 

electric field distributions at unit cell structure of X-band ( 9.3 GHz ) LINAC. Effective electric field 

is the practical field which affects the traveling electron in an RF period. 
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Figure 3.4: Effectively normalized electric field at beam path in unit cell structure 

There is two representative coupling of medical LINAC is axial coupling and side coupling type. 

Figure 3.5 shows the cross section view of side-coupled LINAC to express coupling factor. The 

relation equation of stored energy between cavities are expressed using equivalent circuit and is 

defined as 

 

 

Figure 3.5: Stored energy and coupling coefficient in side-coupled LINAC 

 

When the resonant mode of LINAC is π/2 mode, the stored energy is defined as 1 0iU + = , otherwise

1 0iI + = . Eq. (3.5) is re-expressed as 
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3.1.4 Simulation tools 

The numerical codes are used in the design of cavities for linear accelerators because the analytical 

calculations can be used only with simple geometries, as the so called pill-box, which are not useful 

for real applications. These numerical soft wares are used to optimize the shape of the cavity, given 

overall dimensions, in order to get the best values for the requested resonant frequency, field pattern 

and quality factor. Most known and used computer programs for such calculations are:  

A Superfish is a frequency domain 2-dimensional simulation which uses a finite elements algorithm. 

From the practical point of view, after the preparation of a file with the geometry of the structure, one 

can obtain the resonant frequency for every resonant mode of the cavity, the quality factor and the 

shunt impedance and other useful parameters. The program has lots of internal macro dedicated to the 

calculations of parameters useful in the accelerator cavities design as the power dissipated on each 

wall of the cavity. Other useful results given are the resonant frequency variations for a unit 

displacement of all the walls of which the cavity is composed.  

MAFIA (Maxwell’s equation using a Finite Integration Algorithm) is a 3-dimensional code either in 

the time and the frequency domain. It has a CAD-like interface and it is a powerful general purpose 

simulation. The later versions have also the relevant possibility of calculation with small losses in the 

walls.  

HFSS (High Frequency Structure Simulator) is a recent product from ANSOFT and is a 3D 

structure electromagnetic field simulator. It has a CAD-like approach, it offers an intuitive interface to 

simplify design entry, a field solving engine with accuracy-driven adaptive solutions based on a finite 

element method (FEM), and a post-processor for pose-elaborations of the calculated fields. The 

software has also an optimization tool. [65] 

CST(Computer Simulation Technology) MWS(MICROWAVE STUDIO) is a specialist tool for the 

3D EM simulation of high frequency components. CST MWS included modules based on numerous 

different methods including finite element method (FEM), method of moments (MoM), multilevel 

fast multipole method (MLFMM) and shooting boundary ray (SBR), each offering distinct advantages 

in their own domains. The software has also an optimization tool. 
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3.2 Fundamental theory and basic study 

3.2.1 Design flow 

 

Figure 3.6: Design flow of X-Band LINAC. The red arrows show critical feed-back processes. 

The design process of the X-band (9.3 GHz) 6 MeV LINAC waveguide can be divided into 6 steps. 

In step 1, a unit cell was analyzed by the 3D electromagnetic eigenmode calculation in the CST code. 

A unit cell is a basic structure which determines physical characteristics of a LINAC waveguide such 

as shunt impedance, quality factor and coupling factor. In step 2, the analytical calculation follows the 

equations from Thomas P. Wangler‘s book [18] and Kamino’s paper [28]. The numerically calculated 

values from step 1 and the assumed values such as RF power are used for the analytical calculations 

in step 2. The critical values such as the shunt impedance and the number of cells in step 2 comes 

from step 1 or initial assumption and those are refined several times considering the iterative results in 

the following steps. In step 3, the eigenmodes in the 3D model of a LINAC waveguide are analyzed. 

At this step, a simplified model excluding the external RF coupler is used for quick estimation of the 

physical characteristics of the coupled cavity waveguide.In step 4, a simple 1D particle code 

developed by us is utilized for quick estimation of electron acceleration. At the first iteration of the 

steps, the field profiles are given by eigenmode calculations in step 3. And after several iterations, 

eventually, the field profiles extracted from step 5 are used. The magnitude and the distance 

(equivalent to the distance between adjacent cavities) of each maximum of electric field are 

artificially manipulated until an optimized condition for electron beam acceleration are achieved. This 

step is one of the most important feed-back point because the manipulation of the field profile may 

demand considerable changes of the design parameters. In step 5, the LINAC waveguide including an 

external RF coupler is analyzed by 3D time domain calculations. By the calculations, not only the RF 

coupling level to an external RF power source but also the 3D electric field profiles which is more 
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realistic than the results from the eigenmode calculations can be obtained. In step 6, PIC simulations 

of the electron acceleration up to 6 MeV in a 9.3 GHz side-coupled cavity waveguide composed by 

coupling of 49 cavities are performed. By analyzing the physical properties of the accelerated 

electrons, validity of the designed values for the cavity waveguide can be verified. The more details of 

each steps are discussed in the following sections. 

 

3.2.2 Numerical stabilization  

A measure of the sharpness of response of the cavity to external excitation is the Q of the cavity 

which is the time-averaged energy stored in the resonant cavity to the dissipation of power at wall of 

cavity. And the stored energy decays away exponentially with a decay constant inversely proportional 

to Q. The time dependence implies that oscillations of the fields in the cavity are damped as follows: 

where we have allowed for a shift wD  of the resonant frequency as well as the damping. A damped 

oscillation such as this has not a pure frequency, but a superposition of frequencies around

0w w w= + D . To express as frequency distribution, the Eq. (3.7) is rewritten as follows:  

 Fig. 3.7 is numerically calculated for the simple pillbox from Eq. (3.8) by CST Time domain 

solver. The 0w  of pillbox is 9.3052 GHz.  
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Figure 3.7: (a) Resonance line shape from simulation results of simple cavity and theoretical 

calculation from Eq. (3.8). The full width at half maximum (FWHM) is equal to the unperturbed 

frequency ω0 divided by the Q of the cavity. (b) Cutaway picture of Simple cavity structure. Red 

arrow is position of RF source in 3D time domain simulation.  

 

If an initial amount of energy is stored in the cavity, it decays away exponentially with a decay 

constant inversely proportional to Q. The oscillations of the fields in the cavity are damped as follows: 

 

 

Figure 3.8: (a) Cutaway picture of Simple cavity structure with coupler and (b) Electric field 

magnitude measured from field monitor in 3D CST MWS time domain simulation and theoretical 

calculation from Eq. (3.9) 
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In the numerical analysis, numerical stability is a generally desirable property of numerical 

algorithms. The CST MWS algorithms are for solving finite differential equations by discrete 

approximation. Numerical algorithms for differential equations the concern is the growth of round-off 

errors which might cause a large deviation of final answer from the exact solution. Some numerical 

algorithms may damp out the small fluctuations (errors) in the input data; others might magnify such 

errors. Calculations that can be proven not to magnify approximation errors are called numerically 

stable.  

 

3.2.3 RF breakdown limit for X-band linear accelerator waveguide 

Kilpatrick’s criterion [66,67] is relevant to the RF breakdown limit, and it is given as follows: 

 

where f is the resonant frequency of the LINAC and Ek is the peak electric field at which the RF 

breakdown can happen. Some research groups had selected Ek of 120 MV/m for C-band (5.712 GHz) 

[20,28] so that the brave factor (b ) of 1.9 can be deduced from Eq. (3.10). For our X-band (9.3 GHz) 

case, Ek is about 150 MV/m if the same value of b for the C-band LINACs is assumed. In our 3D time 

domain simulations in step 5, the highest electric field residing around the cavity nose was 107 MV/m 

when the RF power of 1.6 MW was injected inside of the cavity waveguide.  

 

Figure 3.9: Vacuum discharge limit for linear accelerator waveguide 
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Table 3.1: Vacuum discharge limit of the research group  

 

 

 

Figure 3.10: Peak electric field decreased by dimensional change of nose part in unit cell structure to 

avoid vacuum breakdown  

 

 

 

 

 

Resonant frequency Structure type / 
Wave type Vacuum discharge limit Lab. or Company Ref. 

3GHz (S Band) LINAC / SW 240MV/m Varian(1983) [68] 

5.7GHz (C Band) LINAC / SW 120MV/m (340MV/m) Mitsubishi(2007) [69] 

11.4GHz (X Band) Klystron / TW 250MV/m SLAC [70] 

11.4GHz (X Band) LINAC / SW,TW 200MV/m SLAC(2003), [71] 
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3.2.4 Energy gain  

To calculate the voltage (energy) gain of an electron beam, the equation referred from 

Thomas P. Wangler‘s book [18] given Eq. (2) was used. 

where f  is the phase ahead angle of the electron bunches from the crest of the accelerating electric 

field, y which was neglected in the Kamino’s paper [28] by setting y = 0 is the detuning angle, P’g is 

the RF power, and r’s,l is the effective shunt impedance per length considering the transit time of an 

electron bunch. The length of a unit cell, the coupling coefficient, and the beam current are denoted as 

L, b , and IB, respectively. The second term of Eq. (3.11) comes from the beam loading effect. 

Because the beam loading effect in the all-in-one LINAC waveguides composed of the buncher 

section and the acceleration section is hard to predict accurately, neglecting the detuning angle y is 

reasonable. However, in our design process, the 3D PIC simulations were employed mainly in the 

design step 6 so that the detuning angle was considered for more accuracy. The optimum coupling 

factor bo  for critical coupling and relevant detuning angle y o  were derived by Eq. (3.12), 

Figure 3.11 shows the energy gain of an electron beam correspoding to total number of unit cells, 

which is calculated by Eq. (2). A generator power of 1.6 MW was assumed because a 9.3 GHz 

magnetron with 1.7 MW peak power is commercially available. L (d of cell No.5 in Table 3.2) and f  

were 16 mm and 20˚, respectively. Table 3.2 shows the optimized axial lengths of unit cells and 3D 

eigenmode calculation results for each unit cell. The buncher (low energy) section is composed of the 

cells numbered from 1 to 4 and the acceleration (high energy) section is composed of 19 cell 

numbered as 5. The cell numbers were classified by the structural features of each unit cell. And the 

axial length (d) of unit cells was optimized to match the electron beam velocity (v/c). In addition, the 

important physical properties, such as the frequency of accelerating cavities (fa), side coupling cavities 

(fsc) and the shunt impedance per length (rs) of each cell are given in Table 3.2. For the cell No. 5 in 

Table 3.2, the shunt impedance is 200 MΩ/m. The effective shunt impedance per length r’s,l in Eq. 

(3.11) and (3.12) was 139.4 MΩ/m which was obtained by multiplying the square of transit time 

factor (0.835). The value of r’s,l needs to be reduced again by considering the reduction factor which 

was reported as 74 % for the C-band 5.2 MeV hybrid type LINAC [28] and 88 % for the X-band 6 
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MeV axially coupled LINAC [35]. At the first iteration of our design flow, the reduction factor of 88 % 

was assumed in step 2. Consequently, after several iterations for optimization and correction, 89.2 

MΩ/m of r’s,l was obtained. 

 

 

Figure 3. 11: Energy gain of electron beam is calculated by Eq. (3.11), correspoding to total number 

of unit cells. The required number of cells for 6 MeV acceleration with 70 mA of peak current is 25. 

 

Table 3.2 Given parameters of Eq. (3.11) 

 
Parameters value Unit 

f Resonant frequency 9.3 GHz 

P’g Generator Power 1.58 MW 

ф Phase ahead angle of electron bunches -20.0 Degree 

IB Current 70 mA 

L Unit  length 16 mm 

rs,l Shunt impedance per length 128 MΩ/m 

r’s,l Effective shunt impedance per length 89.24 MΩ/m 
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3.2.5 Unit cell simulation 

 

Figure 3.12: (a) Unit cell and full LINAC waveguide with typical values of critical dimension parameters (b) 

Electric field distributions of 0 mode, p /2 mode, and p  mode in a unit cell extracted from the 3D eigenmode 

calculations. 

Figure 3.12 (a) shows a unit cell structure which is composed of one accelerating cavity (divided 

into half cavities) and one side coupling cavity. Typical values of the critical dimension parameters 

and a half cutaway view of the full LINAC waveguide, which is composed of a buncher section 

(about 6 cells) and an acceleration section (about 19 cells), are also given in Fig.3.12 (a). The 

eigenmodes in a LINAC unit cell were investigated by using 3D electromagnetic simulations. The 

basic geometry is similar with those in [21] and [72] which have the side-coupled cavity structure. 

The eigenmode calculations using the hexahedral spatial mesh were performed by running 

workstations equipped with 128 Gbytes of RAM working on Intel Xeon E5-2687W Octa-core. By 

considering the quality factor (Q) of the desired p /2 mode in the unit cell, we determined the 

permitted limit for the resonant frequency between each cavities. When RF power is applied into a 

resonant cavity, the stored energy (W) in the cavity depends on the frequency and the quality factor, as 

2 2
o o1/{( ) ( / 2 ) }w w wµ - +W Q , where wo  is the resonant frequency of the cavity, and w  is the RF 

frequency derived from a generator. In the case of cell No. 5 in Table 1, with a Q value of 8398 and 

resonant frequency of 9.3 GHz for p /2 mode, the full width at half maximum (FWHM) of W was 

calculated as 1.78 MHz. Therefore, the frequency differences between each neighboring cavity were 

set to be smaller than a half of 1.78 MHz. Additionally, the calculation error for resonant frequency 

was also set to be smaller than a half of 1.78 MHz by adjusting the mesh or the iteration numbers of 
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the computer calculations. Adjusting parameters b and c defined in Fig. 3.12 (a) dominantly affects 

the resonant frequency of the acceleration cavities fa. And the resonant frequency of the side-coupling 

cavities fsc can be dominantly manipulated by the parameter defined as a. The nominal frequency 

difference between neighboring unit cells is about 0.4 MHz, which is smaller than our permitted limit, 

a half of 1.78 MHz. The electric field distributions of three different eigenmodes, 0 mode, p /2 mode, 

and p  mode, extracted from the 3D eigenmode calculations are given in Fig. 3.12 (b), where the 

electric fields are described on the half cross section of the unit cell labelled as cell No. 5 in Table 1. 

The number of mesh elements was 1,529,280, and the calculation time was about two and a half hours.  

In numerical calculation, frequency error has to be under permitted limit while the mesh cell 

number is increased. The Fig. 3.13 and 3.14 show numerical stable when number of mesh is above 
68 10´ and 41 10´  using hexahedral spatial mesh and tetrahedral spatial mesh, respectively.  

 

Figure 3.13: (a) Resonant frequencies and (b) frequency deviation, |fN-1 – fN|, at π/2 mode in 3D 

eigenmode solver while mesh number is swept. The simulation is solved using hexahedral mesh for 

unit cell structure of X-band LINAC waveguide. 

 

 

Figure 3.14: (a) Resonant frequencies and (b) frequency deviation, |fN-1 – fN|, at π/2 mode in 3D 
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eigenmode solver while mesh number is swept. The simulation is solved using tetrahedral mesh for 

unit cell structure of X-band LINAC waveguide. 

 

Figure 3.15: Design parameters of X-band 6 MeV LINAC waveguide where # is cell number. 

 

Table 3.3 Important parameters of 3D eigenmode calculation results for unit cells 

Cell No. 
(quantity) v/c d (mm) b r3 slot_ang sc_gap slot_width 

1 (1 piece) 0.65 10.477 11.17 1.1273 30 0.9291 9.3 

2 (2 pieces) 0.784 12.640 12.180  0.8818  40 0.9314  9.000  

3 (2 pieces) 0.888 14.313 12.180  1.2110  40 0.9378  9.510  

4 (1 pieces) 0.931 15.004 12.180  1.3430  40 0.9423  9.872  

5 (19 pieces) 0.993 16.000 12.180  1.5682  40 0.9410  9.800  
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Table 3.4 3D eigenmode calculation results for unit cells 

Cell No. 
(quantity) 

fa (GHz) fsc (GHz) k Q rs (MΩ/m) Ploss(MW) 

1 (1 piece) 9.30001 9.30015 3.047% 6448 140.0 9.062 

2 (2 pieces) 9.29999 9.30023 3.086% 7730 182.3 7.559 

3 (2 pieces) 9.29983 9.30004 2.988% 8113 193.6 7.202 

4 (1 pieces) 9.29997 9.29979 3.076% 8237 196.7 7.090 

5 (19 pieces) 9.30037 9.29969 2.782% 8398 200.4 6.950 

 

3.2.6 Optimization of linear accelerator 

Shunt impedance (rs) and quality factor (Q) are important values to represent a performance of a 

LINAC cavity waveguide. Generally a performance of the cavity waveguide is improved when rs and 

Q is higher. Table 3.5 represents sensitivity of important characteristic values by changed dimensional 

parameters in unit cell cavity (cell No.5) in Table 3.3. Adjusting parameters r3 and b defined 

dominantly affects the resonant frequency of the acceleration cavities fa. And the resonant frequency 

of the side-coupling cavities fsc can be dominantly manipulated by the parameter defined as sc_gap. 

Adjusting parameters c and r3 dominantly affects Q and rs. And slot_width is dominantly affect 

coupling coefficient. (see Fig. 3.15 and Table 3.5-6) 

Table 3.5 Variation of important characteristic values by changed dimensional parameters in unit 

cell cavity (cell No. 5) in Table 3.3. 

Parameter 
Variation of characteristic values  

Δfa 
[MHz/μm] 

Δfc 
[MHz/μm] ΔQ [/μm] Δrs 

[MΩ/m∙μm] k [%/μm] 

r3 -0.7016455 0.0020987 1.7409550 0.0222399 -0.0000026 

b -0.7546129 -0.0287247 0.1474368 -0.0040755 0.0000040 

c -0.2031633 -0.0046841 -0.0385605 -0.0219342 0.0000009 



40 

 

sc_gap 0.0003361 3.5449880 -0.1042993 -0.0023733 0.0000094 

 

 

Figure 3.16: Quality factor and shunt impedance by adjusting nose height (c) with r3 = 0.8 mm (see 

Fig. 3.15) of each unit cells in Table 3.3 
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Figure 3.17: Quality factor and shunt impedance by adjusting c with r3 with c = 1.2 mm (see Fig. 

3.15) (see Fig. 3.15) of each unit cells in Table 3.3 
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Figure 3.18: Quality factor and shunt impedance by adjusting slot_width with c = 1.2 mm and r3 = 

0.8 mm (see Fig. 3.15) of each unit cells in Table 3.3 
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3.2.7 Electromagnetic simulation for X-band full LINAC cavity waveguide 

 

Figure 3.19: The electric field distribution obtained by 3D time domain calculations for a LINAC 

waveguide comprising 25 accelerating and 24 side-coupling cavities is presented. 

The upper figure in Fig. 3.19 shows the electric field configuration on the half cross section of a 9.3 

GHz side-coupled LINAC waveguide. Coinciding with the phase variation in the p /2 standing wave 

mode, the phase of the electric field is periodically alternating. The curve in the lower figure obtained 

by the time domain calculations using the hexahedral spatial mesh for a LINAC waveguide including 

an external RF coupler describes the absolute value of axial electric field at the central line of the 

beam tunnel. As mentioned in the previous section, the RF power of 1.6 MW was applied for each 

calculation. When the number of mesh elements was 97,365,120, the calculation time was about 4 

days with supplement of a Tesla K40c graphic processing unit (GPU) to the workstations. The 

resonant frequency of 9.2976 GHz for the p /2 standing wave mode, about 2 MHz of frequency shift 

from the unit cell frequencies given in Table 1, was found. In the time domain simulations, the RF 

power was coupled through an external coupler with -13.74 dB coupling level.  

The electric field profiles extracted from the 3D field simulations were employed in the 1D particle 

code simulations. The code is based on single particle analysis that quickly estimates the axial 

position and energy gain of each electron. Each electron starts at different RF phases. The phase 

interval was uniformly set as 0.05˚ and the initial energy of electrons was 20 keV. By rigorously 

adjusting the field crests, an optimized electric field distribution for electron beam acceleration up to 6 

MeV could be found. The optimized electric field distribution was rebuilt in the 3D field simulations 

and finally its validity was confirmed by the 3D PIC simulations.  
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3.2.8 3D PIC simulation for X-band full LINAC cavity waveguide 

 

Figure 3.20: In the upper figure, a stream of electrons is shown on the half cross section of a 9.3 GHz 

side-coupled LINAC. At the right end of the LINAC, an electron bunch with average energy of 6 

MeV is escaping the beam tunnel. The lower figure shows the phase space diagram of electrons.  

The electron beam dynamic in a side-coupled LINAC waveguide was analyzed by using a 3D PIC 

code in CST PS. The RF field profiles which were extracted from 3D time domain calculations were 

downscaled by considering the RF power reduction caused by the energy transfer from RF to 

electrons. After several iterations of the calculations, we found that about 0.36 MW of RF power was 

transferred to the electrons for increasing kinetic energy of electrons. Both the electrons escaping 

through the beam tunnel with relatively high kinetic energy and the electrons colliding on the beam 

tunnel or the cavity wall were included in the estimation of the energy transfer. Consequently, the 

electric field profile corresponding to 1.6 MW was downscaled and it was embedded in the LINAC 

waveguide for the PIC simulations. By virtue of the pre-downscaling of RF power, the transient 

process of energy transfer from RF to electrons could be quickly skipped. Without the downscaling of 

RF power, the PIC simulations would be quite time-consuming because the required time to reach 

steady state is considerably long compared with the computational time step. As for the electron beam, 

0.12 million macro particles with 20 kV and 300 mA were injected into the beam tunnel at the front 

end of the buncher section with the beam filling factor of 37%. The upper figure in Fig. 3.20 shows a 

typical snapshot obtained from the PIC simulations. The lower figure shows the phase space diagram 

of electrons describing energy distribution of macro particles along with the direction of the beam 

tunnel.  

Figure 3.21 shows the number of electrons corresponding to their energy. The 3D PIC simulation 

result shows a peak with the FWHM of 0.35 MeV. The total escaped beam current is 68.5 mA, and 

electrons relevant to 42.5 mA have the kinetic energy ranging from 5.7 to 6.3 MeV while, initially, the 

beam current of 300 mA is injected. Transverse emittance at the exit of the LINAC waveguide was 
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1.51 mm mrad. It was defined as 2 2 ,r x ye e e= + 22 2' ' ,x x x xxe = - 22 2' ' ,y y y yye = -

where x and y are the transverse distance from the beam center in each orthogonal direction, and

' /x dx dz= , ' /y dy dz= , 2 2 2dz dx dy dz» + + . The beam radius is 0.18 mm. It was defined as 

2

1

( ) /
N

r i
i

r r Ns
=

= -å  where r is the transverse particle distance from the beam center and N is the 

number of macro particles. 

 

Figure 3.21: Energy spectrum of electrons calculated by 3D codes and emitted electron density at 

the end of the LINAC waveguide. 
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3.3 Fabrication  

The fully coupled LINAC waveguide consists of an RF port, vacuum port, and 49 coupling and 

accelerating cavities, as shown in Fig. 3.22. The 49 cavity pieces and the 2 ports in Fig. 3.22 (a) are 

made of oxygen-free high conductivity copper (C1011 Class F). All of the components in Fig. 3.22 (a) 

are brazed and the brazed full LINAC waveguide is shown in Fig. 3.22 (b). The inner surfaces of the 

accelerating and coupling cavities are mechanically processed to reduce the discharge risk by 

fabricating below ± 10μm of precision and 0.05 μRa and 0.025 μRa of surface roughness for the 

milling and turning machining, respectively. Insides of the coupling and accelerating cavities were 

fabricated by a milling machine and a turning machine, respectively, at a constant room temperature 

of 22 ˚C ± 0.1 ˚C in a class 10,000 clean room.  

The brazing process can be divided into 4 steps. The filler materials, which have lower melting 

points, are used in later steps. In step 1, the cavity blocks for bunching and acceleration are combined, 

and in step 2 the brazed cavity waveguide, vacuum port, and RF port are combined. In step 3, the 

flanges made of stainless steel are brazed, and in the last step the cooling pipes are added. 

 

Figure 3.22: Prototype of the X-band 6 MeV side-coupled LINAC waveguide 
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As possible as higher machining accuracy is more advantage to design any LINAC. However, there 

is limitation of machining accuracy. And higher accuracy causes higher cost of fabrication. To find 

proper machining accuracy, we defined the equation as followed: 

where Г is full width half maximum which is measured in response of the cavity to external 

excitation, c is speed of light, l  is wavelength of resonant frequency.  lD is machining error for 

fabrication of LINAC. In our case, the resonant frequency is 9.3 GHz, when Г  is about 0.5 ~ 1 MHz, 

 lD  is 1.7 ~ 3.4 μm.  

Table 3.6 Deviation (D) and error ( e ) in Eq. (3.15) of designed value in draw for fabrication and 

measured value of cell No.5 in Table 3.3. Number of products (N) is 15. 

Parameter 
( cell No.5 in Table 3.3 ) 

Drawing value Measurement value 
value 
(mm) 

Tolerance 
(μm) e (μm) D (μm) 

D / 2 8.00 ±10 6.7 7.1 

2 ( a + c ) 7.50 ±10 1.3 1.9 

2 b 24.36 ±10 4.5 4.9 

( D - t ) / 2 7.00 ±10 1.0 1.0 

sc_D / 2 3.50 ±10 1.3 1.5 

sc_gap 0.949 ±3 2.3 2.8 

sc_a/2 + sc_cut + slot_h2 - slot_h1 14.485 ±10 6.2 6.8 

sc_b 5.57 ±10 6.8 7.2 

sc_cut + slot_h2 18.25 ±10 1.4 2.1 

2 22 ( _ / 2) ( _ )sc a sc cut-  12.978 ±10 7.0 9.2 

r2 0.80 ±10 1.0 1.0 

Y 59.0 ±20 3.0 3.4 
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Deviation (D) and Error (ε) are defined as 

where ,   are designed and measured values, respectively. And N is number of products. 

 

 
3.4 Cold test 

 

 Figure 3.23: (a) Bead pull system diagram, (b) Electric field distribution of 3D EM simulation 

results and measurements with bead pull system. 

 

The experimental measurement setup for electric field analysis is shown in Fig. 3.23. The LabView 

controls a stepper motor and obtains S-parameter data through the RF coupler by communicating the 

network analyzer, Agilent Technologies E5071C. The simulated and measured coupling levels were -

13 dB and -11dB respectively. Polypropylene and nylon strings have dielectric constants of 2.2 and 

3~3.5, respectively. Several diameters of the strings were tried in the range of 100 ~ 260 μm. A lower 

dielectric constant and smaller string diameter are better for accurate measurement to minimize the 

string filling effect [73]. Therefore, polypropylene with a diameter of 100 μm and dielectric constant 

of 2.2 was chosen for the string. The bead was made of copper, and it was 1.0 mm long with a 

diameter of 1.0 mm. When the electric field was measured by the bead pull test, the temperature of the 
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LINAC was kept at 22˚C ± 0.1˚C by a water cooling system. Even if the optimized bead and string 

were selected and the temperature of the LINAC waveguide was kept constant, there is still a small 

fluctuation of data caused by the stepper motor and cooling system. The S-parameter data was 

collected 100 times at the same position and the mean value of the data was chosen, while the bead 

was moved each 0.5 mm deviation by the stepper motor.  

For the bead pull test, Slater’s theorem with perturbation technique [18,74] was used. This 

measurement is based on the fact that a small perturbing object such as a bead changes the stored 

energy in the cavity. When the bead is located between the noses of accelerating cavities, the bead 

changes the capacitance of the cavity. The capacitance is inversely proportional to the square of the 

resonant frequency, 1/f LCµ . The change of stored energy is proportional to the change of 

frequency, f UD µ D . Therefore, the frequency shift is proportional to square of the electric field, 

E fµ D . The measurement with the bead pull system is shown in Fig. 3.28 (b) with 3D time domain 

simulation results by CST MWS. To directly compare the computational results and the experimental 

results, the electric field distribution was measured without any mechanical tuning. The difference 

between the simulation and measurement results can be noticeable at some positions. However, we 

believe that the discrepancy is quite small because any cavity in the waveguide was not mechanically 

tuned during fabrication, brazing, and bead-pull test. As far as we know, without the mechanical 

tuning, it is hard to build up clear p /2 standing wave mode in an X-band 6 MeV side-coupled 

LINAC waveguide.  

 

Table 3.7 RF characteristics of X-band full LINAC cavity waveguide reflected by (a) designed 

value, (b) drawing value, (c) the value measured by 3D coordinate-measuring machine from 3D time 

domain simulation in CST MWS and (d) VNA measurement value 

Parameters Initial design 
value Drawing value 

3D structure 
measurement 

value  

VNA 
measurement 

value 
S11,min 0.3217 0.2744 0.2966 0.2516 

β 0.5132 0.5694 0.5426 0.5979 

fπ/2 9.29481 9.29621 9.29340 9.28434 

QL 4307 4042 4224 4464 

Qo 6517 6343 6516 7133 

rs ( MΩ /m ) 128.7 115.9 121.2  



50 

 

 

Figure 3.24: S-parameters of X-band full LINAC cavity waveguide reflected by (a) designed value, 

(b) drawing value, (c) the value measured by 3D coordinate-measuring machine from 3D time domain 

simulation in CST MWS and (d) VNA measurement value. 

 

Figure 3.25: Comparison of normalized electric distributions between 3D simulation results and 

experiment by bead pull of X-band 6 MeV full LINAC cavity waveguide  

In Fig. 3.25, “#1. Sim. (T.S) w/o string & bead” is 3D Simulation results without a string and a 

bead by Time domain solver (CST MWS). “#2. Sim. (T.S) w string” is 3D Simulation results with 

only string by Time domain solver (CST MWS), “#3. Sim. (T.S) w string & bead” is 3D Simulation 

results with string and bead by Time domain solver (CST MWS). The data is obtained by locating the 
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bead at each center position of cavities. “#4. E Cal. from Sim. Data” is electric field calculation 

( ,b n sf f- ) from simulation data where ,b nf  is the frequency from Sim. (T.S) w string & bead 

(data from #3) obtained by moving the bead through each cells (n = 1, 2, 3 … 25), sf  is the 

frequency from Sim. (T.S) w string (data from #2), “#5. E Cal. from Exp. Data” is electric field 

calculation ,' 'b n sf f- from experiment data where ,'b nf  is measured frequency of LINAC with 

string and bead through moving the bead at each cells, 'sf  is measured frequency of LINAC with 

only string. For the measurements, a network analyzer, Agilent technologies E5071C, was used. The 

maximum values of each field patterns are normalized to be one.  

 

Figure 3.26: Experiment setting for measuring S-parameter and electric field distribution by bead 

pull of X-band 6 MeV LINAC waveguide 

 

3.5 Conclusion 

A computational design process for a 9.3 GHZ (X-band) 6 MeV side-coupled LINAC waveguide 

has been developed. The design process contains 3D calculations of an entire structure of the LINAC 

waveguide. After refining the design process several times, the computational process could predict an 

optimized configuration for the cavity waveguide within reasonable time and accuracy. A train of 

electron bunches accelerated from 20 keV to 6 MeV was observed in the computations. The initially 

injected current and accelerated current were 300 mA and 68.5 mA, respectively. The diameter and 

transverse emittance of the accelerated electron bunches were 0.18 mm and 1.51 mm mrad, 

respectively. Based on the computational design and physical analysis discussed in this paper, the 9.3 

GHz 6 MeV side-coupled LINAC waveguide was fabricated and brazed successfully. The electric 

field distribution in the waveguide was measured by a bead-pull test. Consequently, without any 

mechanical tuning, it was compared with 3D simulation data and showed reasonable agreement. 
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Chapter 4 

Generation of an electron micro-bunch train from a dc-biased ac-driven 

vacuum diode 

The bunching frequency of electrons from an ac-driven vacuum diode has been studied by theory 

and simulation. And it can be increased unlimitedly to the terahertz (THz) region by widening the gap 

distance with the aid of a dc electric field. Specifically, a correlation between the bunching frequency 

and the transit phase (equivalently the transit time) of electrons was derived theoretically. The origin 

of the upper frequency limitation was explained by abnormal exclusion of a certain range of transit 

phase. The limitation has conventionally been believed to be imposed by the transit time effect. In a 

three-dimensional particle-in-cell simulation, a micro-bunch train with 1.41 picosecond periodicity 

(0.707 THz) was obtained from a gap of 50 μm. The results of simulation confirm our theoretical 

prediction that the bunching frequency can be significantly extended without suffering from the transit 

time effect. 

4.1 Introduction 

For the past years, the generation of an electron bunching with sub-picosecond periodicity has been 

a subject of great interest to its feasibility of being used for coherent terahertz (THz) radiation [41,42]. 

To produce such short-period micro-bunches, one popular method is using a photocathode with 

carefully manipulated laser pulses [43–45]. Activating spatial beam-wave interaction [41,46] or 

creating a virtual cathode in a diode [47,48] are also interesting ways to generate tunable micro-

bunches.  

The methods described above usually demand big acceleration facilities or fine control of laser 

systems, whereas the electron bunch train can also be generated simply by gating the electric field 

between the cathode and grid in a vacuum diode cavity (klystrode) [49–51], which has been used in 

the microwave region historically. Though lots of efforts have been devoted to extending the 

operation frequency of this device to tens of gigahertz (GHz) or sub-THz, no success has been 

achieved in breaking the upper barrier at a few GHz, due to the inherent upper frequency limitation 

given by the well-known transit time effect: as the operation frequency increases, some electrons 

return to the cathode surface or are decelerated by encountering the reversed electric field, which 

eventually blurs the bunching and weakens the intensity of the bunches.  

Conventionally it has been believed that the transit time effect can be suppressed in a reduced gap, 

which ensures escaping of electrons by extricating them from the reversed field. In such a case, 

electrons may escape the gap before facing the reversed electric field. Reduction of the gap distance 

down to 1 μm demonstrated by the field emission arrays (FEAs) [52–55] seemed to be the best 
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solution to counteract the transit time effect. However, the modulation frequency of electron bunching 

has been strictly limited under tens of GHz, due to the large capacitance originating from short gap 

distances [43]. Though CNT (carbon nano tube)-based cold cathodes [56–58] enable significant 

reduction of the gap distance, the shortest periodicity of the electron bunch train ever demonstrated 

experimentally from a CNT cathode up to now is merely above 1.5 GHz [56], seemingly due to the 

transit time effect. While the transit time effect in vacuum diodes is regarded as a crucial factor to 

prohibit increasing the modulation frequency, the physical understanding of this phenomenon still 

remains at just an intuitive level or phenomenological from the experimental results. 

In this paper, for the first time as far as we know, a fully quantitative, theoretical understanding of 

the transit time effect on the modulation frequency in a vacuum diode is provided, along with physical 

conditions to break that limit. Using the concept of excluded transit phase (ETP), we quantitatively 

explain why the upper frequency barrier had resided at around just a few GHz in the previous research 

[42,49–56,59]. ETP, which is one of the interesting phenomena we discovered theoretically in this 

work, means that a certain range of the transit phase can be wholly excluded, so that any micro-

bunches emitted with ETP collapse before they reach the anode grid. Additionally, we reveal that the 

normally-believed demand for reduced gap distance to relax the transit time effect is a misguided 

constraint, by showing that spatial separation between bunches traversing a wide gap can be well 

preserved as long as the excluded transit phase is sufficiently suppressed by means of dc bias. 

Subsequently, from a three-dimensional particle-in-cell simulation, a train of well-separated micro-

bunches with 1.41 picosecond periodicity (0.707 THz) could be obtained, perfectly matching the 

theoretical prediction, even for 50 μm-wide gap spacing, where a significant transit time effect had 

been expected. 

 

 

 

 

 

 

 

 

 



54 

 

4.2 Theory and numerical simulation 

 

Figure 4.1: Schematics of the dc-biased, ac-driven vacuum diode cavity with a CNT cathode 

The schematic of the dc-biased, ac-driven diode is presented in Fig. 4.1. The dc field is put in the 

negative z-direction between the top and bottom plates of the cavity. The parallel ac-field can be built-

up resonantly, being fed from an external high-frequency power source. As a material for electron 

field emission, represented by a red circle at the center of the bottom plate, we assumed a CNT 

emitter. For the one-dimensional analysis of this system, the variation of the electric field in the x- and 

y-directions over the beam cross section is neglected. Since the actual shape of the cavity is not 

critical under this assumption, without loss of generality, we consider a rectangular cavity driven by 

the simplest TM110 mode, whose amplitude reaches its maximum at the center of the bottom plate.  

For the TM110 mode, the z-directional electric field is uniform along the z-direction. Hence the total 

of ac and dc fields exerting on each electron can be written by 

where Ea, Ed, and ϕ represent the ac amplitude, dc field, and the initial phase of the emitted electron, 

respectively. Note that time t in Eq. (4.1) is referenced to each electron, so that it is emitted at t = 0 

and sees the electric field –Easinϕ +Ed at the moment of the emission. Without loss of generality we 

confine Ea to be positive.  

 

Under this electric field, the current density of the electrons yielded by the CNT emitter obeys the 

Fowler-Nordheim (FN) formula. 

 ( ) ( )sin , 0 2 ,z a dE t E t Ew f f p= - + + £ <  (4.1) 

 ( )
( )

( )
( )

( )

22 3/2
exp , 0

0 , 0

z
z

z z

z

A E t B E t
J t E t

E t

w

w

b f
f b

ì æ ö
ï ç ÷
ï ç ÷ç ÷í è øï
ïî

- <
=

³

 (4.2) 



55 

 

where β is the field enhancement factor and ϕω is the work function. Since the electrons can be 

emitted only for a negative electric field, the negatively maximum electric field –EM, which is 

determined by –EM =–Ea + Ed from Eq. (4.1), should be kept negative for a non-zero electron emission. 

Here we impose a couple of constraints on the ac and dc fields; first EM should be smaller than the 

threshold of material breakdown of the CNT cathode. Simultaneously the ac and dc amplitudes are 

arranged so that the maximum field EM is always kept fixed by a value as large as possible for the 

maximal extraction of electrons from the cathode. Under these constraints, as the dc field becomes 

negatively stronger, the temporal range for the electron emission increases as shown in Fig. 4.2. 

 

Figure 4.2: (a) Electric field obtained from Eq. (4.1) for various Ed. (b) Emitted beam current from 

CNT obtained from Fowler-Nordheim formula with β=2.0 x 103,  ϕω =5.0 eV,  A=1.56 x 10-6 AV-2eV,  

B = 6.83 x 109 eV-3/2Vm-1 for various Ed. 

To make the further analysis simple, we assume that every electron is emitted with zero velocity at 

z = 0. Neglecting the space charge effect for a low density beam, the electron trajectory becomes 

completely one-dimensional. To find the electron trajectory, we integrated the equation of motion with 

the electric field given by Eq. (4.1) for the initial condition given above. With normalization of the 

fields by 

we obtained 

 ( ), 1 ,d
a Md d

M

EE E E E
E

º = +  (4.3) 

 ( ) ( ){ } ( )cos cos cos cosM
z d

eEv t E
m

f q f q q f f
w

é ù
ê úë û

= - + + - + +  (4.4) 

 ( ) ( ) ( )2
2

1cos sin sin sin cos sin
2

M
d

eEz t E
m

q f q f q f q f q f f
w

é ùì ü
ê úí ý
ê úî þë û

= - + - + - + + +  (4.5) 



56 

 

where θ = ωt. 

 

 

Figure 4.3: (a) Coefficient B in Eq. (7) for Ed = 0 for different ϕ’s. (b) Excluded transit phase (the 

arrowed region). 

The most critical information obtainable from the trajectory equation (4.5) is the transit time for the 

electron to traverse the gap distance d for a given ac driving frequency. After traversing the gap, the 

electrons reach the upper plate and escape the system as an electron beam. The transit time can be 

obtained by equating the position z(t) to the gap distance d to yield 

along with 

where  ≡ /√2  . In Eq. (4.7), we employed the cavity length ratio k = d/a, and used the 

relation between the resonance frequency and the cavity size a for the TM110 mode, described by  = √2/. The physical meaning of Eq. (4.6) is that if a pair θ and ϕ exist to satisfy Eq. (4.6), for a 

given positive ac driving frequency ω, then the electron emitted with the initial phase ϕ can eventually 

reach the upper plate after transit time t= θ/ω. Considering that the electron emission occurs in a 

bunched form as implied by Fig. 4.2, the existence of such a solution to Eq. (4.6) indicates that an 

electron beam bunched by periodicity 2π/ω can be extracted out of the cavity. Consequently the 

possibility of generating bunched beams can be exploited by analyzing the behavior of the 

coefficients A and B. 
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We first address the case of zero dc field, which was experimentally studied in a previous paper 

[56]. In this case the initial phase of an electron and its transit time to traverse the gap is determined 

only by the B coefficient. Figure 4.3 represents B/2π as a function of θ for several different ϕ's around 

ϕ/2, where the electron emission is abundant (see Fig. 4.2). As typical values of EM and k, we used 2 × 10 V/m and 0.025, respectively, which yield  = 1.05 × 10 	( /) in Eq. (4.7). What is 

predictable from this figure is, first, that there is an upper limit in the ac frequency with which the 

electrons can reach the upper plate to escape the cavity. For example, when the driving frequency is 

larger than 3.5 GHz, there is no solution to	 =  for  ≥ 0.5π (see Fig. 4.3), which means that 

half of the emitted electrons from the cathode cannot reach the upper plate in a finite time scale. 

Electrons with  < 0.5, which are the other half of the emitted electrons, have a solution to Eq. (4.6) 

for an arbitrarily high . However in this case, the range of emitting phase  of the electrons 

escaping the system is significantly limited by the excluded transit phase (ETP). ETP is an interesting 

phenomenon first introduced in this paper; once an electron reaches the upper plate to escape the 

cavity, it is not influenced by the applied field any more. Hence only the first crossing point of y =  

and y =  is a meaningful solution of Eq. (4.6). Thus the crossing points located around the trough 

of the B-curve are actually excluded from the possible transit phase. Such an excluded phase is 

represented in Fig. 4.3 (b) by the arrowed region. Consequently, the beam charge becomes 

significantly small when the ac frequency is higher than a few GHz. As far as we know, this is the 

first theoretical understanding why the extraction of the bunched beam is not so efficient in the ac-

only-driven system.  

  The limitation on the beam bunching frequency can be dramatically removed by adding a dc field 

in a negative direction. Due to the −0.5	 term in coefficient A in Eq. (4.7),  eventually becomes 

a monotonically increasing function of  as  increases. This indicates that, for any arbitrarily 

high driving frequency , we can find a proper transit phase  satisfying Eq. (4.6) for any initial 

phase ϕ. Furthermore the ETP region can be wholly removed for a suitably high dc electric field. In 

other words, all the electrons emitted from the cathode can eventually escape the gap for any high 

frequency . 
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Figure 4.4: The map of bunching frequency  and the final transit phase of electrons for different  's. (a)  = 	0.0 ,(b)  =	−0.2, (c)  =	−0.5, and (d)  =	−1.0 

 

 

 

The correlations between the modulation frequency  and the gap transit phase  can be found 

in Fig. 4.4 for different values of . The x-coordinate represents the sum of the initial phase and the 

transit phase,  +  , normalized by 2π, and the y-coordinate represents the beam modulation 

frequency f normalized by  defined in Eq. (4.7). For this figure we numerically calculated the  

of thousands of sample electrons, varying . As the number of sample electrons with a given range 

of   obeys Eq. (4.7), the x-directional width of continuous strips or discontinuous pieces 

corresponds to the bunch width in units of time normalized by a single ac period, and the color of the 

strips represents relative current density of the bunch. The color is scaled so that the current density is 

maximized at 100. When the dc field is zero, possible normalized frequency / is limited roughly 

under 2.0, corresponding to just a few GHz typically for ~2 × 10	V/m. The discontinuity of the 

permitted transit phase in this case can be understood by the ETP described above. As  increases, 

the discontinuity vanishes and a continuous strip arises along with an increase of current density. As 

an example of an intermediate case between discontinuous pieces and a continuous strip, the case of  = −0.2 is given in Fig. 4.4 (b). In that case, when / is chosen at around 0.5 or 2.0, an abrupt 

expansion of the phase width is expected, which implies blurring of the beam bunch. When  is 

less than -0.5, the ETP disappears and a continuous strip begins to be clearly exposed with the 

increase of current density. Note that not only the disappearance of the ETP but also the increased 

number of electrons initially emitted from the cathode is the reason of the increased current density. 

The cases with more extended parameters from Fig. 4.4 are presented in Fig. 4.5. Interestingly the 

width of the phase remains quite localized under a half-period even if the frequency enters far into the 

THz regime. Such collective motion of electrons implies that the normally-believed demand for 
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reducing the gap distance between the cathode and grid to minimize the transit time (or equivalently 

transit phase) for relaxing the transit time effect is a misguided constraint. Oppositely, widening of the 

gap distance accompanied by sufficient suppression of ETP by means of dc bias is an effective way to 

increase the modulation frequency , promisingly up to sub-THz or THz regimes. As shown in Fig. 

4.5, the frequency corresponding to the transit phase increases more rapidly as  approaches -1.0. 

Increasing of the phase width as  approaches -1.0 can be easily deducible, because the extreme 

case of  =	−1.0 means that a continuous dc field is applied to the CNT cathode, which then emits 

the electrons without any modulation. 

 
Figure 4.5: Map of  vs.  + , similar to Fig. 4.4, but for extended parameters, (a), (b), (c) with  =	−0.2,  =	−0.5, and  =	−0.8, respectively. (d) the map over the whole range. 

 

Here we can find the condition for the excluded transit phase to wholly disappear for any value of  by solving ∂ω/ ∂θ ≤ 0 in Eq. (4.6) to yield 

From some simple algebra, it can be found that (, ) ≥ −0.5 for any value of  or . Thus  ≤ −0.5 is a universal condition for the deteriorating excluded transit phase to be wholly removed, 

and accordingly the bunched beam frequency can be increased unlimitedly. We note that this result is 

only for the case where the beam charge is low enough for the space charge effect to be neglected. 

  The analysis up to this point has been for space-charge-free cases. To secure the feasibility of the 

idea described above under more realistic conditions, we conducted a three-dimensional particle-in-

cell simulation. The simulation parameters are set so that the electron beam is micro-bunched with a 

707 GHz ac field. For this the transverse dimension of the cavity is set as a = 300 μm. The gap 

distance is 50 μm and the ac and dc amplitudes are ±1.0 × 10	V/m, respectively, which corresponds 

to  = −2 × 10	V/m and  =	−0.5. In the PIC simulation, an analytic form for the TM110 
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cavity mode is employed, but the self-generated field by the electrons is self-consistently calculated so 

that the space charge effect can be properly counted. Under these conditions, as shown in Fig. 4.6, a 

very nice micro-bunch train of emitted electrons is observed, showing the electron current of order 0.1 

mA (see the inset), which is a remarkably high current density beam containing considerable space 

charge force. In principle, even a much higher amount of current can be acquired by using high order 

TMmn0 modes [75,76] instead of the fundamental TM110 mode which was dealt here for simplicity. 

 
Figure 4.6: Three dimensional PIC simulation of the micro-bunching. The shaded plane marks the 

upper plane of the cavity. The three-dimensional plot was made via ViSit software [3]. The inset 

represents the electric current along the bunch train 

 

4.3 Conclusion 

In conclusion, we discovered theoretically that the normally-believed upper frequency barrier of 

an electron micro-bunch train from a vacuum diode can be broken through with the aid of dc-bias. 

Contrary to the conventional way to minimize the transit time effect by reducing the gap distance, we 

have shown that the gap should be widened with a proper dc electric field to increase the bunching 

frequency unlimitedly to the THz regime. This is a direct consequence of our theory, which reveals 

the correlation between the bunching frequency and the transit phase (or equivalently the transit time) 

taken by each electron to traverse the gap. Specifically we have shown that the electrons can move 

through the gap maintaining their bunch shape, even if their transit phases are larger than a multiple of 2π. In addition, we discovered that there exists an excluded transit phase (ETP) under a certain 

condition, making the electron bunches emitted with ETP be blurred out before they escape the diode. 

We found a condition of dc field to completely suppress the ETP. In a three-dimensional PIC 

simulation, a spatially well-localized micro-bunch train with 1.41 picosecond periodicity (0.707 THz) 

could be extracted from a vacuum diode with 50 μm gap distance, corresponding to a transit phase of 
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about ten times 2π. The simulation result verifies our theoretical prediction that the micro-bunching 

frequency of electrons from vacuum diodes can be extended significantly up to THz regimes by 

widening the gap with a proper dc field. 

 

Chapter 5  

Summary  

In this thesis, I presented two topics of electron bunching in vacuum devices: electron gun, linear 

accelerator. For the electron gun, there are two different theoretical approaches of bunching condition 

in dc-biased ac-driven vacuum devices. The one is electron bunching from a DC-biased single surface 

multipactor. Generation of electron bunch from a dc biased, single surface multipactor was studied 

theoretically and by PIC simulations. The condition for a spatially narrow bunch was obtained and 

verified by PIC simulations. I extended our previous work to find the influences of much broader 

secondary emission spectrum and emission angle, which are always inherent in real materials. The 

broad secondary energy spectrum and emission angle effects influence the phase spread (or the 

longitudinal bunch size), sometimes broadening it or sometimes narrowing it down, depending on 

which of spectral broadening or peak shift is dominant. I also studied the case where the copper, 

whose secondary spectrum is even wider, was used as an emission plate. In this case also, the bunch 

size slightly decreased by the emission angle effect: the numerical value of the longitudinal bunch size 

for copper was 80μm, which is suitable for the generation of THz wave generation. The other one is a 

theoretical correlation between the periodicity of an electron micro-bunch train and the transit phase 

of each electrons passing through a vacuum gap in a dc-biased ac-driven diode was derived. Contrary 

to the conventional way to minimize the transit time effect by reducing the gap distance, we have 

shown that the gap should be widened with a proper dc electric field to increase the bunching 

frequency unlimitedly to the THz regime. These kinds of bunched beam in condition of THz wave 

generation are proposed to be used as a compact electron gun for various applications, such as linear 

accelerators. For LINAC, computational design process for a 9.3 GHZ (X-band) 6 MeV side-coupled 

LINAC waveguide has been developed. The design process contains 3D calculations of an entire 

structure of the LINAC waveguide. Based on the computational design and physical analysis 

discussed in this paper, the 9.3 GHz 6 MeV side-coupled LINAC waveguide was fabricated and 

brazed successfully. The electric field distribution in the waveguide was measured by a bead-pull test. 

Consequently, without any mechanical tuning, it was compared with 3D simulation data and showed 

reasonable agreement. 
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APPENDIX 

 

Physical constants 

Speed of light c 2.99792458´108 m/s 

Elementary charge e 1.60217733´10-19 C 

Electron mass em  0.510 999 06 MeV/ 2c  
Proton mass pm  938.272 31 MeV/ 2c  

Atomic mass unit * um  931.494 32 MeV/ 2c  
Permeability of free space 0μ  4p ´10-7 T-m/A 

Permittivity of free space 0e  1/ 2
0μ c = 8.85487817…´10-12 F/m 

DC resistivity of copper (293 K) 1/s  1.7´10-8 Ω-m (nominal) 
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