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ABSTRACT 

 

For the special purpose of a time-sensitive system, such as a financial network, banking network, or 

medical network for real-time access in hospital, a very low latency of several tenths of a nano-second 

with a 1.25 Gbps transceiver is required. However, most commercial radiolinks are too slow at 5 ~ 

350 μs of latency through the use of Layer-2 topology with higher-level digital modulation. In this 

work, a unique topology of an ultra low latency transceiver was implemented by using high-speed 

ASK modulation with the scheme of physical Layer-1 transmission. In order to achieve a range of 

tenths of a nano-second of ultra-low latency with simple low cost, the direct conversion architecture 

was tried first. It was simple but still needed to be revised to address several problems. First, it was 

too difficult to build an ASK modulator directly at a 70/80 GHz millimeter-wave as it was too 

sensitive at its physical dimension. Secondly, the flatness was important, but it was difficult to secure 

the required bandwidth. Most of all, the conversion loss was significantly increased when the received 

power is low. In order to solve these problems, a heterodyne transceiver was considered. The ASK 

modulation was conducted at the IF stage. By adopting the heterodyne topology, the burdens of 

building an ultra wideband ASK modulator in 70/80 GHz millimeter-wave range was alleviated. 

However, building a 1.25 Gbps ASK modulator in the IF stage presented another new challenge. 

Several wide band design techniques were proposed as well as trial and error. According to the 

measurement results, the sensitivity was -45 dBm for 1.25 Gbps under BER 10-12, or error free, and 

one-way latency was measured by 19.1 ns, which is a superior achievement compared to existing 

commercial radiolinks worldwide. It was field tested at 4.1 km and showed a good match with its link 

budget. As a field proven solution, this research result has been partially adapted to a financial 

network in service between Chicago and New York. 

 

KEY WORDS: E-band Radiolink, Low Latency, mmW Transceiver, Point-to-Point 
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I. Introduction 

 

1.1 Latency on Networks 

 

In a communication network, latency is an expression of how much time is needed for a stream of 

data to get from one designated point to another. It is often used as a kind of signal delay in a digital 

network. Network latency is measured either one-way or round-trip. Round-trip latency is more often 

quoted, because it can be measured from a single point. By sending a packet of data, the time that is 

returned to the sender and the round-trip is considered the latency, and it is often used as one of the 

key parameters to verify network performance [1]. 

 

The contributors to network latency include propagation on the channel of air or cable, transmission 

media like radiolink, signal processing in a router or gateway, and other storage delays in the network 

pass [2]. One can reduce the latency of artificial network devices by using fast switching equipment, 

but in case of a wireless radiolink the latency due to the air channel itself is not being reduced.  

 

In the case of an air channel, the latency is largely a function of the speed of light, which is 3 x 108 

meters per second, which results in a latency of 3.33 µs per every kilometer of the path length. In case 

of a fiber optic cable, the index of refraction is about 1.5. This means that the light travels about 1.5 

times slower in the fiber optic cable than it does in the air [3], and it results in 5 µs of latency per 

every kilometer in the cable. If one needs to have a faster network over quite a long distance, the total 

network latency would be increased as much as 5 µs per each kilometer.  

 

Table 1.1 shows the comparison of total latency among media in the case of a 450 km network from 

Seoul to Busan. In the case of the fiber optic cable, a total of 22.5 network repeaters are required, 
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assuming each network repeater covers every 20 km distance. Total latency is the latency by optic 

cable of 2.25 ms plus the latency by network repeater of 2.25 ms, which results in 4.5 ms total latency. 

The latency of radio, or air, is 1.5 time faster than that of fiber optic. Note that if the latency of 

network equipment for fiber optic link per every 20 ~ 40 km in the path are considered, the difference 

will be increased even more.  

Table 1.1 Comparison of network latency 

Parameters Unit Air/Radio Fiber Optic Remark 

Velocity  m/s 3x108 2x108  

Unit Latency µs/km 3.33 5.0  

Distance km 450 450 Seoul to Busan 

Total Latency ms 1.5 2.25  

 

The calculation in Table 1.1 is an example only for Seoul to Busan. What if a network is required 

from Chicago to New York? The latency would exceed 6 ms over the distance of 1,200 km. If one 

consider the latency of all network nodes together, it would exceed several tenths of milliseconds. 

Therefore, the fiber optic cable is not a good solution anymore for an advanced latency-sensitive 

network or speed critical system. If one can reduce the latency of a device itself, radiolink will be 

faster than such conventional fiber optic link. 

 

For the special purpose of a time-sensitive system, such as a financial network, banking network, or 

medical network for real-time access in a hospital, a very low latency of several tenths of a nano-

second as well as a higher data rate, or ultra wide bandwidth, from 1.25 Gbps to multi-gigabit up to 10 

Gbps is required [4].  

 

Figure 1.1 shows the working hours in New York Stock Exchange (NYSE). In case of the NYSE, 

trading amount on the market reaches a daily average of US$3.47 billion, or US$40.2k per second [5]. 

Although super-computers are faster for trading, one will lose money unless the network speed is 
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faster while accessing the data from a local remote site. This is why a fiber optic cable is limitedly 

used in such time-sensitive financial network, but specially designed wireless radiolink is used to 

reduce the latency in high frequency trading (HFT). One will make money if they use a faster network, 

or else they will lose [6]. 

 

 

Figure 1.1 Trading on New York Stock Exchange (NYSE) 

 

HFT uses sophisticated technological tools with very low latency wireless bridges and computer 

algorithms to trade securities on an extremely fast basis. HFT usually uses proprietary trading 

strategies that are carried out by computers, and such transactions are increasingly being transmitted 

over high speed gigabit capacity wireless networks [4], [7].  

 

Unlike regular investing, an investment position in HFT may be held for only seconds, or fractions of 

a second, with the computer trading in and out of positions of thousands or tens of thousands of times 

a day. Many high-frequency traders provide liquidity and price discovery to the markets through 

market-making and arbitrage trading, and high-frequency traders also take liquidity to manage risk or 

lock in profits [8]. 
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In order to capture a fraction of a penny or currency unit per each trade, HFT traders may move in and 

out of such short-term positions several times each day. Even it is a little, fractions of a penny 

accumulate fast to produce significantly positive results by the end of the day. These firms do not 

employ much leverage, do not accumulate positions, and typically liquidate their entire portfolios on a 

daily basis. HFT is rapidly growing in popularity and accounted for over 70% of equity trades in the 

US by 2010 [9] [10]. 

 

For safety reasons, medical data in a hospital, including a human body scan, is not compressed when 

it is transferred to other network terminal, but is transferred as its raw data without signal processing. 

Thus a very wide bandwidth of data rate of 1.25 Gbps or multi-gigabits is required to access [11] [12]. 

Also these networks require very low latency too to connect real-time over several remote networks. 

 

A high speed broadband network is required in a campus network too, carrying high speed real-time 

date between laboratories at remote buildings. A vast amount of simulation data and, scanned 2D/3D 

image data are a burden for a low speed, narrow bandwidth of conventional IP network [13] [14]. 

Thus network latency is the key factor for time-sensitive and real-time transmission solutions.  
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1.2 E-band Wide-band Radiolink 

 

For a WiFi solution at 2.4 GHz, or WiMAX at 5.8 GHz, it is very easy to access but too slow and the 

data rate is too narrow by 155 Mbps at best. A microwave frequency range of 18 GHz to 38 GHz also 

has also some band allowance for a fixed point-to-point radiolink, but the allowed bandwidth is too 

narrow such as 40 MHz to transmit ultra wide bandwidth greater than 1.25 Gbps [15] [16].  

 

Note that at least 250 MHz is required to transmit 1.25 Gbps by using 64QAM, which is considered 

the maximum modulation level for a commercial radiolink even if higher modulation is available a in 

laboratory [17]. In order to reduce the required bandwidth for the signal of 1.25 Gbps transmission, an 

even higher modulation technique of 256QAM or 1024QAM is required, but it is difficult to 

implement for a practical radiolink. Such higher modulation is available only for a wired network like 

fiber optic cable transmission, not wireless.  

 

For the accommodation of two key performances of ultra low latency and ultra wideband data 

transmissions with 1.25 Gbps, a very wide bandwidth of allowed frequency band is required. Even if 

one can use only 250 MHz bandwidth with higher level of digital modulation like 64QAM for 

wideband data rate of 1.25 Gbps, the latency would be poor with such higher modulation.  

 

Thus for low latency, a very low level of digital modulation like ASK is required. However, it 

requires an extremely wide bandwidth of 2.5 GHz for 1.25 Gbps transmission. Considering these in 

mind to achieve both low latency and very high data rate simultaneously, the E-band millimeter-wave 

(mmW) frequency range is the best choice. This is why E-band mmW frequency with ASK 

modulation is chosen in this work. 
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Table 1.2 E-band frequency allowances in USA 

Frequency Bandwidth Allowed EIRP Remark 

71 ~ 76 GHz 5 GHz +55 dBW  

81 ~ 86 GHz 5 GHz +55 dBW  

*Note: Based on FCC, CFR. Part 101 *CFR: Code of Federal Regulations 

 

Table 1.2 shows E-band frequency allowance in USA [18] and the same regulation is allowed in most 

countries including South Korea [19] [20]. European E-band regulation is also the same except that 

the bands are channelized by 20 channels with 250 MHz bandwidth each at both bands [21] [22] [23]. 

The 71 ~ 76 GHz and 81 ~ 86 GHz allocation allows 5 GHz of transmission bandwidth, which is 

available to transmit 1.25 Gbps full-duplex gigabit Ethernet signal by the ASK modulation scheme. 

 

 
Figure 1.2 Attenuation versus frequency due to atmospheric gases 

 

Figure 1.2 shows the atmospheric attenuation of radio propagation at various frequencies [24]. For 

lower microwave frequencies up to around 30 GHz, atmospheric attenuation is relatively low by 0.2 

dB per kilometer or less. At around 60 GHz, the oxygen absorption shows a large spike in attenuation. 
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Due to the large increase of oxygen absorption, a radio transmission distance of 60 GHz is seriously 

limited. However, over 70 GHz to 90 GHz, the attenuation drops back to values around 0.5 dB/km. 

This lower attenuation range is referred to as the E-band. It is the relatively low atmospheric 

attenuation window between 70 GHz and 100 GHz, which makes E-band frequencies attractive for 

higher capacity of point-to-point fixed wireless transmission. 

 

 

Figure 1.3 Rain attenuation  

 

For higher frequency radio propagation, the practical limit on transmission distance is determined by 

rain attenuation typically. Figure 1.3 shows rain attenuation of radio at each frequency range [24]. The 

E-band can be experience large attenuation during rainfall. Fortunately, the most intense rain tends to 

fall in limited parts of the world, mainly the subtropical and equatorial countries.  

 

In Korea, ITU-R designates the rain region-K [25]. For 99.999% of link availability, which is 

equivalent to 5.3 minutes per year, the recommended rain rate is 100 mm/hour. This means that in 

order to guarantee 99.999% of stable link availability at a distance, one need to consider the rainfall 

rate of 100 mm/hour.  
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The proposed E-band radiolink can be utilized for a point-to-point connectivity between buildings 

and/or towers for a high speed Ethernet networks such as HFT applications in stock trading market, 

real-time military or homeland security applications. These applications are all available in the 

industry, universities, businesses, government agencies, and hospitals having higher bandwidth needs. 

 

In this work, a unique topology for an ultra low latency transceiver was implemented. The idea 

suggests a trial to transmit the raw digital bits over physical Layer-1 without any addition of overhead 

bits. To reduce the system latency, ASK modulation was chosen without using higher symbol 

modulation of QPSK ~ 64QAM, which has simple structure and low cost as well. The upcoming 

problem was the securement of required bandwidth (BW) of 2.5 GHz (actually 2.2 GHz in the work) 

for 1.25 Gbps transmission with ASK. There are no such permitted wide bands of frequency range in 

the ISM band in 2.4 GHz, 5.8 GHz, 24 GHz, or any other microwave frequency range. Thus 71 ~ 76 

GHz and 81 ~ 86 GHz E-band millimeter-wave frequency was chosen, which allows for 5 GHz 

bandwidth. 

 

In chapter II, a high speed mmW ASK transceiver design is presented with its previous work with 

wide band E-band diplexer design, showing several key techniques to build ultra wide bandwidth 

characteristics. In chapter III, link budget and field test results are introduced with several interference 

free scenarios. A challenging 10 Gbps configuration is introduced by utilizing 8 links of 1.25 Gbps 

transceiver for practical HFT. Link availability under rainfall is also described. In chapter IV, future 

work on a CMOS approach will be briefly described as a preliminary trial to reduce the cost, finally 

followed by the conclusion of this work. 
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II. Low Latency E-band Radiolink Design 

 

2.1 Proposed E-band Radiolink 

 

2.1.1 Introduction to Low Latency Radiolink 

 

With the wide bandwidth allowance of 71 ~ 76 GHz and 81 ~ 86 GHz E-band frequency range with 

its lower oxygen absorption characteristic, E-band radiolink is often used for ultra broad bandwidth 

data transmission as described in the previous section. Figure 2.1 shows the scheme of data 

transmission and detection of common commercial Layer-2 radiolink. Assume that a stream of digital 

data needs to be transmitted as combination of ones and zeros from one site to another. 

 

In order to transmit the data correctly by using wireless radiolink, a set of header bits are added at the 

transmitter at the head or tail of the upper layer data messages at each step before it is transmitted and 

is removed at receiver after delivery. These header of TCP/UDP, IP, or Layer-2 header include the 

identification of each data frame to deliver it to each designated destination correctly in a network 

[26] [27].  

 

In the end, the radiolink delivers the Layer-2 data frame, which includes quite a lot of header bits on 

both sides of its original data. Note that the transmitter delivers significantly more extra bits together 

as well as its original data. At the receiver of the radiolink, it detects the delivered Layer-2 frame data, 

and the data stream still includes the required sets of each layer header. These sets of each layer 

header need to be removed before the original data is extracted.  
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Figure 2.1 Commercial common Layer-2 radiolink 
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By adding and removing these headers according to an IP protocol, it takes time by signal processing 

on both sides of transmitter and receiver [26]. This is general scheme of common commercial 

radiolink lately. It is very good for safely delivering the original data, but it also causes the delay [27]. 

This delay at each side of radio unit is called the latency of equipment, which is in a range from 5 μs 

to 350 μs with common commercial radiolink [28] ~ [38]. Note this is significantly long when applied 

to a time-sensitive financial network. 

 

On the contrary, Figure 2.2 shows the scheme of the proposed ultra low latency Layer-1 radiolink. 

Once the signal senses at the transmitter of the radiolink, the signal is modulated by directly switching 

into E-band radio frequency and is transmitted to the receiver. At the receiver, the delivered signal is 

detected at once. Note that there are no extra sets of header bits added or removed at both side of 

transmitter and receiver, as it does in the common commercial Layer-2 radiolink. By no adding or 

removing IP protocol headers, the delivery of the signal is very fast without conducting a signal 

processing. Thus it can be achieve an ultra low latency of only several tenths of nano-second. As there 

is no error correction or any control bits during delivery, the signal path of the transceiver needs to be 

controlled very carefully.  

 

In conclusion, guaranteeing low latency does not work with Layer-2 equipment due to the delay. This 

is why Layer-2 is not chosen, but Layer-1 transmission is chosen in this work. In addition to 

delivering ultra wide band of 1.25 Gbps without compression, which is commonly done with a 

symbol transmission like QPSK ~ 64QAM modulation, the simple switching scheme of ASK 

modulation was chosen. In order to transmit an ultra wide band of 1.25 Gbps with simple ASK 

modulation, even though the radio bandwidth of 2.5 GHz is required theoretically, only 2.2 GHz BW 

is actually used in this work. 
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Figure 2.2 Proposed low latency Layer-1 radiolink 
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Table 2.1 shows the comparison of technology among several data links as well as 71 ~ 76 / 81 ~ 86 

GHz E-band mmW. A free space optic (FSO) can be another choice, but note that there are so many 

restrictions over various weather conditions and environmental issues including rainfall, snowfall, 

dust, fog, etc. [39]. For these reasons, E-band mmW radiolink is chosen for the ultra broad bandwidth 

of 1.25 Gbps transmission. 

 

Table 2.1 Technology comparison of several data links 

Parameters 18/24 GHz 
Microwave 

Fiber Optic
(Cable) 

Free Space 
Optic (FSO)

mmW V-band 
(57~64GHz) 

mmW E-band 
(71~76/81~86GHz)

99.999% @1km 
(5.26 min/year) OK OK NO NO OK 

Deployment Time Days Several 
Months 4~8 Hours 4~8 Hours 4~8 Hours 

Expense per Gbps  
per km Moderate High Low Moderate Low 

Regulatory Protection Sometimes OK NO NO OK 

License/ Rental Fee Sometimes Need OK OK Need 

Fog OK OK NO OK OK 

Snow OK OK NO OK OK 

Heavy Rain Potentially OK NO Potentially Potentially 

Dust/ Smoke OK OK NO OK OK 
Frequency Reuse 
efficiency Low OK High High Moderate 

Data Rate (max) 200 Mbps 10 Gbps 2.5 Gbps 2.5 Gbps 2.5 Gbps 
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2.1.2 Scheme of Proposed E-band Transceiver 

 

Figure 2.3 shows the system block diagram of proposed E-band radiolink. The 1.25 Gbps Gigabit 

Ethernet (GbE) signal is plugged by using fiber optic transceiver with SFP connector. The GbE optic 

signal is converted into electric signal through optic GbE transceiver and transferred to the designed 

E-band ASK transceiver. The high speed GbE signal is modulated, and the modulated E-band 

spectrum is band limited at the diplexer filter and radiated through the antenna.  

 

 

Figure 2.3 System block diagram 

 

In this work, the E-band high speed mmW ASK transceiver and wide-band E-band diplexer are 

designed for the ultra low latency with ultra wide bandwidth of 1.25 Gbps transmission. Except the E-

band front-end of transceiver and diplexer, other parts are utilized by using a commercial shelf-

product to build the whole system, aiming of course for low latency with ultra wide band 

characteristics.   
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2.2 Previous Work on Direct Conversion ASK Transceiver 

 

Figure 2.4 shows the block diagram of previous work on direct conversion E-band ASK transceiver. 

In order to achieve the transceiver simple low cost [40], the direct conversion architecture was tried 

first. The input signals of 1.25Gbps GbE have spectrum distribution from DC to 1.25 GHz. This wide 

bandwidth of TX signals is band limited before ASK modulation. A 12 GHz range of VCO output was 

multiplied by 6 and switched by a TX signal, which resulted in direct ASK modulation up to 71 ~ 76 

GHz or 81 ~ 86GHz E-band frequency spectrum. The ASK modulated signal is amplified at the HPA 

stage before radiation through antenna after filtering at diplexer.  

 

 

Figure 2.4 Previous work on direct conversion E-band ASK transceiver 

 

At the receiver (RX), the weak received signal is low noise amplified at LNA. At the designed high 

speed detector, the original signal is extracted by envelop detection with E-band Zero-IF mixer, which 

is non-coherent detection. The self-detection is available as the received signal spectrum already 

includes LO carrier as well as the signal. By transmitting the LO carrier from TX signal which is 

generated by ASK modulator, RX section can be implemented with a simple structure without LO 

source. 
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2.2.1 Frequency plan for E-band Radiolink 

 

Figure 2.5 shows the frequency use of proposed E-band radiolink. To transmit the capacity of 1.25 

Gbps data rate by using ASK, the required BW theoretically is 2.5 GHz. However, most of the 

radiated power is concentrated at or near the LO carrier. Thus it does not need to use 100% of the 

required BW, which means ‘necessary bandwidth’ according to [41]. According to the experiment, 

99% of the occupied BW of 1.25 Gbps Ethernet signal was within 62.8%, or 1.57 GHz, of the 

theoretical BW of 2.5 GHz. In this work, only 88% of them, or 2.2 GHz BW, was chosen for 

reasonable sensitivity. This will be shown in the following section 2.5 again with its measured 

spectrum plot. 

 

Figure 2.5 E-band frequency use of previous work 

 

For the full-duplex of the radiolink, both of 71 ~ 76 GHz and 81 ~ 86 GHz frequency bands are used 

with 2.2 GHz BW each. The center frequencies are chosen at 72.3 GHz for the lower band and 82.3 

GHz for the upper band. As there is 10 GHz separation between two bands, the burden for building of 

required isolation of diplexer was relatively easy. 

 

All required parts, including ASK modulator, transition, mixer, LNA, PA, and demodulator (detector) 

and other any components, should be built with sufficient wideband characteristics than 2.2 GHz. If 
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any one of mentioned parts has a narrow characteristic, an ultra wide bandwidth of signal will not be 

transmitted, and the goal of implementation of ultra low latency radiolink will fail. Therefore, the 

building of wide band characteristics greater than the required 2.2 GHz was the greatest challenging 

issue in this work. At the IF stage, this issue acts as greater problem and is magnified as frequency 

decrease to baseband circuit. 

 

For the 72.3 GHz and 82.3 GHz TX carrier, 12.050 GHz and 13.717 GHz of PLO output were 

multiplied by 6 before being sensed at TX mixer as ASK modulator. The design of PLO is out of 

scope of the section so it is described briefly in section 2.3.  

 

 

2.2.2 System Budget 

 

Table 2.2 shows the system budget for direct conversion as previous work. Overall noise figure was 

estimated by 9.1 dB and total system gain was 52 dB. As the receiver architecture was non-coherent 

envelop detection, the conversion loss of de-modulator was not a constant, rather it showed a variation 

in accordance with its input level. 

 

Table 2.2 System budget for direct conversion 

Stage Device Gain [dB] Noise Figure 
[dB] 

Power [dBm] 
Min (-50) Max (-20) 

1 Diplexer -3 3 -53 -23 
2 LNA 30 6 -23 7 
3 De-Modulator -14 4 -37 -7 
4 LPF -1 1 -38 -8 
5 LGA 21 5 -17 13 
6 Coupler -1 1 -18 12 
7 Limit Amp 20 3 2 15 

System Total Gain 52    
Overall Noise Figure  9.1   
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2.2.3 Design Review on Previous Work 

 

Figure 2.6 shows the equivalent circuit of designed mmW ASK modulator, which is a key device to 

implement ultra low latency transceiver. It has the scheme of single balanced type. LO input signal is 

switched by baseband input and the ASK modulated output is pulled out by using waveguide coupler.  

 

 

 (a)                                        (b) 

Figure 2.6 ASK modulator (a) Equivalent symbol (b) Implemented circuit 

 

 

Figure 2.7 Design of mmW ASK modulator with Schottky diode 
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In order to mount the Shottky diode, non-radiated dielectric (NRD) waveguide was used [42]. The 

cross section of NRD guide was 2.0 x 1.9 mm. Its dielectric constant is 2.08, as with PTFE (Teflon). 

The designed optimum back short length was 1.3 mm and it also acts as a protector of the mounted 

Shottky diode. Figure 2.8 shows the designed diode mount with 7.4 x 1.6 mm TLY-5 substrate with 

dielectric constant of 2.2 with 15 mil thicknesses. 

 

Figure 2.8 Design of diode mounts 

 

Microstrip tee for baseband signaling input with biasing was implemented on FR-4 substrate. For AC 

coupling, 1 μF capacitance was used and 33 μH inductor was used for bias choke.  

 

 

Figure 2.9 Assembled mmW ASK modulator 

 

Figure 2.9 shows the implemented high speed ASK modulator by using Schottky diode as the 

previous work. The baseband signal input is divided by 3 dB at microstrip tee and sensed at each 
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diode mount. LO signal is also divided by 3 dB waveguide coupler and is sensed at Schottky diode, 

which has the characteristic of a 90 degree hybrid. Baseband signal is sensed from bottom layer by 

using feed through. The LO signal is switched according to its baseband input. The ASK modulated 

signal, RF, is delivered to the next TX stage of HPA along to the waveguide.  

 

Figure 2.10 (a) shows the ASK modulation characteristic of 70 GHz frequency range. LO input level 

was +10 dBm, which was generated by multiplier with 6 times multiplication from 12.05 GHz VCO 

output. The pulse pattern generator with 0.5 Vp-p magnitudes was used for baseband signal input. The 

optimum DC offset voltage of baseband input port was 0.4 ~ 0.5 V. The flatness in the interested 

frequency band of 71.2 ~ 73.4 GHz was within +/-1 dB, which is good with 2.2 GHz wide bandwidth 

characteristic. The delta of LO carrier and 1st peak power of baseband was 5 ~ 6 dB in band and 

measured conversion loss was 10 ~ 12 dB with 10 dBm of LO level.  

 

  

(a)                                      (b) 

Figure 2.10 Modulation characteristic of (a) 70 GHz range (b) 80 GHz range 

 

Figure 2.10 (b) shows the ASK modulation characteristic of 80 GHz frequency range. The 13.717 

GHz VCO output was multiplied by 6 to make 82.3 GHz LO with 5 dBm output level. The flatness of 

81.2 ~ 83.4 GHz in-band was +/-3 dB and the measured conversion loss was 15 ~ 21 dB. Note that 
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especially in 80 GHz, the designed ASK modulator showed greater variations in both flatness and 

conversion loss, which was 7 dB bigger than that of 70 GHz. 

 

Figure 2.11 shows the characteristics of LNA. Hittite ALH459 and AUH318 bare-type die was 

packaged by using 1 mil gold wire. MMICs were mounted onto the RO5880 substrate. To overcome 

the degradation of sensitivity due to direct conversion, the gain of LNA needed to be large enough so 

that two stages of ALH459 and AUH318 were cascaded. Total gain over the interest band of 71.2 ~ 

73.4 GHz was 36 dB typical with +/- 1.8 dB flatness.  

 

  

(a)                                      (b) 

Figure 2.11 Characteristic of LNA (a) Gain (b) Return loss 

 

As P1dB of HPA is high but the gain is low, a driver amplifier (DRA) is required. But in previous 

work, 2-stage of Hittite AUH318 for 70 GHz band and 2-stage of AUH317 for 80 GHz band were 

used, one for HPA and the other for DRA. It was possible because the P1dB of MMIC was 18 dBm 

and the gain was 21 dB, while the required total gain was 33 dB according to the designed system 

budget.  
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Over the 2.2 GHz required BW, the performance of flatness is important to increase the link 

performance. It was challenging work to secure the wide bandwidth characteristic. Figure 2.12 shows 

the measurement result of the packaged HPA. In the required band of 81.2 ~ 83.4 GHz, the gain was 

35 dB +/- 3 dB. 

  

(a)                                      (b) 

Figure 2.12 Characteristic of HPA (a) Gain (b) Return loss 

 

To detect the signal at the receiver, a single ended type of envelope detector was designed by using 

fin-line transition. Figure 2.13 shows the implemented demodulator. By inserting via holes at each 

side of pattern edge, the harmonic generation was significantly reduced, which causes a signal 

distortion and increased conversion loss.  

 

 

Figure 2.13 Improvement of demodulator design 



 23

Figure 2.14 shows the improvement of diode mount and feed thru. By extending diode mount with 

low pass filter pattern to the center of feed thru, the matched 50 Ω line was able to directly attach to 

feed thru. A long lead line causes significant bandwidth reduction [43]. With this mechanical 

modification, unwanted inductance element was effectively removed and the aimed 2.2 GHz of wide 

bandwidth characteristic was sustained.  

 

 

Figure 2.14 Improvement of diode mount 

 

  

(a)                                       (b) 

Figure 2.15 Characteristic of demodulator at (a) Lower band path (b) Upper band path 

 

Figure 2.15 shows the measured results of characteristic of designed demodulator of lower and upper 

band respectively. As RF signal input, each transmitter output of 70 GHz and 80 GHz band were used. 

The output power was set to -30 dBm by using waveguide variable attenuator. According to the 
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measurement result, conversion loss was 14dB typically with the flatness of +/-3 dB over the required 

BW of 1.1 GHz from DC to 1.1 GHz baseband. Figure 2.15 (a) shows the result of lower band 

characteristics. Figure 2.15 (b) shows the result of upper band characteristics. Note that there can be a 

maximum 6 dB (+/-3 dB) difference in conversion loss of detected signal spectrum between DC to 

required BW up to 1.1 GHz. These in-band flatness mismatches cause sensitivity reduction for the 

whole radiolink. This is why the flatness characteristic is important.  

 

 

Figure 2.16 Circuit design of wide bandwidth of 1.1GHz baseband 

 

Figure 2.16 shows the designed baseband circuit. As the building of wide bandwidth over DC to 1.1 

GHz was the main issues, all parts were carefully chosen to secure sufficient wide bandwidth 

characteristics. The upper section is the RX circuit in the picture. Low pass filter was used to cut out a 
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spurious and harmonic elements from envelop detected signal. After LGA for linear gain, a wide 

bandwidth coupler was used to extract a voltage for received signal strength indicator (RSSI). A 1:1 

transformer was used to make a differential signal for the differential input of limit amplifier at final 

stage. Note that capacitance of 1 μF was used as the AC couple at each stage for its wide bandwidth 

characteristics.  

 

In order to pull out a constant level at RX, or to sense a constant input power level at TX, MAX3747, 

a limit amplifier was used. In TX circuit, the output of limit amplifier of 1.25 Gbps GbE signal was 

input to the designed E-band ASK modulator through π-type attenuator and LGA of VAM-93.  

 

Figure 2.17 shows the implemented baseband circuit board. To reduce unwanted noise coupling on 

signal path, all circuit were designed by using CPW locating GND pad near signal path. According to 

the measurement result, the dynamic range was -65 dBm to -30 dBm, which was sufficient to cover 

the sensitivity of designed ASK demodulator with 1.1 GHz bandwidth. 

 

 

Figure 2.17 Implemented baseband board 
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2.2.4 Measurement Result 

 

Figure 2.18 shows the implemented E-band ASK transceiver using 71 ~ 76 / 81 ~ 86 GHz mmW. 

Both of TX and RX section are placed in the same layer of aluminum housing. Both of TX and RX 

ports were designed with WR-12 standard rectangular waveguide flange. The baseband signal 

interface was designed by SMA(f). The implemented dimension was 100 x 80 x 25 mm3.  

 

 

Figure 2.18 Implemented ASK transceiver 

 

 

Figure 2.19 Measurement result of sensitivity 
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Table 2.3 BER test result 

Attenuation 
[dB] 

Input Power 
[dBm] 

Lower Band 
(70GHz) 

Upper Band 
(80GHz) 

-60 -45 1.48E-05 1.25E-02 
-59 -44 3.21E-06 2.21E-03 
-58 -43 2.62E-07 8.21E-05 
-57 -42 1.27E-08 6.50E-06 
-56 -41 2.45E-10 4.24E-07 
-55 -40 0 2.51E-08 
-54 -39 0 6.04E-10 
-53 -38 0 0 
-52 -37 0 0 
-51 -36 0 0 
-50 -35 0 0 
-49 -34 0 0 
-48 -33 0 0 
-47 -32 0 0 
-46 -31 0 0 
-45 -30 0 0 
-44 -29 0 0 
-43 -28 0 0 
-42 -27 0 0 
-41 -26 0 0 
-40 -25 0 0 
-39 -24 0 0 
-38 -23 0 0 
-37 -22 0 0 
-36 -21 0 0 
-35 -20 0 0 
-34 -19 0 0 
-33 -18 0 0 
-32 -17 0 0 
-31 -16 0 0 
-30 -15 0 0 

*Test Conditions: 1250 Mbps, PRBS 29-1, Data 500 mV  

 

Table 2.3 shows BER test result of the implemented wide bandwidth ASK transceiver at E-band for 

previous work on direct conversion. For the measurement, a 30 dB fixed attenuator and a 30 dB 

variable attenuator were inserted between unit-A and unit-B. TX output power at the antenna port of 

diplexer was +15 dBm , which is 2 dB lower from its original +17 dBm due to diplexer loss.  
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By increasing the variable attenuator with 1 dB step, the readout of BER was recorded from the other 

side of receiver. According to the test result, BER was error free or less than 10-12 at -40 dBm of input 

power for the lower band path. For the upper band, the minimum input level for BER 10-12 or error 

free was -38 dBm, which was 2 dB worse than that of lower band path.  

 

Figure 2.19 shows the sensitivity of implemented ASK transceiver. The sensitivity of designed 

radiolink was limited to -38 dBm of upper band performance. In Table 2.4, the measurement results 

were summarized. 

 

Table 2.4 Measurement result on previous work 

Parameters Unit-A Unit-B Remark 

Tx 

Frequency 71.2~73.4 GHz 81.2~83.4 GHz  

BW 2200 MHz  

Output Power +15 dBm typical 

VSWR 2.0:1  

Rx 

Frequency 81.2~83.4 GHz 71.2~73.4 GHz  

BW 2200 MHz  

Dynamic Range -38 ~ -15 dBm @BER 10-12 PRBS 29-1 

Noise Figure 9.1 dB estimated 

VSWR 1.8:1  

Common 
Modulation ASK  

Data Rate 1.25 Gbps  

 Latency 23 ns  
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2.2.5 Challenging Issues on Direct Conversion 

 

With the topology of direct conversion, the dynamic range was measured by 23 dB from -38 ~ -15 

dBm under the BER 10-12 or error free with PRBS pattern of 29-1. The whole performance was not 

significant, but it was still meaningful, leaves as future task three challenging issues as follows. 

 

First, it was difficult to build an ASK modulator directly at 70/80 GHz mmW range of E-band. As the 

wavelength at these frequency range is too short by only 5.57 mm at 72.3 GHz and 4.50 mm at 82.3 

GHz, the performance of the designed modulator was too sensitive and significantly affected with by 

small variations of physical dimensions.  

 

Secondly, it was difficult to secure the required 2.2 GHz wide BW characteristics. As the required BW 

was too wide by 2.2 GHz, the securement of flatness in E-band mmW frequency range was difficult.  

 

Finally, the conversion loss of the designed demodulator was significantly increased when the 

received power level is low approaching down to its minimum detectable level. This resulted in lower 

sensitivity, showing that the variation of conversion loss was a function of input power level.  

 

In conclusion, the approach with direct conversion has a simple structure, but it also has several issues 

that make the performance worse. In order to solve these problems, a new topology of heterodyne 

structure was attempted. 
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2.3 Proposed Heterodyne mmW ASK Transceiver 

 

In order to improve the sensitivity of the direct conversion type transceiver, new IF stage modulated 

heterodyne type wide band ASK transceiver is proposed. Figure 2.20 shows the block diagram of the 

new topology. The basic concept of the new scheme is to use a heterodyne up/down converter type 

with IF frequency band. Differently from previous work, ASK modulation is conducted at IF stage 

and demodulation is also conducted at IF frequency band. By using up/down converter, the burden of 

building wide band ASK modulator and demodulator at mmW is removed. However, it is still critical 

to secure the requirement of wide band characteristic at both baseband and IF band range.  

 

 

Figure 2.20 Proposed heterodyne E-band ASK transceiver 

 

Table 2.5 Proposed E-band transceiver 

Item Previous Work Proposed Work 

Topology Direct conversion Heterodyne, Non-coherent 

IF Zero-IF IF (3.7 GHz / 6.3 GHz) 

Modulation ASK @ mmW ASK @ IF 

Detection Envelop detection @ mmW Envelop detection @ IF 

AGC None AGC @IF 
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Table 2.5 shows the difference of new proposed work with heterodyne topology. Note that IF 

frequency of 3.7 GHz and 6.3 GHz are defined, and modulation and demodulation are conducted at IF 

stage to increase sensitivity. To obtain a more dynamic range, AGC circuit is added at IF stage.  

 

 

2.3.1 Frequency plan for E-band Radiolink 

 

Figure 2.21 shows the frequency use of proposed E-band radiolink. As mentioned in a previous 

section, the required BW theoretically is 2.5 GHz to transmit the capacity of 1.25 Gbps data rate by 

using ASK, but only 2.2GHz was used [41].  

 

 

Figure 2.21 Frequency use of proposed E-band radiolink 

 

The center frequency was shifted slightly from previous work to meet one of the European regulation 

of 250 MHz designated center frequency for each band [21], [22], [23]. For the full-duplex, both of 71 

~ 76 GHz and 81 ~ 86 GHz frequency band with 2.2 GHz BW are used. As there is 10 GHz separation 

between two bands, the burden of building required isolation criteria of the specifications of diplexer 

was relatively easy.  
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For the ultra low latency with high capacity of data rate, all required parts including ASK modulator, 

transition, mixer, LNA, PA, and demodulator (detector) and other components should be designed to 

have wideband characteristic. Any one of the devices with narrow band characteristic can cause 

significant performance degradation in terms of sensitivity.  

 

 

2.3.2 Wideband ASK Modulator 

 

Figure 2.22 shows designed block diagram of wide band ASK modulator at 3.7 GHz IF band for unit-

A. As the required BW is 2.2 GHz, the in-band is 2.6 ~ 4.8 GHz. The challenging issue is wide band 

implementation at low frequency range. Its relative bandwidth exceeds 59.5%, which is an ultra wide 

band, while the only 10% of relative BW is commonly considered as a wide bandwidth. For example, 

BW of only 370 MHz at 3.7 GHz carrier frequency is considered as a wide band.  

 

For this work, BW of 2.2 GHz at 3.7 GHz IF carrier frequencies has to be implemented successfully 

for the aimed radiolink. Hittite HMC213 packaged mixer is used as ASK modulator switching 3.7 

GHz LO with 1.25 Gbps baseband signal. ASK modulated IF signal is amplified by linear amplifier.  

 

 

Figure 2.22 Block diagram of wide-band ASK modulator at 3.7 GHz IF band 
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To remove harmonic elements from ASK modulated spectrum at 3.7 GHz, a band pass filter is 

required in front of the following stage of mmW mixer. As there is no choice to make such wide band 

pass filter, it was solved by combining high pass filter with 2.275 GHz cutoff and low pass filter with 

5 GHz cutoff. Figure 2.23 shows the implemented 3.7 GHz wide band ASK modulator and Figure 

2.24 shows modulated spectrum. Note that 1.25 GbE signal spectrum is spread over BW of 2.5 GHz 

over right and left side of center frequency at 3.7 GHz.  

 

 

Figure 2.23 Implemented 3.7 GHz wide-band ASK modulator 

 

 

Figure 2.24 BW of 2.2 GHz wide-band ASK spectrum at 3.7 GHz IF band 
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Figure 2.25 shows the designed wide band ASK modulator at 6.3 GHz IF band for unit-B. Except the 

IF LO frequency and pass band, it is the same with IF section for unit-A. For the ASK modulator, the 

HMC219 packaged IC was used as IF mixer.  

 

 
Figure 2.25 Block diagram of wide-band ASK modulator at 6.3 GHz IF band 

 

To build a BPF, a high pass filter with 4.6 GHz cutoff and low pass filter with 7.2 GHz cutoff are used. 

The required IF pass band is exactly 5.2 ~ 7.4 GHz, but these lumped filters with a ceramic filter has 

quite a few variations for its cutoff frequency. For this work, a pass band matched filter was carefully 

selected after measurement with VNA and applied on the circuit board. Figure 2.26 shows the 

implemented 6.3 GHz wide band ASK modulator. Figure 2.27 shows the ASK modulated spectrum.  

 

 

Figure 2.26 Implemented 6.3 GHz wide-band ASK modulator 
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Figure 2.27 BW of 2.2 GHz wide-band ASK spectrum at 6.3 GHz IF band 

 

 

2.3.3 W/G-to-Microstrip Transition 

 

In order to connect in/out of MMICs to standard waveguide of WR12, waveguide-to-microstrip 

transition is required. Figure 2.28 shows the designed WR12-to_microstrip transition with back-to-

back HFSS modeling for electromagnetic field simulation. For the assembly efficiency considering 

mass production, it is designed in a simple way so that microstrip line is mounted on mechanical 

housing adjusting its center to WR12 center of cross section.  

 

Figure 2.28 WR12-to-microstrip transitions 
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Design parameters are line width W, length L and height H. By using HFSS simulation, the optimum 

dimensions were chosen as W of 0.9 mm, L of 0.58 mm and height H is 0.5 mm. Figure 2.29 shows 

back-to-back measurement result. The transition loss was typical 1.2dB at both of lower and upper 

band. Return loss was less than -15 dB, which is sufficient to be adapted for the work. 

 

 

Figure 2.29 Measured result of transition loss 
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2.3.4 Mounting & Bonding Techniques for MMIC 

 

The die should be attached directly to the ground plane of the Aluminum housing by using conductive 

epoxy. A 50 Ω microstrip transmission line on 0.127 mm (5 mil) thickness of Teflon film substrates 

are used to match RF to and from the chip (Figure 2.30). If 0.254 mm (10 mil) thick of film substrates 

is used, the die should be raised so that the surface of the die is coplanar with the surface of the 

substrate. Microstrip substrates should be placed as close to the die as possible in order to minimize 

bond wire length. By using VNA, typical die-to-substrate spacing was chosen by 0.1 ~ 0.15 mm. 

 

Figure 2.30 Die mounting 

 

The MMIC chip is back-metalized and can be mounted with electrically conductive epoxy. The 

mounting surface should be clean and flat. To mount the die, a minimum amount of epoxy should be 

applied to the mounting surface so that a thin epoxy fillet is observed around the perimeter of the chip 

once it is placed into proper position. To cure epoxy, the mounted die on the metallic housing need to 

be placed on 135 degree of hot plate for 1 hour and 30 minutes or per manufacturer’s recommendation. 

 

Wire bonds were made with 1 mil diameter of gold wire. These bonds should be thermosonically 

bonded with a force of 40 ~ 60 grams. All bonds should be made with a nominal stage temperature of 

150 °C. A minimum amount of ultrasonic energy should be applied to achieve reliable bonds [43]. All 

bondings should be done in as short a time as possible.  
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Figure 2.31 shows the electromagnetic simulation modeling for wire bond to figure out the insertion 

loss and return loss in accordance with wire length or number of wires. The influence due to the 

height variation was relatively small less than 0.01 dB losses with 0.02 mm variation. Figure 2.32 

shows the insertion loss of wire bond. At a length of 0.1 ~ 0.15 mm with the number of 3 ~ 4 wires, it 

showed the optimum matching showing less than 0.2 dB loss. For the mount of all MMICs in the 

work, 3 wires of 1 mil gold wire were applied according to the test result. 

 

 

Figure 2.31 Simulation modeling for wire bond 

 

 

Figure 2.32 Insertion loss of wire bond 
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2.3.5 Design of mmW TX Front-End 

 

Different to previous work on direct conversion, a packaged MMIC die of mixer is used for up and 

down converter. The MDB277 is a passive double balanced MMIC mixer which utilizes GaAs 

Hetero-junction bipolar transistor (HBT) Schottky diode technology and can be used as either an 

upconverter or a downconverter. This compact MMIC is more consistent alternative for hybrid style 

double balanced mixer assemblies.  

 

Figure 2.33 Design of mixer mounts 

 

Figure 2.33 shows up conversion mixer design with die mount on Aluminum housing. The CHU3377 

6 times multiplier is used to generate 78.575 GHz mmW carrier from 13.096 GHz LO output. In order 

to switch the MDB277, the output power of 14 dBm from CHU3377 multiplier is sufficient for up 

conversion, but it is not for down conversion operation, which result in 5 ~ 6 dB more loss.  

 

To reduce the loss of down conversion, IF input of mixer is sensed with 0.3 V bias offset so that mixer 

conversion loss does not influenced by LO power fluctuation. Table 2.6 shows the measured result of 

mixer conversion loss of both up conversion and down conversion. The nominal conversion loss is 12 
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dB from makers, but it shows some variation according to frequency. Note that it shows around 2 dB 

more loss at 80 GHz range compared to 70 GHz. There is no way further improve this, as it is the 

characteristic of the chip itself related to higher frequency loss. 

 

Table 2.6 Measurement result of mixer conversion loss 

Parameter 
Up Conversion Down Conversion 

70 GHz 80 GHz 70 GHz 80 GHz 

Conversion Loss [dB] 11.0 13.2 16.6 18.5 

 

For 71 ~ 76 GHz high power amplifier (HPA), AUH318 medium power amplifier and APH633 higher 

power amplifiers from Velocium are used. As even the output power of APH633 is higher by +20 

dBm but gain is low, a driver amplifier is required to have sufficient gain. For the work, AUH318 

medium power amplifier was chosen. For 81 ~ 86 GHz HPA, the pair of AUH317 and APH634 was 

used. Figure 2.34 shows the layout design of HPA. The up-converted ASK modulated signal get a gain 

at DRA stage and are amplified at HPA.  

 

Figure 2.34 Design of HPA 

 

Figure 2.35 and Figure 2.36 shows the measurement result of mmW HPA at both 70 GHz and 80 GHz 

range. At the interest frequency of 84.875 GHz, it shows around 5 dB less gain than that of 74.875 
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GHz. To compensate for the gain differences, IF amplifier gain for 80 GHz was tuned to have 5 dB 

more. Table 2.7 shows P1dB measurement result of deigned HPA. At both bands, it shows a typical 20 

dBm.  

 

Figure 2.35 Measured result of mmW HPA at 70 GHz 

 

 

Figure 2.36 Measured result of mmW HPA at 80 GHz 

 

Table 2.7 Measurement result of P1dB 

Freq.[GHz] 
Lower Band Upper Band 

73 74 75 83 84 85 

P1dB [dBm] 19.8 21.0 20.0 20.0 20.5 20.2 
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2.3.6 Design of mmW RX Front-End 

 

Figure 2.37 shows the layout design of RX front-end section. ALH509 and AUH318 are cascaded to 

have more gain reducing the noise figure of whole receiver. AUH318 is a medium power amplifier 

with 24dB gain. ALH509 is a 3-stage GaAs HEMT MMIC LNA which operates between 71 and 86 

GHz. It features a 14 dB of small signal gain, 5 dB of NF and P1dB of +7 dBm at +2 V supply voltage. 

Figure 2.38 shows the gain performance of single chip offered from maker. The gain at 80 GHz range 

is 2 ~ 3 dB lower than 70 GHz, which results in less sensitivity of transceiver at 80 GHz. Note that the 

lower gain at 80 GHz is one of the causes of lower performance at 80 GHz upper path.  

 

Figure 2.37 Design of RX front-end section 

 

 

Figure 2.38 Gain performance of ALH509 
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2.3.7 Design of PLO 

 

Figure 2.39 shows the designed 13.096 GHz PLO [44]. HMC531, GaAs hetero-junction bipolar 

transistor (HBT) is used as VCO. It is available to use half frequency or divided by 4 in recommended 

range of 13.6 ~ 14.9 GHz. Half frequency output is used for PLL loop with 6.1 GHz range of 

fractional-N frequency synthesizer, ADF4159. To increase the output power of 13.096 GHz PLO 

output for the following mixer driving, HMC441 medium power amplifier was used, which is an 

efficient GaAs PHEMT MMIC that operates between 6 ~ 18 GHz. The amplifier provides 15.5 dB of 

gain and +22 dBm of saturated power. To remove half LO, an HPF with 8.4 GHz cut-off was inserted 

at the final stage. 

 

Figure 2.39 Designed 13.096 GHz PLO 
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2.3.8 Implementation of Wide-Band IF & Baseband Section 

 

Different from previous work, detection of the signal is conducted at IF stage. Thus the 2.2 GHz ultra 

wide band of IF & baseband section should be successfully implemented. This is the most challenging 

task to build the radiolink of the work.  

 

 

Figure 2.40 Block diagram of wide-band 3.7 GHz IF & ASK detector 

 

Figure 2.40 shows the block diagram of designed wide-band 3.7 GHz IF and baseband section. To 

detect signal from IF, HMC213, GaAs MMIC SMT packaged type of double balanced mixer for 1.5 ~ 

4.5 GHz is used as Zero-IF detector.  

 

 

Figure 2.41 Revised block diagram of wide-band 3.7 GHz IF section 

 

At the first trial, to obtain more dynamic range, series of LGA and attenuator set were used, but the 

flatness characteristic was getting worse in the wide range of the required band. Thus, one of LGA 
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was removed and BPF and the last stage of LGA were switched in order. By doing so, unwanted 

harmonics were effectively removed before conducting detection (Figure 2.41).  

 

For the BPF, in order to make ultra wide bandwidth of 2.2 GHz at only 3.7 GHz IF frequencies, a set 

of high pass filter and low pass filter of HFCN2275 and LFCN5000 were used. Figure 2.42 shows the 

measurement result. Over the frequency range of interest of 2.6 ~ 4.8 GHz, the difference of loss at 

each edge of band exceeds by 12 dB. 

 

 

Figure 2.42 Flatness of 3.7 GHz IF section with HFCN2275 and LFCN5000 

 

To compensate the steep slope of the conversion loss, a ceramic HPF of HFCN2275 was switched by 

lumped type of HPF. Figure 2.43 shows the designed lumped HPF and Figure 2.44 shows the 

simulation result. Note that the insertion loss of S21 has a slope at the interest band of 2.6 ~ 4.8 GHz 

range. The loss at 2.6 GHz is large but is reduced as frequency increase up to 4.8 GHz. This slope is 

opposite direction with the measured result of Figure 2.42. Figure 2.45 shows the compensated 

conversion loss plot. Finally achieved flatness was +/-3 dB, which was 5 ~ 6 dB improved.  
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Figure 2.43 HPF with lumped device to compensate flatness slope 

 

 

Figure 2.44 Simulation result of lumped HPF 

 

 

Figure 2.45 Improved flatness result 
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Figure 2.46 shows the designed block diagram of wide band of upper 6.3 GHz RX-IF and baseband 

section. With the same reason mentioned in 3.7 GHz lower band design, to obtain more dynamic 

range, one stage of LGA was removed and BPF and the last stage of LGA were switched with each 

other.  

 

 

Figure 2.46 Block diagram of wide-band 6.3 GHz IF & ASK detector 

 

Figure 2.47 shows the ASK spectrum of BPF output at 6.3 GHz IF stage. Note that 1.25 Gbps digital 

signal is occupied in 2.2 GHz band of frequency spectrum.  

 

 

Figure 2.47 ASK spectrum of BPF output at 6.3 GHz IF stage 
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To build the challenging ultra wide band of 2.2 GHz at 6.3 GHz, which exceeds 35% relative 

bandwidth, BPF was initially implemented with the combination of HPF and LPF of HFCN4600 and 

LFCN7200 respectively, while the required BW of 2.2 GHz is 5.2 ~ 7.4 GHz. Due to the 

characteristics of LPF of LFCN7200 with 7.2 GHz cut-off frequency, the conversion loss near 7.4 

GHz was increased. Thus the LPF was also finally removed.  

 

 
Figure 2.48 Insertion of 50 Ω resistor for wide-band matching 

 

For the wide band matching for IF detector, shunt 50 Ω resistor was inserted (Figure 2.48). On the IF 

output, DC offset of 0.3 ~ 0.4 V was applied for optimum matching of detector. Figure 2.49 shows the 

revised block diagram of wide-band matched 6.3 GHz IF Section.  

 

 

Figure 2.49 Revised IF section for upper band 
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2.3.9 AGC Circuit for Temperature Compensation 

 

To solve the signal distortion due to temperature variation, AGC circuit was inserted (Figure 2.50). 

HMC425LP3 was used for voltage variable attenuator (VVA). It is a 6 bit digital attenuator, but for 

the work only 4 bits were used by using 2 dB, 4 dB, 8 dB, and 16 dB steps.  

 

 

Figure 2.50 Temperature compensated AGC circuit design 
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For the VVA control, resistor of 330 Ω path was used as the input of AD8319 detector. AD8319 

generate a control voltage in accordance with the level of input power. This analog voltage is 

converted to digital bits by ADC and was used to control the VVA in accordance with the preset 

voltage table in PIC register.  

 

The output voltage of the detector AD8319 varies in reverse proportional with its input level. As these 

opposite action can cause confusion for indoor tests or even in field, its output level was reversed by 

inserting an OP-amp at the final stage. Figure 2.51 shows the implemented RX-IF and baseband 

section. 

 

 

Figure 2.51 Implemented RX-IF and baseband section 

 

With the implemented RX section, it generally showed stable operation on wide band sensitivity test, 

but it showed two minor issues. Firstly, an error occurred near -20 dBm input level with Unit-B under 

-10oC temperature. Inspection result of waveform with oscilloscope, the signal was saturated at that 

level of power. From this, it was figured out that the LGA has 1 ~ 2 dB more gain in accordance with 

temperature goes down. This issue was cleared by adjusting (increasing) the AGC attenuation 

mapping values in PIC controller.  
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Secondly, when VVA changes its attenuation level as temperature decrease under zero level, an instant 

error occurred occasionally. Similarly to the solution at room temperature, this problem was solved by 

the restriction of PIC control current replacing the resistance of 200 kΩ to 910 kΩ between VVA and 

PIC chip. Figure 2.52 shows the low temperature compensated VVA control circuit for IF AGC. 

 

 

Figure 2.52 Compensation at low temperature adjusting VVA control current 
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2.3.10 Implementation of E-band Transceiver 

 

Figure 2.53 shows the mechanical design of housing for E-band transceiver. The main body was 

designed to have proper isolation so as to not interfere with each other by inserting metal walls 

between TX and RX path. Two SMA(f) connectors for in/out of 1.25 Gbps GbE signal are located at 

the side wall of right end. The designed IF and baseband circuits are all surface mounted on RO4350, 

20 mil substrate with permittivity of 4.35. RO4350 high frequency substrate is a glass reinforced 

hydrocarbon/ceramic laminates, not PTFE, which is designed for performance sensitive, high volume 

commercial applications to offer superior high frequency performance and low cost circuit fabrication 

like standard epoxy/glass (FR4).  

 

Figure 2.53 Mechanical design of E-band transceiver  

 

The implemented PCB was mounted on the surface of the bottom cover of the aluminum plate. By 

using top cover with metal walls, these circuits are electromagnetically shielded. TX and RX port are 

located at each end side of top cover with standard WR-12 flange.  
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By using the designed E-band diplexer, these two ports are combined as a single common interface of 

antenna port. At the same side of SMA connector, 4-pins of interfaces is located, which include the 

single bias of 5 V / 1.2 A power supply for VCC and GND, phase locked indicator, and RSSI. Figure 

2.54 shows the outline design of implemented E-band transceiver. The dimension of designed 

transceivers is 130 mm x 120 mm x 18.6 mm. The total height is 33.1 mm, which includes the 

diplexer. 

 

 

Figure 2.54 Outline of implemented E-band transceiver 
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2.4 mmW Diplexer Design 

 
2.4.1 Guide Wavelength of WR12 

 

For the implemented E-band transceiver with ultra wide bandwidth of 2.2 GHz, waveguide cavity 

type of diplexer was designed to use a single antenna for the TX and RX of radiolink. For the design, 

standard E-band WR12 waveguide with cross-section of 3.1 mm x 1.55 mm was used. The cutoff 

frequency of WR12 waveguide with given dimension is 48.35 GHz at TE10 mode.  

 

 

Figure 2.55 Wavelength of WR12 waveguide 

 

Figure 2.55 shows the calculated guide wavelength of WR12 waveguide. The guide wavelength is 

5.240 mm at 74.875 GHz, which is the center frequency of lower band, and 4.296 mm at 84.875 GHz, 

which is the center of upper band.  
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2.4.2 Waveguide Inductive Iris Filter 

 

At mmW frequency range, to reduce the insertion loss, a waveguide cavity resonator coupled filter is 

commonly used. Considering mechanical processing by using an endmill machine, productivity 

should have considered from the design stage in advance [45], [46]. No matter what design shows 

good performance, it would be of no use if it has a structure that is not easy actually buil in production. 

 

 

Figure 2.56 Structure of inductive iris 

 

Figure 2.56 shows the HFSS modeling of the designed waveguide inductive iris filter. As rectangular 

block is located across at H-plane of WR12 waveguide. This metal block acts as inductance element 

with TE10 mode of electromagnetic propagation in WR12 waveguide [45] [46]. E-field is set vertically, 

or in the direction of the height L.  

 

By adjusting the width T and height L, the coupling amount between resonators is controlled in 

accordance with its design value. Note that the round corner of R0.5 mm was already considered for 

the radius of endmill tool kit. As the frequency is very high, the wavelength is very short, which 

means the designed performance of filter is sensitive with the mechanical tolerance. Thus in order to 

make the filter design accurate, these practical machining situations needs to be fully considered from 

its early stage of design. The material is aluminum, silver plated for better insertion loss performance. 
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2.4.3 Extraction of K-Inverter Parameter 

 

Figure 2.57 shows K-inverter coupled inductive iris filter. The K-inverter is chosen so as to have 

optimal coupling between each stage of resonators having impedance matching at designing 

frequency with the required number of poles in the designing filter network.  

 

 

Figure 2.57 K-inverter coupled inductive iris filter 

 

The total filter network can be presented by ABCD matrix in equation (2.4.1). By converting the 

calculated ABCD matrix of (2.4.1) to S-parameter, insertion loss and return loss can be calculated. 

Equation (2.4.2) shows the insertion loss of the filter [47].  
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Butterworth polynomial has better in-band flatness, but the group delay is bigger than that of 

Chevyshev for a given number of poles. Thus Chevyshev polynomial was chosen for the lower group 

delay as well as the better skirt characteristics [48] [49].  

 

Figure 2.58 shows the T-equivalent circuit of K-inverter. For a cavity filter, a K factor has to be 

chosen so that each stage of resonators are optimally impedance matched. The K-inverter and 

electrical length ¯ are calculated by (2.4.5) and (2.4.6) [50].  

 

Figure 2.58 Equivalent circuit of K-inverter 
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K-inverter of designed inductive iris filter was extracted by using Ansoft HFSS. Figure 2.59 and 

Figure 2.60 shows the simulation result of K-Inverter and electrical length ¯ of lower band of 74.875 

GHz and upper band of 84.875 GHz respectively. By increasing the height L of iris with 0.01 mm step, 

the K-inverter and electrical length parameters were extracted. As L increase, the K-inverter value 

reduces, which means the coupling with next resonator is being weakened.  

 

The metal iris width T of 1.0 mm and R of 0.5 mm were chosen to have optimum K-inverter slope in 

accordance with height L. If the width T is narrow (thin), K-inverter varies steeply. In this case, the 

total length of filter can be short, but the performance is too sensitive on mechanical tolerance. On the 
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contrary if the width is too wide, K-inverter varies slowly so the mechanical tolerance can be slow, 

but the filter size increase. According to the required K-inverter, the iris heights were chosen.  

 

 

Figure 2.59 Simulation result of K-inverter at lower band 
 

 

Figure 2.60 Simulation result of K-inverter at upper band 
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2.4.4 Design of Inductive Iris Filter 

 

The impedance of each stage of the filter are defined in (2.4.7) and K-inverter values are calculated by 

(2.4.8) [51].  
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As the actual waveguide impedance at each stage is the same, equation (2.4.8) can be modified by 

(2.4.10).  
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The resonator lengths of each stage are λ/2, and it is compensated by each stage of electrical length 

φ  with the extracted parameter in Figure 2.59 and Figure 2.60. 

 

Table 2.8 shows the design specifications. The center frequency of lower band filter is 74.875 GHz 

with 2.2 GHz of bandwidth. The upper band filter has center frequency of 84.875 GHz with the same 

2.2 GHz bandwidth. The guard band between each bands are 7.8 GHz. To achieve the requirement of 
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rejection of less than 90 dBc, the number of resonators was decided by 7 poles. If the number of poles 

increases, the group delays increase. Thus, it was decided to achieve the minimal rejection 

considering low latency. The designed K-inverter and height of each stage of iris are shown in Table 

2.9 and Table 2.10. In Table 2.11, the calculated resonator lengths are summarized.  

 

Table 2.8 Design specifications of E-band diplexer 

Parameters Lower Upper Remark 

Center Frequency 74.875 GHz 84.875 GHz  

Band Width 2.2 GHz 2.2 GHz  

Pass band ripple 0.03 dB 0.03 dB  

Poles 7 7 minimal 

Isolation 90 dBc 90 dBc  

 

Table 2.9 Designed K-inverter and iris L of lower band filter 

Parameters K01 K12 K23 K34 K45 K56 K67 K78 

Kn,n+1 0.3358 0.0818 0.0534 0.04864 0.04864 0.0534 0.08184 0.33584

L [mm] 0.9923 1.4168 1.4647 1.4727 1.4727 1.4647 1.4168 0.9923 

φ [Rad] 1.2444  1.2342  1.2298 1.2287 1.2287 1.2298  1.2342  1.2444 

 

Table 2.10 Designed K-inverter and iris length of upper band filter 

Parameters K01 K12 K23 K34 K45 K56 K67 K78 

Kn,n+1 0.3349 0.0758 0.0460 0.0407 0.0407 0.0460 0.0758 0.3349 

L [mm] 1.0884  1.4335  1.4782 1.4865 1.4865 1.4782  1.4335  1.0884 

φ [Rad] 1.2514  1.4484  1.4641 1.4661 1.4661 1.4641  1.4484  1.2514 

 

Table 2.11 Designed resonator length D [mm] 

Resonator D1 D2 D3 D4 D5 D6 D7 

Lower 3.6572  3.6511 3.6489 3.6484 3.6489 3.6511  3.6572 

Upper 3.0722  3.1449 3.1510 3.1517 3.1510 3.1449  3.0722 
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2.4.5 Design of T-Junction 

 

To implement diplexer, both of the designed lower and upper band pass filters need to be connected 

by using T-junction. Figure 2.61 shows the equivalent model of shunt connected diplexer. Lower and 

upper band pass filters are connected at each end of sub-arm of T-junction. The length between 

junction plane and each filter of L1 and L2 are chosen to obtain optimum impedance matching [52].  

 

Figure 2.61 Shunt connected diplexer 

 

Figure 2.62 shows the T-junction for HFSS modeling with its design parameters. Differently from a 

general T-junction for power divider, if the return loss of common port is too perfect, the isolation 

characteristic between two attached filters is worse [53]. Thus there need to be some trade-off. 

 

 

Figure 2.62 T-junction HFSS modeling 
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According to [54], the recommended return loss at each port is about -9 dB. Design factors are width 

W and length D with round radius of 0.5 mm considering the endmill machine. According to the 

simulation result, D of 0.65 mm was chosen with W of 0.7 mm optimally. Figure 2.63 shows the 

simulation result of designed T-junction finally. Over the whole wide band of interest 71 ~ 76 GHz, 

81 ~86 GHz, the return loss shows the flat -9.5 dB typical as expected. 

 

 

Figure 2.63 Simulation result of T-junction 

 

In the case of two band pass filters connected to build diplexer by using T-junction, as shown in 

Figure 2.61, signal spectrums of F1 frequency range from input port easily pass through F1 filter, but is 

reflected at F2 and return back to F1 or input port again. On the contrary, if F2 signal spectrum is 

inputted from input port, F2 filter passes as well, but is reflected at F1 filter. Thus if these length of L1 

and L2 were not matched properly, the reflected signal degrades or attenuates its original traveling 

signal, which results in increased insertion loss. 

 

 



 63

For these reasons, L1 is set as λ/4 at the center frequency of F2, and L2 is set as λ/4 at the center 

frequency of F1. By matching the junction length this way, the required wide band of 2.2 GHz 

diplexer was achieved successfully.  

 

 

Figure 2.64 Simulation result of lower band matching 

 

Figure 2.65 Simulation result of upper band matching 
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Figure 2.64 and Figure 2.65 shows the simulation result of lower band and upper band matching. The 

matched lengths of each band filter were decided by de-embedding of the wave ports so that the input 

impedance is open (∞) at the center frequency of each rejection band. The designed matched length 

of L1 (lower band arm) and L2 (upper band arm) are 3.76 mm and 4.15 mm respectively at each 

rejection band of 84.875 GHz and 74.875 GHz.  

 

According to the simulation result, it shows good matching at both bands as expected with return loss 

of less than -27 dB. The band width matched by -20 dB is 5 ~ 6 GHz, which is sufficient to 

accommodate the 2.2 GHz BW for 1.25 Gbps GbE signal transmission. The design of T-junction and 

matched length are one of the key important procedures on diplexer design because the return loss of 

each band pass filter depends on T-junction matching status.  

 

Figure 2.66 shows the final design of the E-band inductive iris coupled diplexer. All resonators are 

coupled with 1 mm thickness of iris. These irises have 0.5 mm round corner so it can be machined 

easily by using the endmill machine.  

 

Figure 2.66 Designed E-band inductive iris coupled filter 
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2.4.6 Simulation Result 

 

Figure 2.67 and Figure 2.68 shows the simulation result of designed lower and upper band pass filter 

respectively. For the simulation, Ansoft HFSS was used. As can be seen, insertion loss is less than 1.0 

dB, and return loss is less than -15 dB.  

 

 

Figure 2.67 Simulation result of lower band filter 

 

Figure 2.68 Simulation result of upper band filter 



 66

Figure 2.69 shows the diplexer simulation result. By using 3-port analyses with ADS, designed lower 

and upper band filter are coupled with the designed T-junction and analyzed. Note that after combined 

with T-junction, the insertion loss was slightly increased. The band rejection at each other band is less 

than -100 dBc. This designed performance becomes degraded after actual implementation. Figure 

2.70 shows the outline of designed E-band diplexer. 

 

 

Figure 2.69 Simulation result of diplexer 

 

 

Figure 2.70 Outline design of diplexer 



 67

2.4.7 Measurement Result 

 

Figure 2.71 and Figure 2.72 shows the measurement results of implemented diplexer. According to the 

results, it shows a lower band of 73.775 ~ 75.975 GHz, upper band of 83.775 ~ 85.975 GHz with 2.2 

GHz BW. The measured insertion loss is less than 2.2 dB and return loss is less than -15 dB. The 

measured isolation is -85 dBc. Measurement results are summarized in Table 2.12.  

 

 

Figure 2.71 Measurement result diplexer (lower) 

 

 

Figure 2.72 Measurement result diplexer (upper) 
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Table 2.12 Measurement result of diplexer 

Parameters Measurement Result 

Lower 

Pass Band 73.775 ~ 75.975 GHz 

Bandwidth 2200 MHz 

Insertion Loss 1.8 ~ 2.3 dB 

Return Loss -15 dB 

Upper 

Pass Band 83.775 ~ 85.975 GHz 

Bandwidth 2200 MHz 

Insertion Loss 1.4 ~ 2.3 dB 

Return Loss -15 dB 

Tx/Rx Isolation 85 dBc 

Interface WR-12 

Dimensions [LxWxH] 130 mm x 60 mm x 14.5 mm 
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2.5 Measurement Results 

2.5.1 Data Rate & Dynamic Range 

 

Figure 2.73 and Figure 2.75 show ASK modulation spectrum of lower and upper band respectively for 

the designed E-band transceiver at antenna port of diplexer. For the measurement, a 20 dB fixed 

attenuator was used at the input port of spectrum analyzer to clear power saturation issue. 

 

 

Figure 2.73 ASK modulation spectrum at lower band 

 

 

Figure 2.74 Lower band carrier at 74.875 GHz 
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The power of 99% occupied BW is about 1.53 ~ 1.57 GHz with 1.25 Gbps Ethernet signal input. 

Figure 2.74 and Figure 2.76 show the lower band carrier at 74.875 GHz and 84.875 GHz respectively. 

 

 

Figure 2.75 ASK modulation spectrum at upper band 

 

 

Figure 2.76 Upper band carrier at 84.875 GHz 

 

The high speed 1.25 Gbps GbE signals modulated at each LO carrier are transmitted to the receiver 

and de-modulated as described in section 2.3. Figure 2.77 shows the eye pattern of the detected signal. 

According to the measured result, the timing jitter is about 0.25 ns. For this work, the specification of 
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phase noise of LO carrier is relatively loose, as ASK modulation is used, allowing for a range of 

several hundred pico-seconds. This is one of the merits for saving on costs. For 16QAM or 64QAM, it 

is strictly limited by several tenths of pico-seconds.  

 

 
Figure 2.77 Eye pattern of detected 1.25 Gbps GbE signal 

 

Figure 2.78 shows the measurement setup with data quality analyzer (DQA) for implemented E-band 

transceiver. To reduce the TX power and not to make spectrum analyzer saturation, E-band variable 

attenuator was used to measure the sensitivity. The test signal from DQA with 1.25 Gbps Ethernet is 

plugged in the designed transceiver Unit-A, and it is detected at the other end of transceiver Unit-B.  

 

 

Figure 2.78 Measurement setup with temperature chamber 



 72

TX output power is +20 dBm and +18 dBm at 74.875 GHz and 84.875 GHz respectively. By reducing 

the TX power by using attenuator with 1 dB step, BER was checked and recorded. At room 

temperature of 25 degree, sensitivity is measured by -45 dBm for Unit-A and -46 dBm for Unit-B. 

Note that the performance of lower band of 74.875 GHz is better than that of 84.875 GHz upper band.  

 

 

Figure 2.79 Temperature characteristics 

 

Table 2.13 Test result of dynamic range 

Temp [℃] 
Unit-A Unit-B 

min max min max 
-30 -51 -10 -46 -7 
-20 -49 -10 -45 -6 
-10 -48 -10 -45 -6 
0 -47 -9 -46 -7 
25 -45 -9 -46 -7 
60 -45 -9 -46 -7 
70 -43 -7 -44 -3 

 

As temperature decreases below zero to -30 oC, the sensitivity increased by 3 ~ 5 dB compared to 

room temperature. This is because the gain of MMIC chips is increased as temperature decrease. 

Figure 2.79 shows the temperature characteristics in operating range for outdoor environment. 

Dynamic range is generally defined as the ratio, or difference in dB, of the maximum input level that 
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the system can tolerate to the minimum input level at which the system provides a reasonable signal 

quality. In Table 2.13, the test result of dynamic range is summarized with BER 10-12 or error free 

criteria. 

 

Noise figure is a measure of how much the SNR degrades as the signal passes through a system. For a 

cascade of stages, the overall noise figure can be obtained in terms of the NF and gain of each stage. 

For n-stages, NF is calculated by Friis equation (2.5.1) [40].  
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The Friis equation indicates that the noise contributed at each stage degrades as the gain preceding the 

stage increases, implying that the first few stages in a cascade are the most critical. The overall NF of 

the implemented E-band transceiver is 9.4 dB as shown in Table 2.14. 

 

Table 2.14 System noise figure 

Parameters Total Diplexer LNA Mixer Attenuator BPF AGC LGA 

Gain 
dB 31.0 -3.0 26.0 -20.0 -1.0 -1.0 20.0 10.0

Dec 1.259E+03 0.501 398.107 0.010 0.794 0.794 100.000 10.000

NF 
dB 9.4 3.0 6.0 4.0 1.0 5.0 -20.0 3.0

Dec 8.67 1.995 3.981 2.512 1.259 3.162 0.010 1.995

Power 
max -20 -23.0 3.0 -17.0 -18.0 -19.0 -9.0 1.0

min -50 -53.0 -27.0 -47.0 -48.0 -49.0 -29.0 -19.0
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2.5.2 Latency 

 

Figure 2.80 shows the latency measurement setup. A digital signal of 128 bits with 625 MHz from 

pulse pattern generator was divided by two paths. One thing was plugged directly into to the 

oscilloscope as CH1. The other path was loop backed through implemented E-band transceiver as 

round trip and plugged into the same oscilloscope as CH2. By comparing the signal delay, the latency 

was measured. The used oscilloscope was Hewlett Packard Infineon 1.5 GHz BW with 8 Gs/s, or 

0.125 ns of sampling resolution. 

 

 

Figure 2.80 Latency measurement setup 

 

 

Figure 2.81 Calibration of power divider output 



 75

Figure 2.81 shows the signal calibration of power divider output. The signal outputs of power divider 

were calibrated by using the oscilloscope. Note that the reference of waveform readout of oscilloscope 

is the same. Figure 2.82 shows the loopback setup with implemented two radio units. Between two 

radio units, E-band variable attenuator was attached to attenuate the TX power properly. 

 

 

Figure 2.82 Loopback of implemented radio unit 

 

 

Figure 2.83 Latency test setup 
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Figure 2.83 shows the latency test setup. For the loop-back, to reform the received test signal at the 

other end of radio unit, an optic interface board was used that has a SFP fiber optic module. The 

function of optic interface board is the signal conversion between electrical and fiber optic signal with 

clock data recovery. A fiber optic cable was connected as a loop-back to return back the test signal. 

 

 

Figure 2.84 Latency measurement result 

 

Figure 2.84 shows the latency measurement result. The signal tagged CH1 is from direct path and 

CH2 shows the signal through the implemented E-band radio unit of loop-back path. The time 

difference is 38.2 ns, which is the round-trip latency of the radio unit. It is equivalent to 19.1 ns of 

one-way latency for the implemented transceiver. 

 

Table 2.15 shows the comparison of latency among current existing commercial technologies. Most of 

commercial makers provide greater than 50 μs of latency up to 350 μs in case of Siklu. E-band and 

SIAE achieved quite good latency of less than 5 μs, but this is still large compared to 19.1 ns 

achieved in this work. 
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Figure 2.85 shows a relative comparison with its available data rate. The implemented radio shows 

ultra-low latency and wide bandwidth of 1.25 Gbps high speed. 

 

Table 2.15 Comparison of latency among commercial technologies 

Maker Model 
Data Rate 

[Gbps] 
Modulation 

BW 
[MHz] 

Latency 
[μs] 

This Work n/a 1.25  ASK 2,200  0.019 
SIAE [28] ALFOplus80 2.50 64QAM 500  5 
E-band 1) [29] E-Link 1000Q 1.25  QPSK 1,000  5 
E-band 1) [30] E-Link 2500 2.50  QPSK 1,000  5 
Sub10 [31] Liberator-E1000c 1.25  DBPSK 1,500  8 
Huawei [32] RTN380 1.25  64QAM 250  50 
Elva-1 3) [33] PPC-1000-E 1.25  QPSK 1,000  50 
BridgeWave 2) [34] AR80 1.25  BFSK 1,400  50 
BridgeWave 2) [35] FlexPort80-3000 2.50  QPSK 1,000  65 
Fujitsu [36] GX4000 3.00  ASK 5,000  75 
Sub10 [37] Liberator-E1000e 1.25  8-PSK 500  200 
Siklu [38] EtherHaul-1200 1.25  64QAM 500  350 

*Note 
1) Mosley merged and acquired with E-band in mid of 2013 
2) REMEC merged and acquired with BridgeWave in the end of 2013 
3) DOK has sales right of Elva-1 product exclusively 

 

 

Figure 2.85 Comparisons of latency and data rate 
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Table 2.16 shows the summary of measurement result of the implemented E-band ASK transceiver. 

 

Table 2.16 Summary of measurement result 

Parameters Unit 
Specifications 

Remark 
Unit-A Unit-B 

TX 

RF Frequency GHz 73.775~75.975 83.775~85.975  
Center Frequency GHz 74.875 84.875  

Output power dBm 18.3 17.1 Ant. port 
Bandwidth GHz 2.2  

IF Frequency GHz 2.6 ~ 4.8 5.2 ~ 7.4  
LO-IF GHz 3.7 6.3  

RX 

RF Frequency GHz 83.775~85.975 73.775~75.975  
Center Freq. GHz 84.875 74.875  

IF Frequency GHz 5.2 ~ 7.4 2.6 ~ 4.8  
Bandwidth GHz 2.2  

Noise Figure dB 9.4 1) 

Sensitivity dBm -45 -46 BER 10-12

Dynamic Range dB 36 39  

Common 

Modulation  ASK  
Data Rate Gbps 1.25  

Latency ns 19.1 one-way 
RF Port  WR-12  

Temperature oC -30 ~ +70  
Size mm 130 x 120 x 33.1  

1) Noise Figure is an estimated value 
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III. Field Test 

3.1 Link Budget 

 

The sensitivity of RF receiver is defined as the minimum signal level that the system can detect with 

acceptable signal-to-noise ratio (SNR). In radiolink, a minimum detectable signal level (MDS) is 

usually called as sensitivity and is specified by (3.1.1) [40]. Note that the sum of first three terms is 

the total integrated noise of the system and is sometimes called as noise floor.  

 

PMDS = -174 + 10 log BW + NF + SNR [dBm]   (3.1.1) 

 

Table 3.1 Link budget analysis 

Parameters Units Values 
Output power, Po dBm 19.6  
Diplexer loss dB -2.5  
Output power @ant port dBm 17.1  
Waveguide loss dB -1.0  
Tx antenna gain dBi 45.0  
Frequency, fo GHz 84.875  
Distance of radiolink km 4.1  
Free space path loss dB -143.3  
Atmospheric loss dB/km -0.6  
Sub-total of additional loss dB -4.0  
Total path loss dB -147.2  
Rain rate, Rp   mm/h 0.0  
Rain Attenuation, AR1, d < D < 22.5km dB 0.0  
Rain Attenuation, AR2, D < d dB 0.0  
Rx antenna gain dBi 45.0  
Waveguide loss dB -1.0  
Rx diplexer loss dB -2.5  
Received Signal Level dBm -44.6  
Noise Figure dB 9.4  
Temperature 8C 25  
Bandwidth MHz 2,200  
Noise Floor dBm -71.6  
Required SNR 1) dB 25.0  
Minimum detectable signal le dBm -46.6  
Link Budget dB 156.2  
Link Margin dB 2.0  
1) Required SNR measured with BERT: 22dB@BER 10-6, 25dB@BER 10-12 
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For the implemented E-band transceiver, the sensitivity was measured by -46 dBm as shown in 

section 2.5. According to the link budget analysis, the estimated MDS level is about -46 dBm with the 

required SNR of 25 dB under BER 10-12 criteria. With the output power of 17.1 dBm and antenna gain 

of 45 dBi for both TX and RX with 1ft diameter, the estimated link budget is estimated by 156.2 dB. 

 

For the 1.25 Gbps Ethernet signal transmission, the link showed about 3dB more sensitivity, or down 

to -49 dBm, which is equivalent with its SNR of 22 dB. In case of Ethernet transmission, the link is 

made with only BER 10-6. This explains the increased sensitivity. As the LO carrier is included in 

ASK modulation spectrum as well as the transmission signal, the received power level looks like 

higher, but actually the signal exist 15 ~ 20 dB below compared to its LO carrier level, which results 

in an increased SNR than other typical up/down converter using higher modulation. 
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3.2 Field Test 

 

Figure 3.1 shows the typical gain and half power beam width (HPBW) of Cassegrain reflector antenna 

in terms of its reflector dish size. At 80 GHz range, the gain of 1ft antenna, or 12 inch, is typical 45 

dBi. The HPBW is typical 0.8 degree, which is called “pencil beam” by the FCC [17], [18]. 

 

 
Figure 3.1 Antenna gain & HPBW 

 

As the beam width is too narrow, the procedure of two antenna alignment needs to be conducted 

carefully with very small angle of steps. To find the beam peak at both sites, one end of the antenna is 

tilted up and down, left and right first, halting the other site. Tilting is conducted by checking the 

RSSI voltage, which indicates the received power strength. Once the beam peak is found at one end, 

the other site of antenna is tilting next carefully.  
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Figure 3.2 shows the Google Earth view of the field test site. In order to have good line-of-site (LOS), 

the test site was chosen carefully, having no any obstacles along to the path. According to the 

estimated link budget, the field test was conducted at a distance of 4.1 km in Ulsan, South Korea.  

 

 

Figure 3.2 Field test site with 4.1 km distance 

 

By using data quality analyzer, DQA, 1.25 Gbps Ethernet signal was plugged in Unit-A TX port. The 

received signal at the other site of Unit-B apart from 4.1 km was loop-backed to its TX port of Unit-B 

again so it can be returned back to Unit-A. The received signal at RX port of Unit-A was plugged into 

DQA again. At 4.1 km, the 1.25 Gbps GbE link was made perfectly without errors. The received 

power was -44 dBm and there were about 5 dB more margins. The field test result was quite well 

matched with the indoor test. The input power variation was about +/- 0.5 dB during field test for 

about 2 hours. The weather was clear, no fog and no wind. The temperature was 16°C.  
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3.3 Availability Analysis 

 

A fixed broadband radiolink is designed to be available at all times, but all wireless applications using 

microwave or millimeter wave frequency affects by environment or weather like rainfall directly. 

Especially planning for millimeter wave spectrum use must take into account the propagation 

characteristics of radio signals at this frequency range. ‘Available’ means that the BER is at or below 

a given threshold level. Conversely, an ‘outage’ is the time when the link is not available. The annual 

link outage is specified by (3.3.1) related to availability [24]. 

 

  600,525
100

1 ×⎟
⎠
⎞

⎜
⎝
⎛ −=

tyAvailabiliOutage  [min]    (3.3.1) 

 

 

Figure 3.3 Rain attenuation versus frequency 

 

Figure 3.3 shows the rain attenuation versus frequency. Above 30 GHz, the curve saturates and the 

attenuation levels are almost the same above 60 GHz. At 71 ~ 76 / 81 ~ 86 GHz E-band, the rain 

attenuation is around 10 dB/km under 25 mm/h of heavy rain.  
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According to the availability, ITU-R designates 15 rain regions worldwide [25]. It is summarized in 

Table 3.2. At each rain region, the recommended rain rate is shown in accordance with its specific 

link outage probability. In South Korea, for example, designated as K-region, the required rain rate is 

100 mm/h in order to guarantee 99.999% of availability, or equivalent to link outage of 5.26 min/year.  

 

Table 3.2 Rain rate worldwide recommended from ITU-R 

 

 

With the implemented parameters in this work, the link distance was estimated by using link budget 

calculation shown in Table 3.1 in accordance with ITU-R recommendation. In a K-region for 99.99% 

availability, the recommended link distance is 1.0 km. All available link distance are summarized in 

Table 3.3. The maximum distance is estimated by 4.9 km under clear weather conditions with no rain.  

 

Table 3.3 Estimated link distance of implemented radiolink 
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3.4 Interference Free Scenario 

 

With the implemented radiolink, interference free scenarios were analyzed. Figure 3.4 shows the 

point-to-point field deployment. Due to the pencil beam characteristic of E-band frequency radiation, 

two units of radios are being deployed in open site with LOS. Even though the narrow 3 dB beam 

width of 0.8 ~ 0.9 degree, an interference can occur due to the side lobs of antenna beam pattern when 

two radiolinks are installed on the same tower closely. In this section, how such interference can be 

removed is described.  

 

 

Figure 3.4 Point-to-point multi-link deployment 

 

If unit-A is installed horizontally at site 1, unit-B need to be installed at the same polarity at site 2. If 

unit-A were installed at vertical polarization, unit-B should be installed at the same polarity at the 

other site. Thus there exists four possible combinations of deployment with single link of radio. Table 

3.4 shows the four possible cases of deployment. 

 

Table 3.4 Deployment case 

Case Site 1  Site 2  
I AH: Unit-A Horizontal  BH: Unit-B Horizontal  
II AV: Unit-A Vertical   BV: Unit-B Vertical   
III BH: Unit-B Horizontal  AH: Unit-A Horizontal  
IV BV: Unit-B Vertical   AV: Unit-A Vertical   

 



 86

In case two links are needed to be installed at the same site, any possibility of interference should be 

considered. According to the field test, the required separation was measured. With two links in 

parallel deployment with sufficient separation, it was checked if both of the links shows no 

interference with each other first. Then by moving one of the links closely to the other, the separation 

was measured when errors start to occur from any one of links due to the interference. The test was 

conducted at 1 km of distance. In Table 3.5, the measured results of the required separations are 

summarized. When different types of radios are installed at the same site, if the polarization is the 

same, the possibility of interference was relatively high and the required separation was at least 1.5 m. 

 

Table 3.5 Required separations for interference free 

Deployment 1) Required Separation 
AH/AV, BH/BV 0  (no interference) 
AH/BV, AV/BH 0.5 m 
AH/BH, AV/BV 1.5 m 

1) In case of the deployment at the same site 

 

With the combination of 4 links of 1.25 Gbps radiolink, a 5 Gbps network can be implemented. By 

using the interference free scenarios described previously, 4 links of combination at one site can be 

deployed. Similarly, if there is another type of radio using totally different frequency from the 

implemented 74.875 GHz or 84.875 GHz, a 10 Gbps network is available.  

 

 

Figure 3.5 Frequency plan for interference free scenarios for 10 GbE 
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Figure 3.5 shows an available frequency plan for interference free scenarios for 10 GbE. The 

alternative 2nd sets of LO frequency is 72.375 GHz and 82.375 GHz. By choosing these frequencies as 

the center frequency of the second radiolink, two different type of 1.25 Gbps radiolink is available. 

This of course meets the 5 GHz of frequency allocation in 71 ~ 76 GHz and 81 ~ 86 GHz regulation. 

The possible combination of 8 links with 1.25 GbE for 10 GbE radiolink is summarized in Table 3.6.  

 

Table 3.6 Interference free scenarios for 10 GbE 

Radio Unit SITE 1  SITE 2  

74.875 GHz 
84.875 GHz 

AH: Unit-A Horizontal  BH: Unit-B Horizontal  
AV: Unit-A Vertical   BV: Unit-B Vertical   
BH: Unit-B Horizontal  AH: Unit-A Horizontal  
BV: Unit-B Vertical   AV: Unit-A Vertical   

72.375 GHz 
82.375 GHz 

AH: Unit-A Horizontal  BH: Unit-B Horizontal  
AV: Unit-A Vertical   BV: Unit-B Vertical   
BH: Unit-B Horizontal  AH: Unit-A Horizontal  
BV: Unit-B Vertical   AV: Unit-A Vertical   

 

The challenging 10 GbE radiolink was partially applied to a financial network in service for HFT 

between Chicago and New York, which is total 12,000 km long distance wireless network. As 

mentioned in section 1.1, the latency of conventional fiber optic cable is absolutely not comparable 

with the implemented ultra low latency of E-band transceiver. The newly designed E-band ASK 

transceiver can be a good alternative for such a time-sensitive network. 
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IV. Future Work 

 

The implemented E-band transceiver for ultra low latency includes several high cost discrete MMICs 

of GaAs for the high performance. To reduce the cost of materials, some of advanced research results 

achieved by using CMOS technology have been announced [55], [56] [57]. As the next phase of the 

work after the implemented transceiver, a preliminary low cost approach using CMOS design has 

been investigated for the LNA and mixer. Results are still preliminary, but they already show promise 

for future work. An initial design result and the implemented chip will be described briefly in this 

section.  

 

 

Figure 4.1 Structure of MCPW transmission line 

 

Figure 4.1 shows the structure of MCPW transmission line, which is a basic element for the design of 

other devices like LNA and mixer, as well as a matching section. The technology is Samsung 65 nm 

CMOS process. There are a total of 8 metal layers with the process, and the lowest two metal layers 

were used for a ground plate and the top metal layer with 3 um thickness for the signal line.  
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To analyze the characteristics of MCPW transmission line, an electromagnetic field simulation is 

required [58] and Ansoft HFSS was used for the work. By changing the defined dimension of the line 

width W and separation D from the wall (Figure 4.1), the required dimension of 50 Ω transmission 

line was decided. Figure 4.2 shows the extracted characteristic parameters with its electric field 

distribution near the conductor of the transmission line.  

 

  

  

Figure 4.2 Field distribution and MCPW simulation result 

 

The designed 50 Ω transmission line has a width of 4.0 um and D of 20 um. At 76 GHz, the 

wavelength is 1.90 mm and the loss is 0.02 dB per unit length of 20 um. Line inductance and quality 

factor Q is defined by (4.1.1) and (4.1.2) respectively, and the extracted inductance is 7.41 pH and 

quality factor Q is 20.4.  
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Figure 4.3 shows the schematic of designed 3-stage LNA. Each stage was designed with a common 

source topology for a stable operation as an initial trial. A cascode topology is good for higher gain 

with good input/output isolation providing an easy in/out matching, but the design and its operation is 

known to be sensitive at the millimeter-wave [58], which resulted in failure to work when it is 

implemented as die. Thus common source topology was chosen first.  

 

 

Figure 4.3 Schematic of 3-stage LNA 

 

 

Figure 4.4 Cadences modeling of 3-stage LNA 
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Figure 4.4 shows the Cadence modeling for simulation. A single stage LNA was designed first and 

then cascaded to 3-stage. A conjugate matching technique was used for the impedance matching 

between output of the first stage and input of next stage. Figure 4.5 shows the simulation result of the 

designed LNA. The designed gain of LNA at 76 GHz was 12 dB typical. Input return loss was less 

than -18 dB and the output return loss was less than -14 dB. Figure 4.6 shows the chip layout design 

with the dimension of 750 x 520 μm2.  

 

 

Figure 4.5 Simulation result of designed 3-stage LNA 

 

 

Figure 4.6 Layout design of 3-stage LNA 
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Figure 4.7 shows the schematic of the designed single balanced mixer at E-band of 71 ~ 76 / 81 ~ 86 

GHz. The differential pair of NMOS FET M2 and M3 are switched by two LO inputs, which are 

divided by Marchand balun from LO_IN. During the M2 or M3 ON, M1 is controlled in accordance 

with RF_IN. The frequency difference of LO_IN and RF_IN is output at the drain of M2 and M3 as a 

differential pair of IF_INT+ and IF_INT-. A λ/4 transmission line was inserted for drain matching 

allowing DC bias.  

 

To improve the conversion loss of the mixer as well as a stable operation from load, a differential 

amplifier as a buffer was added offering good isolation between load and mixer output.  

 

 

Figure 4.7 Schematic of single balanced mixer with buffer 
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Figure 4.8 shows the simulation result of the designed single balanced mixer. With LO power of 0 

dBm at 76.1 GHz and RF input of -30 dBm at 76.0 GHz, the IF output was -37 dBm at 100MHz, 

which resulted in a conversion loss of 7 dB, except the buffer gain. Due to the lack of computer 

memory resources, the simulation took over half a day for only a single setup of simulation, even 

worse sometimes the simulator abruptly stopped. Thus, note that the simulation result is not final, and 

needs to be optimized in the future. Figure 4.9 shows the layout design.  

 

 

Figure 4.8 Simulation result of mixer 

 

 
Figure 4.9 Layout design of SBM mixer 
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Figure 4.10 and Figure 4.11 show the microphotograph of implemented LNA and mixer die, 

respectively, by using Samsung 65 nm CMOS technology. The chip size is 750 x 520 μm2 for the 

LNA and 1,500 x 674 μm2 for the mixer.  

 

 

Figure 4.10 Microphotograph of implemented CMOS LNA (750 x 520 μm2) 

 

 

Figure 4.11 Microphotograph of implemented CMOS Mixer (1,500 x 674 μm2) 
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V. Conclusion 

 

For the special purpose of a time-sensitive system, such as a financial network, banking network, or 

medical network for real-time access in hospital, a very low latency of several tenths of a nano-second 

with a 1.25 Gbps transceiver is required. However, most commercial radiolinks are too slow at 5 ~ 

350 μs of latency through the use of Layer-2 topology with higher level digital modulation. In this 

work, a unique topology of an ultra low latency transceiver was implemented by using high-speed 

ASK modulation with the scheme of physical Layer-1 transmission. 

 

The problem was securement of the required bandwidth of 2.5 GHz (actually 2.2 GHz in the work) for 

1.25 Gbps transmission with ASK. There are no such allowed wide bands of frequency range in ISM 

band of 2.4 GHz, 5.8 GHz, 24 GHz, or any other microwave frequency range. Thus 71 ~ 76 GHz and 

81 ~ 86 GHz E-band millimeter-wave frequency was chosen, which allows for a 5 GHz bandwidth.  

 

In order to achieve a range of tenths of a nano-second of ultra-low latency with simple low cost, the 

direct conversion architecture was first tried. It was simple but still needed to be revised to address 

several problems. First, it was too difficult to build an ASK modulator directly at a 70/80 GHz 

millimeter-wave, as it was too sensitive at its physical dimension. Secondly, the flatness was 

important, but it was not easy to secure the required BW. Most of all, the conversion loss was 

significantly increased when the received power is low. 

 

In order to solve these problems, a heterodyne transceiver was considered. The ASK modulation was 

conducted at the IF stage. By adopting the heterodyne topology, the burdens of building an ultra 

wideband ASK modulator in 70/80 GHz millimeter-wave range was alleviated. However, building of 

the 1.25 Gbps ASK modulator in the IF stage presented another new challenge.  
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To secure the required in-band flatness, all devices were carefully chosen to cover 2.2 GHz or more, 

and several wide band design techniques with trial and error were proposed. According to the 

measurement results, the sensitivity was -45 dBm for 1.25 Gbps under BER 10-12, or error free, and 

one-way latency was measured by 19.1 ns, which is a superior achievement compared to existing 

commercial radiolinks worldwide. It was field tested at 4.1 km and showed good match with its link 

budget.  

 

As a field proven solution, the research result has been partially adapted to a financial network in 

service between Chicago and New York. 
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