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We report the limits of superheating of water and supercooling of vapor from Monte Carlo simulations
using microscopic models with configurational enthalpy as the order parameter. The superheating limit is
well reproduced. The vapor is predicted to undergo spinodal decomposition at a temperature of Tvap

sp ¼
46� 10 °C (0 °C ≪ Tvap

sp ≪ 100 °C) under 1 atm. The water-water network begins to form at the
supercooling limit of the vapor. Three-dimensional water-water and cavity-cavity unbroken networks
are interwoven at critically superheated liquid water; if either network breaks, the metastable state changes
to liquid or vapor.
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Water is presumably the most used and the most studied
substance among all the chemicals known to mankind. In
particular, scientists have been attracted to the diverse
structures of water clusters, liquid, and ice resulting from
different orientations of hydrogen bonds and the associated
phenomena [1–14]. However, the liquid-vapor transition of
water has been a subject of less intense investigation
[15,16] because of difficulties in both experiment and
computation due to the complicated metastable states
separating the liquid and vapor phases. Given that everyday
life experiences water evaporation and dew drops, it is
ironic that these physical or chemical phenomena are not
adequately understood. Simply, we are familiar with the
generally learned fact that water boils at 100 °C or 373 K at
1 atm. However, water can be superheated up to 603 K at
1 atm, and water vapor can be supercooled considerably
below the boiling point [17–21] though the limit of
supercooling is not known yet. This is due to unfavorable
energetics at the formation of the liquid-vapor interface,
which allow for the temporary existence of metastable
states. According to the classical nucleation theory, the
metastable states can be kept stable until stochastic fluc-
tuations create the so-called critical cluster, which then
grows spontaneously to make a new phase [22].
However, these metastable states cease to exist when the

liquid or vapor is brought to its stability limit, or spinodal.
In this case, where the mother phase completely loses its
thermodynamic stability, the phase transition takes place
via spinodal decomposition [23]. It differs from classical
nucleation in which the phase transition takes place at
localized regions of space. Instead, the phase transition is
considered to proceed by merging small embryos of
daughter phase distributed uniformly over the space
[24]. The lifetime of systems near the stability limit is
too short to allow for accurate experimental determination

of the spinodal. Hence, predicting the stability limit from a
microscopic model of matter is of immense importance,
given that there are a plethora of phenomena depending on
the metastability throughout biology, meteorology, and
industry [22].
In this Letter, based on targeted sampling of metastable

and unstable states which are inaccessible to ordinary
Monte Carlo simulations, with the choice of configura-
tional enthalpy as the order parameter, for the first time, we
report the limits of metastable states, or spinodals, obtained
frommicroscopic models of water. The liquid can be heated
up to the liquid spinodal temperature without losing the
connectedness among water molecules while forming a full
space-spanning connected network of cavity space arising
from density fluctuations. On the other hand, at the vapor
spinodal temperature (the minimum temperature to which
the metastable vapor phase extends), the water-water net-
work of small liquid clusters (i.e., clusterization) just starts
to develop in the vapor.
To this end, using the generalized replica exchange

method (GREM) [25,26], we have performed umbrella
sampling for a number of enthalpy windows, with a
thermometer in each window. The average temperature
TS, thus measured, as a function of configurational
enthalpy H and pressure p in the isobaric-isenthalpic
ensemble, is the statistical temperature TSðH;pÞ≡
ð∂S=∂HÞ−1p , which is a system’s intrinsic property. The
entropy SðH;pÞ in this ensemble is expressed as

SðH;pÞ ¼ kB ln
Z

dVdxNδðH − EðxNÞ − pVÞ; (1)

where V is the volume, xN is a possible configuration of N
molecules, and kB is the Boltzmann constant. The stability
condition ð∂2S=∂H2Þp<0 is equivalent to ð∂TS=∂HÞp>0.
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Therefore, the liquid and vapor spinodals are located on the
points where ð∂TS=∂HÞp changes the sign.
TIP4P-like models, which regard a water molecule as the

collection of a Lennard-Jones particle and three point
charges, are known to reproduce the condensed phases
of water with reasonable accuracy [27]. For the study of
liquid-vapor transition, we choose the TIP4P model [28]
which gives the best estimate of vapor pressure [29] among
its kind. The statistical temperature TSðH;pÞ of TIP4P
water at various external pressures is given in Fig. 1(a).
Each curve comprises two stable branches with positive

slopes which correspond to homogeneous liquid and gas
phases, and an unstable branch with a negative slope. The
maximum and minimum in each curve correspond to the
liquid and vapor spinodals, respectively. The extrema
merge to become the inflection point at the critical pressure
and temperature above which the distinction of liquid and
vapor phases no longer exist. In our calculations, such a
behavior appears for the external pressure of 150 atm at
583 K, as compared to the experimental value of 218 atm
and 647 K.
The configurational enthalpy H (in contrast to the

system’s enthalpy as a thermodynamic average) represents
the instantaneous value of the enthalpy function
HðxN; VÞ ¼ EðxNÞ þ pV, which fluctuates around its
average. The fluctuation of H in the isobaric-isothermal
ensemble is described by the generalized free energy
FðH;T; pÞ

−βFðH;T; pÞ≡ ln
Z

dVdxNe−βHδðH − EðxNÞ − pVÞ:
(2)

Comparing Eq. (1) and Eq. (2), FðH;T; pÞ can be
evaluated up to an additive constant in an indirect manner
using the statistical temperature TSðH;pÞ obtained from
the GREM simulation

FðH;T; pÞ ¼ H − T
Z

H dH0

TSðH0;pÞ : (3)

Plots of this quantity at various temperatures under p ¼
50 atm are shown in Fig. 1(b). Between the liquid and vapor
spinodals, the generalized free energy has two minima
corresponding to the (meta)stable liquid and vapor states.
However, one of the two minima disappears to become an
inflection point at the liquid and vapor spinodals. Therefore,
a phase at its spinodal point makes the transition to the other
phase under an infinitesimal perturbation.
The liquid spinodal is only weakly dependent on the

external pressure, as can be expected from its low com-
pressibility compared to the gas phase. The TIP4P water can
withstand a temperature up to 542 K under 1 atm, within
10% error from the experimental superheating limit 603 K.
The TIP4P/2005 model [27], which is specialized only for
the use in condensed phases [29,30], gives a superheating
limit of 601 K under 1 atm. This indicates that the liquid
spinodal is determined mainly by liquid state properties, not
by relative stability of liquid and vapor states.
The superheated water near the liquid spinodal

undergoes spontaneous cavitation and subsequent phase
transition to vapor. However, the complete sampling of
bubble-in-liquid configurations would require a simulation
with an impractically large number of molecules [31,32].
This problem can be avoided when the external pressure is
high so that the bubbles are small enough to fit in the
simulation cell. This suppression of finite size effect is the

(a)

(b) p = 50 atm

FIG. 1 (color online). (a) Calculated statistical temperatures of
512 TIP4P water molecules at various external pressures. (b)
Generalized free energy FðH;T; pÞ calculated using Eq. (3) at
p ¼ 50 atm and the specified temperatures. Offsets are applied
for the sake of clarity without loss of physical meaning.
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reason why smooth statistical temperature curves appear at
high pressures. The average density of critically super-
heated water at 1 atm is found to be about 0.5 g=cm3. This
decrease in density can be explained by the frequent
intervention of cavities in the liquid structure, as can be
confirmed by the radial distribution function (RDF) and the
substantial fluctuation (see the Supplemental Material
[33]). The RDF shows that the long-range order is almost
smeared out in the superheated water as compared to water
at ambient conditions. The fluctuation analysis reveals that
cavities as large as 10 Å in diameter form occasionally.
However, the above analysis of the cavity space is rather

indirect. To quantify the network of cavity space appearing
within the sampled configurations, we coarse-grained the
simulation cell into small cubes of liquid and cavity.
Clustering of neighboring points is performed, and the
connectivity pc, defined in Eq. (4), is calculated for each
liquid and cavity lattice

pc ≡ 1

N2

XN
i¼1

i2ni; (4)

where N, i, and ni are the total number of liquid or cavity
lattice points, cluster size, and number of i-sized clusters,
respectively. It is defined in such a way that big clusters
contribute more to the connectivity. The ensemble average
of connectivities of liquid and cavity lattices are calculated
for coarse-grained configurations generated from the sim-
ulation at 50 atm. Figure 2 shows the average connectivity

of liquid and cavity as the system is moved along the
statistical temperature curve. The liquid spinodal can be
understood as the point from which the network of liquid
water starts to fragment into many pieces. The thermody-
namic stability of water terminates at the liquid spinodal.
Approaching from the vapor side, the vapor spinodal can be
understood as the point where the recovery of liquid
connectivity begins, consistent with the traditional thermo-
dynamic argument.
Since the vapor spinodal is experimentally unknown,

we attempt to find the upper and lower bounds using two
different water models, namely the TIP4P and Matsuoka-
Clementi-Yoshimine (MCY) [44] models. The TIP4P
model is fitted to the liquid phase, and thus exaggerates
the dipole moment (2.18 D) from its gas-phase value
1.86 D [45]. On the other hand, the MCY model is fitted
to the ab initio potential energy surface of water dimer.
Therefore, it has a tendency to underestimate the binding
energy of a cluster [46]. On this ground, another set of
GREM simulations is performed to obtain the vapor
spinodal temperatures of the MCY model in a wide range
of external pressure. The calculated vapor spinodal of
TIP4P and MCY models are shown in Fig. 3(a), where it
can be seen that, upon isobaric cooling, the TIP4P vapor
undergoes spinodal decomposition earlier (i.e., at higher
temperature) than MCY vapor does. The critical super-
saturation ratio to induce spinodal decomposition is
calculated from the simulated vapor spinodals and the
experimental vapor pressure of water, and shown in the
inset of Fig. 3(a). Here, we expect that the true vapor
spinodal of water lies in between that of TIP4P and MCY
models, since the system is composed of small and
intermediate-sized clusters as shown in Fig. 3(b). For
example, water vapor at 1.0 atm (equilibrium vapor
pressure at 100 °C) undergoes spinodal decomposition
when supercooled to 46�10°C (319� 10 K). Currently,
available experimental data [20,21] on the nucleation rate of
supersaturated vapor do not cover the supersaturation range
where the spinodal decomposition is predicted to occur.
Now, we turn our attention on the cluster distribution of

different enthalpy windows. The average mass fraction of
i-sized clusters fi is calculated in Fig. 3(b) using the
definition fi ≡ ini=N where N is the total number of
molecules, i is the cluster size, and ni is the number of
i-sized clusters. The cluster fraction has a peak for low-
enthalpy ensembles, and this peak broadens as the system is
moved to high enthalpies, until it disappears at the vapor
spinodal. This can be regarded as the transition from
classical nucleation to the spinodal decomposition. We
note that the critical nucleus does not diverge at the
spinodal, consistent with the previous experimental
findings [47].
The process of liquid-vapor phase transition can be

visualized by showing representative snapshots of configu-
rations along the statistical temperature curve (Fig. 4).

(a) (b)

FIG. 2 (color online). The connectivity index pc is averaged
over 10 000 coarse-grained configurations obtained from the
simulation of 512 TIP4P waters under 50 atm. The vertical dotted
lines represent (a) liquid at liquid spinodal temperature and
(b) vapor at vapor spinodal temperature.
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Away from the liquid spinodal, yet above the boiling point,
superheated liquid water maintains the homogeneity. The
homogeneity is lost as we approach the liquid spinodal
where the cavity has grown to a considerable size.
Likewise, the vapor phase can be cooled down to the
vapor spinodal much below the boiling point while keeping
the homogeneity intact. The vapor to liquid transition of
this metastable vapor is governed by classical nucleation
whose prerequisite is the stochastic formation of critical
nucleus shown in Fig. 4(c). However, when the super-
cooling is deep enough to reach the vapor spinodal, the
phase transition is initiated from the small clusters shown in
Fig. 4(d).
Thus far, we reproduced the experimental superheating

limit of the liquid water, and predicted the supercooling
limit of the water vapor by performing Monte Carlo
simulations using microscopic models of the water mol-
ecule. As the liquid is heated, cavities arising from natural

density fluctuations within the liquid start to form a
network. At the liquid spinodal, the cavity networking is
complete and three-dimensional water-water and cavity-
cavity fully connected networks are interpenetrated. As the
water or cavity network breaks, the state changes to vapor
or liquid. The simple classical nucleation model does not
capture this weblike cavity within the liquid. On the other
hand, as the vapor is cooled down to the vapor spinodal
temperature, the water molecules start to aggregate. This
aggregation is dispersed uniformly in the space, and differs
from the classical nucleation which is valid for low
supersaturations. Understanding the intriguing vapor-liquid
transition phenomena is directly related to the microwave
superheating accidents of water and, furthermore, could be
utilized to harvest water in extreme conditions such as dry

FIG. 4 (color online). The equilibrium boiling point Tb is
marked with a horizontal dotted line on the plot of statistical
temperature. The snapshots represent (a) metastable liquid above
the boiling point, (b) liquid at liquid spinodal, (c) classical
nucleation regime, (d) vapor at vapor spinodal, and (e) metastable
supersaturated vapor. The Stillinger clusters [49] with cutoff
radius rc ¼ 3.375 Å are identified and colored light gray (cyan).
Gaslike molecules are dark gray (red). The configurations are
generated from the simulation of 512 TIP4P waters under the
external pressure of 1 atm.

(a)

(b)

sp
vap

Size of Cluster, i

f i

S
c

FIG. 3 (color online). (a) Vapor spinodal temperatures Tvap
sp

under the pressure psp for TIP4P andMCYmodels. The reference
pressure p ° ¼ 1 atm. Inset: The critical supersaturation ratio
Sc ¼ psp=psat calculated at each data point, where equilibrium
vapor pressure psat is obtained from the steam table [48]. (b) The
average fraction fi ¼ ini=N of i-sized clusters at each colored
point marked on the statistical temperature curve (inset). Inset:
the statistical temperature curve near the vapor spinodal (vertical
dotted line).
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areas by optimizing the liquid-vapor transition in ingen-
uously designed confined or interface systems.
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