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Regularization of chaos by noise in electrically driven nanowire systems
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The electrically driven nanowire systems are of great importance to nanoscience and engineering. Due to
strong nonlinearity, chaos can arise, but in many applications it is desirable to suppress chaos. The intrinsically
high-dimensional nature of the system prevents application of the conventional method of controlling chaos.
Remarkably, we find that the phenomenon of coherence resonance, which has been well documented but for
low-dimensional chaotic systems, can occur in the nanowire system that mathematically is described by two
coupled nonlinear partial differential equations, subject to periodic driving and noise. Especially, we find that,
when the nanowire is in either the weakly chaotic or the extensively chaotic regime, an optimal level of noise can
significantly enhance the regularity of the oscillations. This result is robust because it holds regardless of whether
noise is white or colored, and of whether the stochastic drivings in the two independent directions transverse to
the nanowire are correlated or independent of each other. Noise can thus regularize chaotic oscillations through
the mechanism of coherence resonance in the nanowire system. More generally, we posit that noise can provide
a practical way to harness chaos in nanoscale systems.
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I. INTRODUCTION

Nanoelectromechanical (NEM) systems are at the fron-
tier of nanoscience and nanotechnology. Their small size,
extremely low power consumption, and ultrafast operational
speed are among the virtues that have been exploited for
significant applications ranging from single-electron spin
detection [1] and Zeptogram scale mass sensing [2] to rf
communications [3], semiconductor superlattice [4,5], and
many others [6–14]. From the perspective of basic science,
NEM systems represent a novel class of high-dimensional
nonlinear dynamical systems. Recent years have witnessed a
growing interest in exploring and understanding various non-
linear phenomena in NEM systems such as synchronization
[15], signal amplification and stochastic resonance [16,17],
extensive chaos [18], and multistability [19].

To see why NEM systems are fundamentally nonlinear and
thus chaos can arise, we take as an example an electrostatically
driven nanowire [1,2,8,9,12–14,20–22], a paradigm for inves-
tigating nonlinear behaviors in nanoscale systems [15,18,19].
When the nanowire moves, the amount of stretching can
be expressed as an integral of nonlinear functions of the
displacements (see Sec. II below). In addition, the electrical
force on the wire depends on its displacement in a nonlinear
fashion. Chaotic motions can thus be anticipated. In fact,
both small-scale, localized chaotic attractors and large-scale,
extensive chaos have been uncovered in the Si-nanowire
system [18]. While chaos, especially extensive chaos, can
be exploited for applications such as ultrafast (GHz range)
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random-number generators [18], there are applications that
require regular oscillations of the nanowire, where chaos
is undesirable. In principle, chaos can be controlled by
using small, judiciously chosen perturbations [23], but this
is effective mostly for low-dimensional dynamical systems
[24]. Due to the high-dimensional nature and their small
physical sizes, nanowire systems may not be susceptible to
the conventionally available methods of chaos control. It
is necessary to develop alternative, experimentally feasible
approach to suppressing chaos in nanoscale systems.

In this paper, we articulate and demonstrate an experimen-
tally viable approach to harnessing chaos in electrostatically
driven nanowire systems. The idea is to make use of stochastic
driving or noise. In particular, the interplay between nonlinear-
ity and stochasticity can lead to interesting phenomenon such
as stochastic resonance [25–30], where a suitable amount of
noise can counter-intuitively optimize the characteristics of the
system output such as the signal-to-noise ratio. Previous works
also uncovered the remarkable phenomenon of noise-induced
frequency [31] or coherence resonance [32–34] where, when
a nonlinear oscillator is under stochastic driving, a dominant
Fourier frequency in its oscillations can emerge, resulting
in a signal that can be much more temporarily regular than
that without noise [31–34]. A closely related phenomenon is
noise-induced collective oscillation or stochastic resonance in
the absence of an external periodic driving in excitable dynam-
ical systems [35]. Quantitatively, associated with coherence
resonance, the temporal regularity of the system dynamics
depends on the noise amplitude and it can be maximized by
noise of optimal amplitude. There were extensive studies of
coherence resonance in the past decades both theoretically
[36–42] and experimentally [43–45]. For low-dimensional
chaotic systems, coherence resonance has also been studied
[33,34,46–48].
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There have also been recent works on coherence reso-
nance in nanoscale systems [49–51]. In particular, coherence
resonance in a single-walled Carbon nanotube ion channel
was uncovered [49]. It was found [50] that the regularity
of the spatial distribution of pores in a nanostructure can
be maximized by some optimal level of internal noise. It
was also discovered [51] that the electron dynamics in a
semiconductor superlattice can exhibit coherence resonance.
In these works, the intrinsic dynamics of the nanoscale
systems were regular, and the systems were assumed to be
in low-temperature environment. In our work, the underlying
nanoscale system is silicon nanowire, which mathematically is
described by a set of two coupled nonlinear partial differential
equations (PDEs), subject to external driving and noise. The
simulation and analysis of our system is thus significantly
more challenging than those for systems described by ordinary
differential equations (ODEs). Physically, as compared with
the existing works in Refs. [49–51], the distinct features of our
present work are twofold: (1) we study the parameter regime
where the deterministic dynamics are chaotic and motivate
our work from the perspective of control, and (2) we assume
that the operational environment of the nanowire is under
room conditions. The issue of chaos control is challenging, as
existing methods cannot be extended to the nanowire system.

Our main result is that, when the nanowire system is driven
to chaos, noise can make the oscillations much more regular.
Specifically, we find that, because of chaos, the oscillations
of the wire are highly irregular in the deterministic case, but
the wire can oscillate much more regularly when the noise
amplitude is in the vicinity of some optimal value. This is
unequivocal evidence of coherence resonance in the nanowire
system even when it is in chaotic regime. We also find that
coherence resonance in the nanowire system is robust because
it occurs regardless of whether noise is white or colored, and of
whether the stochastic drivings in the two independent direc-
tions transverse to the nanowire are correlated or independent
of each other. Because of the feasibility in applying noise to
a nanowire system, e.g., by controlling the temperature of the
surroundings, we expect that our idea of exploiting noise to
regularize chaos in nanoscale systems to be experimentally
verifiable and practically implementable.

II. MODEL AND METHODS

Figure 1 shows the device configuration of a suspended
nanowire [14] in an environment of random thermal fluc-
tuations. It is a solid structure with two ends bridging the
sidewalls. When driven externally by a relatively weak force,
the nanowire oscillates vertically in the z direction as a doubly
clamped beam. However, when the force is sufficiently large
to yield substantial bending and consequently generate strong
axial stress, the planar vibration is no longer stable and the wire
can bend to its sides (y direction) and rotate in the y-z plane.
As the magnitude of the driving force is increased further,
small-scale chaotic motions and then extensive chaos can occur
[18]. Intuitively, one would expect the motion of the wire to be
random in the chaotic regime, especially when noise is present.

A dynamical analysis of the driven nanowire system subject
to periodic electrical driving and noise requires combined solu-
tions of the mechanical, electrical, and molecular-interaction

FIG. 1. (Color online) Schematic illustration of an electrostati-
cally driven, suspended nanowire of length L and diameter d .

(fluid) equations governing the motion of the wire. In the
following, we briefly describe the main ingredients of the
model.

Mechanical equations. We consider a nanowire of constant,
circular cross-sectional area A (radius r) and apply the standard
Euler-Bernoulli theory to obtain [14] the following set of PDEs
governing the displacements Z(x,t) and Y (x,t) of the wire in
the z and y directions, respectively:

ρAZtt + EIZxxxx − EA

2L
Zxx

∫ L

0

(
Y 2

x + Z2
x

)
dx =Fe(Z) + FZ

f ,

(1)

ρAYtt + EIYxxxx − EA

2L
Yxx

∫ L

0

(
Y 2

x + Z2
x

)
dx = FY

f ,

where Fe(Z) is the electrical force acting on the wire in the z

direction, FZ
f and FY

f are the viscous damping forces in the
z and y directions, respectively, E is the Young’s modulus,
and I = πr4/4 is the moment of inertia of the wire’s cross-
sectional area.

Electrical force. Let h be the vertical distance between the
clamped ends of the nanowire and the surface of the substrate,
d = 2r be the cross-sectional diameter of the wire, and V (t)
be the external voltage applied to the wire. Under the condition
h � d so that the oscillation amplitude is much smaller than
that for the onset of the pull-in effect [8,9], the electrical force
per unit length is given by [18]

Fe(Z) = − πεV 2(t)

(Z + h)
[

ln
(
4Z+h

d

)]2 , (2)

where ε is the dielectric constant of the homogeneous medium
in which the nanowire is immersed.

Average molecular-interaction (fluid) force. Due to the
small scale of the wire size, under room conditions, its
oscillations in a gaseous medium (e.g., air) are governed by
molecular-regime physics for which the drag force on the
wire is due to the momentum exchange with the surrounding
gas molecules. It can be derived [18,52] that the z and y

components of the total drag force acting on the nanowire
per unit length are

FZ
f (x,t) = πPd

4vT

Zt (x,t), F Y
f (x,t) = πPd

4vT

Yt (x,t), (3)

where P and vT are pressure and molecular velocity,
respectively.
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Stochastic driving force. We develop a physically mean-
ingful approach to incorporating random fluctuations in the
nanowire model. The fluid forces as given by Eq. (3) are
average forces acting on the nanowire due to its interaction
with the medium molecules. In physical reality, random
molecular fluctuations in the fluid environment are inevitable,
requiring that Eq. (3) be modified. There are two parameters
in the force expressions, which characterize the physical
properties of the environmental fluid: pressure P and the
molecular velocity vT . Statistical fluctuations in the molecular
motion render collisions of the molecules with the nanowire
surface random. As a result, the instantaneous pressure can
be written as P (t) = P̄ + εP (T )ξ (t), where P̄ is the average
pressure, εP (T ) is the amplitude of the pressure fluctuation that
depends on the temperature T , and ξ (t) is a stochastic process
of zero mean and unit variance. The molecular velocity vT is
directly proportional to

√
T . Since temperature T typically

varies slowly as compared with the process of molecular
collision, vT can be regarded as a constant. Under stochastic
fluctuations, Eq. (3) should thus be modified to

FZ
f (x,t) = πd[P̄ + εP (T )ξ (t)]

4vT

Zt (x,t),

(4)

FY
f (x,t) = πd[P̄ + εP (T )ξ (t)]

4vT

Yt (x,t).

Substituting these force expressions into Eq. (1), we obtain
a pair of stochastic nonlinear PDEs governing the dynamics
of the nanowire under random fluctuations. The fluctuation
or noisy terms depend on the velocity components of the
nanowire. Strictly speaking, the corresponding stochastic
processes are not white Gaussian but are “colored” instead.
Treating colored noise even for systems described by ODEs
is challenging [53]. To gain insight, we initially consider the
following simplified version of the electrically and randomly
driven PDEs:

ρAZtt + EIZxxxx − EA

2L
Zxx

∫ L

0

(
Y 2

x + Z2
x

)
dx

= Fe(Z) + F̄ Z
f + εzη(t), (5)

ρAYtt + EIYxxxx − EA

2L
Yxx

∫ L

0

(
Y 2

x + Z2
x

)
dx

= F̄ Y
f + εyη(t), (6)

where εz and εy are the fluctuation or noise amplitude in the
z and y direction, respectively, and η(t) is a Gaussian random
process of zero mean and unit variance. For convenience, we
write εz ≡ D sin (θ ) and εy ≡ D cos (θ ), where D is the noise
amplitude and θ is a random variable uniformly distributed in
[0,2π ].

In general, the random processes ξ (t)Yt (x,t) and
ξ (t)Zt (x,t) in Eq. (4) are not strictly Gaussian, as Yt (x,t) and
Zt (x,t) are deterministically chaotic with correlations. This
issue can be addressed from the following two aspects. First,
we calculate the statistical distributions of the two random
processes for a large number of parameter configurations. In
all cases, we find that the distributions of ξ (t)Yt (x,t) and
ξ (t)Zt (x,t) decay extremely rapidly from the peaks at their

respective average values, suggesting that it is reasonable
to treat the random processes as approximately Gaussian.
Second, we investigate how violation of the Gaussian assump-
tion affects the coherence resonance. Especially, ξ (t)Yt (x,t)
and ξ (t)Zt (x,t) are generally “colored,” and we calculate the
coherence-resonance measure for colored noise (to be shown).
We find that the chaotically oscillating nanowire exhibits
qualitatively and quantitatively similar coherence resonance
for Gaussian and colored noise, providing justification to treat
the noise fluctuations in the nanowire as Gaussian.

Numerical procedure for solving the electrically and
stochastically driven nanowire system. We use the standard
finite-element (FE) method to solve the nanowire equations
[19]. The basic steps are: discretization, choosing approxi-
mation model and base functions, deriving element equations
using the weighted residue method, assembling these equa-
tions to obtain a global matrix representation, and solving
a set of initial value problems under stochastic forcing. For
discretization, we divide the x-axis equally into N elements,
with the element index e running from 1 to N . For each element
e, we have x ∈ [xe−1,xe] and xe − xe−1 = 	 = L/N . Because
the two ends of the wire are clamped, we have the boundary
conditions: {Z,Y }({0,L},t) = 0, and {Z′,Y ′}({0,L},t) = 0. To
choose proper base functions, we note that, to preserve the
physical condition of continuity of beam deflections, the
nodal displacement values must be matched for any pair of
neighboring elements. To obtain physically correct results
that require smoothness, a second-order approximation can
be used so that both the displacement and the slope of the wire
at the nodal points are continuous between the neighboring
elements. Consequently, for element e, at least second order or
four degrees of freedom, i.e., Y (xe−1),Y ′(xe−1),Z(xe),Z′(xe),
at both ends of the element, are needed. In this setup, each node
has two unknown values, and there are 2(N − 1) unknowns
in total for the whole nanowire (excluding the two clamped
ends). We then use a standard weighted-residue method in FE
analysis to derive the element equations, where the selection of
the weight functions is key. We use the Galerkin’s formulation
[54–56], where the base functions are selected as the weight
functions. For the nanowire system, the integrals in the original
PDE can be analytically calculated, making the whole compu-
tational process extremely efficient. Then, having obtained
a matrix representation of the element equations, we can
assemble them in a proper way to derive the global equation of
motion by using the fact that each node xi (i �= 0,N ) is shared
by two elements. Finally, we use the standard second order
method for integrating stochastic ODEs [57] to solve the set of
initial-value problems. A detailed description of the numerical
procedure, including treatment of the colored noise, is given
in Appendix.

Measure of coherence resonance. Theoretical [36–42]
and experimental [43–45] works on coherence resonance
addressed excitable dynamical systems that typically generate
bursting time series. In such a system, there is usually a
reference or a “silent” state, e.g., a fixed point, near which
a trajectory can spend long stretches of time. The trajectory
can leave the reference state and return to its neighborhood
in relatively short time, giving rise to a “burst.” The bursts
can be due to the inherent dynamics of the system itself,
or they can be excited by external perturbations or noise
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through some threshold mechanism, as exemplified by the
firing behavior of many types of neurons in biological systems.
The bursts can occur at either relatively regular or random
time intervals, for which the corresponding Fourier spectrum
either contains a pronounced peak or has a broad-band feature.
Coherence resonance means that noise can play the role
of either improving the sharpness of the existing spectral
peak, as in the former case, or inducing a pronounced
spectral peak and enhancing it, as in the latter case. The idea
of characterizing coherence resonance using bursting time
series can be generalized. For example, for a nonexcitable
system (such as our driven nanowire system), setting a proper
threshold can lead to bursting-like time series.

To search for and characterize coherence resonance in the
nanowire system, we use the following quantitative measure
[32]:

βT = 〈T 〉√
Var(T )

, (7)

where T is the interval between bursts, 〈T 〉 and Var(T ) are
the average value and variance of T , respectively. A larger
value of βT indicates that the corresponding signal has a small
variance, so it is more regular, and vice versa. A coherence
resonance can be identified when the plot of βT versus the
noise amplitude D exhibits a “bell-shape” type of behavior,
indicating that βT can be maximized by some optimal noise
amplitude.

III. RESULTS

To demonstrate coherence resonance, we use the following
experimentally feasible parameter setting [18]. The nanowire
is made of silicon, its length and diameter are L = 3 μm and
d = 20 nm, respectively, and it is placed under room con-
ditions: P = 1.0 atm and T = 300 K. The natural frequency
of the wire is f0 = 3.56

√
EI/(L4ρA) and the frequency of

the ac voltage is set to be f = 3f0. The material parameters of
silicon are E = 169 GPa and ρ = 2332 kg/m3. The molecular
mass of the air is m = 5.6 × 10−26 kg, the dc bias voltage is
Vdc = 12 V, and the gate trench height is h = 0.2 μm. For
convenience, the initial conditions for solving the initial-value
problem are chosen to be

Z(t = 0,x) = z0 sin(πx/L),
(8)

vz(t = 0,x) = vz0 cos(πx/L),

for x ∈ [0,L], where z0 and vz0 can be adjusted. The initial
position and velocity in the y direction are fixed. The wire is
divided into thirteen spatial elements and the time step in the
stochastic ODE solver is set to be 10−4. For this parameter
setting, in the absence of noise, the nanowire exhibits planar
motion for Vac < V 1

ac ≈ 0.595 V. The planar motion becomes
unstable and nonplanar motion arises for Vac > V 1

ac. As Vac

is increased further, a cascade of period-doubling bifurcations
occurs, leading to small-scale chaotic oscillations for Vac >
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FIG. 2. (Color online) For Vac = 6.9 V (so that the nanowire system exhibits small-scale chaos) and three values of the noise amplitude:
D = 3.5 × 10−9, 7.7 × 10−9, and 2 × 10−8, (a)–(c) projections of the chaotic attractor in the (Y,dY/dt) plane; (d)–(f) time series of the z

displacement Z(t), (g)–(i) time series of the y displacement Y (t), and (j)–(l) time series of the instantaneous electrical force Fe(t), respectively.
All time series are displayed for 1000 time units.
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FIG. 3. (Color online) For Vac = 6.9 V (small-scale chaos),
coherence-resonance measure βT as a function of the noise amplitude
D, where the time series used in (a)–(c) are Z(t), Y (t), and Fe(t),
respectively. There exists an optimal value of D at which the temporal
regularity of the chaotic motion is maximized. Red solid lines are
POLYFIT curves.

V 2
ac ≈ 6.882 V. In this regime, there are two coexisting small

chaotic attractors. For Vac > V 3
ac ≈ 6.946 V, the two small

attractors merge into a large chaotic attractor, generating
extensive chaos in the phase space [18].

We now present evidence that chaos in the nanowire
system can be suppressed by noise through the mechanism
of coherence resonance. For this purpose, we choose two
values of Vac, corresponding to small-scale and extensive

chaos, respectively. Figures 2(a)–2(c) show, for Vac = 6.9V
and three values of the noise amplitude D, phase-space plots
of the chaotic attractor in the plane defined by Y and dY/dt . We
observe that, for both small and large values of D [Figs. 2(a)
and 2(c)], the projections of the attractors are more “space-
filling,” indicating a high degree of randomness. However, for
intermediate noise amplitude [Fig. 2(b)], the attractor has a
more pronounced structure, indicating a significant reduction
in randomness and, accordingly, much stronger regularity.
Figures 2(d)–2(f) show the representative time series of the
z displacement Z(t) of the nanowire for the three noise levels,
respectively. Time series of the y displacement Y (t) and of the
instantaneous electrical force Fe(t) are shown in Figs. 2(g)–2(i)
and 2(j)–2(l), respectively. The effect of noise to regularize the
chaotic motion can even be noted visually, as the time series
in the middle column of Fig. 2 (for the intermediate value of
D) appear more “regular” than those for both the small and
large noise cases in the left and right columns, respectively.
Figures 3(a)–3(c) show the measure of coherence resonance
βT as a function of the noise amplitude D calculated from
the time series Z(t), Y (t), and Fe(t), respectively. In all three
cases, βT exhibits a bell-shape type of behavior, and there
exists an optimal level of noise at which the regularity of the
time series can be improved significantly as compared with
the case of near zero-noise amplitude, where the wire motion
is nearly deterministic. Similar effects of noise to regularize
chaos have been observed when the nanowire system is in the
regime of extensive chaos, as shown in Figs. 4 and 5. We also
find that the coherence-resonance phenomenon is robust with
respect to the nature of noise. In particular, similar behavior
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FIG. 4. (Color online) For Vac = 6.96 V (so that the nanowire system exhibits extensive chaos) and three values of the noise amplitude:
D = 3.7 × 10−9, 7.7 × 10−9, and 2 × 10−8, (a)–(c) projections of the chaotic attractor in the (Y,dY/dt) plane; (d)–(f) time series of the z

displacement Z(t), (g)–(i) time series of the y displacement Y (t), and (j)–(l) time series of the instantaneous electrical force Fe(t), respectively.
All time series are displayed for 1000 time units.
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FIG. 5. (Color online) For Vac = 6.96 V (extensive chaos),
coherence-resonance measure βT as a function of the noise amplitude
D, where the time series used in (a)–(c) are Z(t), Y (t), and Fe(t),
respectively. There exists an optimal value of D at which the temporal
regularity of the chaotic motion is maximized.

of βT has been observed when the stochastic drivings in the y

and z directions are independent, as exemplified in Figs. 6 and
7. Similar features of βT have also been obtained for colored
noise, as exemplified in Fig. 8.

Theoretically, the mechanism through which coherence
resonance can occur in nonbursting nonlinear dynamical
systems can be understood, as follows. In order for a resonance
to occur, it is necessary to have two independent and competing
time scales. At least one time scale should depend on noise.
To gain insight we consider a chaotic system with a simple
rotational structure so that there is a well-defined internal time
scale τint. This time scale is deterministic and it does not change
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FIG. 6. (Color online) (a)–(c) For nanowire in the regime of
extensive chaos (Vac = 6.96 V) and independent noise of identical
amplitude in the y and z directions, coherence-resonance measure
βT as a function of the noise amplitude D for Z(t), Y (t), and Fe(t),
respectively.

10
−8

0

6

12

 D

β T

10
−8

0

6

12

18

D
10

−8
0

6

12

18

D

(a) (b) (c)

FIG. 7. (Color online) (a)–(c) For nanowire in the regime of
extensive chaos (Vac = 6.96 V) and independent noise of different
amplitude in the y and z directions, coherence-resonance measure βT

as a function of the noise amplitude D in the y direction (the noise
amplitude in the z direction is fixed at D = 10−9) for Z(t), Y (t), and
Fe(t), respectively.

with noise. Noise, however, can induce another time scale. This
can be seen by realizing that for a chaotic attractor, which is
bounded in the phase space, in general there exists a reference
state, such as that due to the harmonic oscillator embedded
in the differential equations in the chaotic Rössler system
[58]. Noise can cause a trajectory initiated in the reference
state to wander away from it. Since the system is bounded,
at a later time the trajectory will come back to the reference
state. On average, this process defines a time scale, which is
the stochastic first-passage time with respect to the reference
state. This is an “external” time scale induced by noise, which
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FIG. 8. (Color online) (a)–(c) For Vac = 6.96 V (nanowire in the
regime of extensive chaos) and colored noise of amplitude D,
coherence-resonance measure βT as a function of D for Z(t), Y (t),
and Fe(t), respectively.

134304-6



REGULARIZATION OF CHAOS BY NOISE IN . . . PHYSICAL REVIEW B 89, 134304 (2014)

depends on the noise amplitude D. We write it as τext(D). As
the noise is strengthened, we expect to see a resonance at the
optimal noise level D∗, where τext(D∗) = τint.

The above heuristic argument can be made more quanti-
tative. In particular, the existence of an external stochastic
time scale τext and how it varies with noise can be studied
by considering the following simple one-dimensional model
with a reference state, under the influence of noise: dx/dt =
[−λ + h(t)]x + Dξ (t), where eλ is the largest eigenvalue of
the reference state x = 0, h(t) is a zero-mean process (either
random or chaotic) that models the finite-time fluctuations
in the stability of the reference state, and Dξ (t) is the
external noise. The time series x(t) is therefore a realization of
some stochastic process X(t), and its probability distribution
function P (x,t) obeys the Fokker-Planck equation,

∂P

∂t
= − ∂

∂x

[(
−λx + 1

2
ηx

)
P

]
+ 1

2

∂2

∂x2
[(ηx2 + D)P ],

(9)

where η is the amplitude of h(t). To compute the first
passage time, assume there is an absorbing boundary at
x = a. The boundedness of the system implies that there
must be a reflecting boundary at x = b. With these boundary
conditions, the Fokker-Planck equation can be solved to yield
the following expression for the first-passage time [57]:

〈T 〉 = 2
∫ a

x0

dy(ηy2 + D)λ/η−1/2
∫ y

b

(ηz2 + D)−1/2−λ/ηdz,

(10)

where x0 is the initial value of x(t) and τext ∼ 〈T 〉. The general
feature is that the external frequency ωext ∼ 1/〈T 〉 depends on
the noise amplitude. Since the internal frequency ωint ∼ 1/τint

is approximately constant, generically the ωext(D) curve can
intersect with ωint at some optimal noise amplitude D∗, leading
to the time-scale match required for coherence resonance. The
optimal noise level D∗ depends on the details of the system
and cannot be predicted by the heuristic theory.

For a more general nonlinear system such as our driven
nanowire system, the internal time scale τint can be regarded
as arising from the recurrence of the flow. For instance, one can
imagine a Poincaré surface of section and observe the average
time interval between successive piercings through the section.
Coherence resonance can occur when this deterministic time
matches the first-passage time induced by noise.

IV. CONCLUSION

We have uncovered the phenomenon of coherence reso-
nance in electrically driven nanowire systems and exploited its
use in regularizing chaos. Due to the strongly nonlinear nature
in the dynamics of the nanowire, there are wide parameter
regimes in which the wire exhibits chaotic oscillations. It is
difficult to apply the conventional methods of chaos control,
because of (a) the extremely high-dimensional phase space of
the nanowire system, and (b) the challenge in monitoring the
detailed motion of the wire to gather information necessary for
implementing the control. Our results indicate that chaos can
be suppressed by noise to yield much more regular oscillations
and consequently much more regular output signals in device

applications. Our finding of coherence resonance in nanoscale
systems, besides its fundamental importance, has the practical
advantage of providing a feasible way to regularize chaos.
Especially, one can imagine placing a chaotic nanowire system
in an environment where temperature and, consequently, the
amplitude of noise, can be adjusted.
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APPENDIX

For completeness, we briefly describe the method of solving
PDEs of electrically driven nanowire systems [19], which we
combine with the method for solving ODEs subject to colored
noise [59]. We begin by writing Eq. (1) as

−Z̈ + c1Ż + c2Z
′′′′ + c3I0Z

′′ = Fe(Z) + η,

−Ÿ + c1Ẏ + c2Y
′′′′ + c3I0Y

′′ = η, (A1)

η̇ = −λη + λgw,

where I0 = ∫ L

0 (Y 2
x + Z2

x)dx, constants c1, c2, and c3 are given
by

c1 = − πPd

4ρAνT

, c2 = −EI

ρA
, c3 = E

2ρL
,

the electrical force Fe(Z) is normalized by 1/(ρA), and gw is a
Gaussian random process of zero mean and unit variance.
Colored noise is modeled by an exponentially correlated
stochastic process, the Ornstein-Uhlenbeck process, with the
following properties:

〈η(t)〉 = 0,
(A2)

〈η(t) η(s)〉 = Dλ exp(−λ|t − s|),
where λ−1 is the correlation time of the process. We divide the
x-range of the nanowire into N equal element: e = 1, . . . ,N .
For each element e, we have x ∈ [xe−1,xe] and xe − xe−1 =
	 = L/N . The boundary conditions are {Y,Z}({0,L},t) =
0, and {Y ′,Z′}({0,L},t) = 0. For an element e, we have
four degrees of freedom: Z(xe−1,t), Z′(xe−1,t), Z(xe,t), and
Z′(xe,t). We use the interpolation approximation model

Ze(x,t) =
4∑

i=1

φi(x)qe
i (t), (A3)

where φi(x)’s are basis functions and qe(t) =
[Z(xe−1,t),Z′(xe−1,t),Z(xe,t),Z′(xe,t)]T is the unknown
vector for element e. Letting x̄ = x − xe−1 and s = x̄/	, we
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have x̄ ∈ [0,	], s ∈ [0,1]. We express the displacement in
terms of the third-order polynomials:

Ze(x̄) = [1 x̄ x̄2 x̄3] · [
ae

0 ae
1 ae

2 ae
3

]T = X · Ae,

so Ze ′(x̄) = X′ · Ae. Setting x̄ = 0,	, for Ze(x̄) and Ze ′(x̄),
we have

qe =

⎡
⎢⎣

1 0 0 0
0 1 0 0
1 	 	2 	3

0 1 2	 3	2

⎤
⎥⎦ Ae = BAe.

The displacement Ze(x̄) can be written as

Ze(x̄) = XAe = XB−1qe.

Comparing the above equation with Eq. (A3), we get the
following basis function:

φ = [1 − 3s2 + 2s3, 	s(1 − 2s + s2),

s2(3 − 2s), 	s2(s − 1)]T ,

which allows us to implement the Galerkin method [54–56],∫ xe

xe−1

(−Z̈ + c1Ż + c2Z
′′′′ + c3I0Z

′′ − Fe − η)φi(x)dx = 0,

for i = 1,2,3,4. Integrating by parts, we have∫ xe

xe−1

Z̈φi(x)dx = c2

∫ xe

xe−1

Z′′φ′′
i (x) + c2(Z′′′φi − Z′′φ′

i)|xe

xe−1

+ c3I0

∫ xe

xe−1

Z′′φi(x)dx

+ c1

∫ xe

xe−1

Żφi(x)dx −
∫ xe

xe−1

Feφi(x)dx

−
∫ xe

xe−1

ηφi(x)dx.

Substituting Eq. (A3) into the above, we arrive at

Me
1 q̈

e = c2M
e
2q

e + c3I0M
e
3q

e

+ c1M
e
1 q̇

e + f e
gen − f e

ext − ηFn, (A4)

where

Me
1 (i,j ) =

∫ xe

xe−1

φi(x)φj (x)dx,

Me
2 (i,j ) =

∫ xe

xe−1

φ′′
i (x)φ′′

j (x)dx,

Me
3 (i,j ) =

∫ xe

xe−1

φ′′
i (x)φj (x)dx,

Me
4 (i,j ) =

∫ xe

xe−1

φ′
i(x)φ′

j (x)dx,

Fn =

⎡
⎢⎢⎢⎣

	/2

	2/12

	/2

−	2/12

⎤
⎥⎥⎥⎦ ,

f e
gen = c2(Z′′′φi − Z′′φ′

i)|xe

xe−1

= [−Z′′′(xe−1), − Z′′(xe−1), Z′′′(xe),−Z′′(xe)]T .

For the electric force, we use the linear approximation:

Fe(s,t) = (1 − s)f1(t) + sf2(t),

where f1 and f2 are the forces exerted on the two ends of the
element. We have

Fee =
∫ xe

xe−1

[(1 − s)Fe(xe−1) + sFe(xe)]φ(x)dx

=

⎡
⎢⎢⎢⎣

	(7fe−1 + 3fe)/20

	2(3fe−1 + 2f2)/60

	(3fe−1 + 7fe)/20

	2(−2fe−1 − 3fe)/60

⎤
⎥⎥⎥⎦ .

We can now assemble the global matrices and force vectors,

Mall
i = (⊕[N/2]

k=1 Me
i

) ⊕ 01+(−1)N + 02

+ ⊕ (⊕[N/2]
k=1 Me

i

) ⊕ 01−(−1)N ,

for i = 1,2,3, where Mall
i is a 2(N − 1) × 2(N − 1) global

assembled matrix for Me
i and 0j is a j × j zero matrix. The

general and external force vectors, as well as the vector Fn,
can be assembled as

f all
gen = [−Z′′′(0),−Z′′(0), 0, · · · , 0,−Z′′′(L),−Z′′(L)]T ,

f all
ext =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

	(7f0 + 3f1)/20
	2(3f0 + 2f1)/60

	(3f0 + 14f1 + 3f2)/20
	2(−f0 + f2)/30

...
	(3fN−2 + 14fN−1 + 3fN )/20

	2(−fN−2 + fN )/30
	(3fN−1 + 7fN )/20

	2(−2fN−1 − 3fN )/60

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

and

F all
n =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

	/2
	2/12

	

0
...
	

0
	/2

−	2/12

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

By imposing boundary conditions, we have 2(N − 1) un-
knowns:

Z = [Z1, Z
′
1, Z2, Z

′
2, · · · ,ZN−1, Z

′
N−1]T .

We remove the first and last two components of vectors f all
ext

and f all
gen. Similarly, we remove the first and last two columns

and rows of matrices Mall
i , i = 1,2,3. After assembly and

modification, Eq. (A4) becomes

Ÿ = c1Ẏ + (
c2M

−1
1 M2 + c3I0M

−1
1 M3

)
Y − M−1ηF all

n ,

Z̈ = c1Ż + (
c2M

−1
1 M2 + c3I0M

−1
1 M3

)
Z (A5)

−M−1
1 Fext − M−1ηF all

n .
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By substituting Eq. (A3) in I0 for Z, we have

IZ
0 =

4∑
i,j=1

M4(i,j )
N∑

e=1

qe
i q

e
j .

Setting Y e(x,t) = ∑4
i=1 φi(x)pe

i (t), we obtain

I0 =
4∑

i,j=1

M4(i,j )
N∑

e=1

(
qe

i q
e
j + pe

i p
e
j

)
.

We finally arrive at the following system of stochastic ODEs subject to colored noise:

d

dt

⎡
⎢⎢⎢⎣

Y
Yt

Z
Zt

η

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

Yt

c1Yt + (
c2M

−1
1 M2 + c3I0M

−1
1 M3

)
Y − M−1ηF all

n

Zt

c1Zt + (
c2M

−1
1 M2 + c3I0M

−1
1 M3

)
Z − M−1

1 Fext − M−1ηF all
n − λη + λgw

⎤
⎥⎥⎥⎦ , (A6)

with the initial condition ⎡
⎢⎢⎢⎢⎣

Y(0)
Yt (0)
Z(0)
Zt (0)
η(0)

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

Y0

Yt
0

Z0

Zt
0

η0

⎤
⎥⎥⎥⎥⎥⎦

.

To solve the above ODE system numerically, we use the algorithm for integrating stochastic differential equations under colored
noise, developed by Fox et al. [59]. First, we rewrite the ODE system as

Ẋ = F(X) + η, η̇ = −λη + λgw.

The subsequent steps are to set E = e−λ�t , to let m, n, a and b be random variables, and to integrate the following stochastic
differential-equation system using the standard second-order method [57]:

η = [−2Dλ ln(m)]1/2 cos(2πn), p = F(X) + η, X|t+�t = X + p�t,

h = [−2Dλ(1 − E2) ln(a)]1/2 cos(2πb), η|t+�t = ηE + h.
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