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ABSTRACT

Transposon Sequencing (TnSeq) has become a popular biological tool for assessing
the phenotypes of large libraries of bacterial mutants at the same time. This allows for high-
throughput identification of genes which are essential for growth, thus providing valuable
information about the function of those genes and the discovery of potential drug targets
that could lead to treatments.

However, analysis of data obtained from TnSeq is challenging as it requires estimat-
ing unknown parameters from data that is often noisy and likely coming from a mixture of
different phenotypes. In addition, the classification of essentiality is not known a priori, re-
quiring unsupervised methods capable of identifying key features in the data to confidently
determine essentiality.

We present several models capable of identifying essential genes while overcoming
the difficulties that are present in analyzing TnSeq data. Together, these methods provide
ways to analyze TnSeq data in one or multiple conditions, confined within gene boundaries
or across the entire genome, and while reducing the impact of noise and outliers that are

often present in this type of data.
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1 INTRODUCTION

1.1 Motivation

Identifying genes that are essential for growth of bacterial organisms is important for
the development of drugs that inhibit the function of a crucial protein, thus possibly be-
coming a target for treatment of infectious bacteria. For instance isoniazid and rifampicin,
which are first-line drugs used to treat tuberculosis, both bind to proteins that play essential
roles (InhA and DNA Polymerase respectively) thus preventing the growth of the pathogen
[1, 2]. Furthermore, if the essentiality of a gene is shown to depend on a particular con-
dition, this can provide valuable insight on the function of unknown proteins. In order to
identify which genes are essential, individual bacilli are mutated in such a way that the
function of one (or more) of its genes is interrupted. This can be done in a high-throughput
fashion by using a small fragment of DNA (called a transposon) to disrupt random locations
in the genome, thus allowing for the creation of large libraries of mutants. However, bot-
tlenecks in previous sequencing methods did not allow for the sequencing of large libraries
of mutants at the same time. New advances in sequencing have made it possible to rapidly
sequence an entire library of thousands of such mutants simultaneously. By sequencing
large libraries of transposon mutants, researchers have access to high-resolution sequence
data that reveals which specific areas of the genome can be disrupted by a transposon,
providing valuable information about their need for an organism’s viability.

Although this high-resolution sequence data has the potential of providing a wealth



of new information about essentiality, there are a large number of issues that make any
analysis of this data challenging. As mutant libraries represent those bacteria that survived
a transposon insertion in their DNA, the resulting data reflects only those regions which
are capable of tolerating disruption. However, genomic regions lacking any insertions do
not necessarily imply that the area is essential to the organism. These areas may represent
sites that were simply missed by chance (as not all potential insertion sites are saturated
when construction a transposon library) but are otherwise non-essential to the organism
(and thus would have tolerated insertion of a transposon if one had occurred there). In this
sense, TnSeq data can be thought of as a missing data problem where the disruptability of
empty sites is unknown and most be determined statistically. Furthermore, as the essen-
tiality of genes is not known beforehand, unsupervised methods are required to confidently
determine which genes are necessary. While transposon insertions are supposed to disrupt
the function of the genomic regions where they insert, in reality essential genes are often
able to tolerate some insertions. For instance, it is common to observe insertions in the N-
and C-terminus of a gene as the protein may still able to be translated and fulfill its biolog-
ical function despite the insertion [3, 4, 5]. Thus, although initially one may be tempted
to determine essentiality based on whether a gene has evidence of insertions or not, more

sophisticated statistical models are required.



1.2 Background

1.2.1 Transposon Mutagenesis

In order to determine essentiality it useful to observe how an organism copes with the
loss of a gene’s function. A popular technique used to disrupt the function of a genomic re-
gion is transposon mutagenesis. In transposon mutagenesis, a mutation is mediated through
the insertion of a transposon at a random position in the genome. Transposons are small
fragments of DNA (typically 1-2kb long) that can insert within the chromosomes of an
organism [6]. Different transposons exist with varying characteristics like local-sequence
preference [7, 8, 9]. The Himarl transposon, for example, has shown specificity for ar-
bitrary TA dinucleotides [8]. As the entire DNA sequence of a bacterial organism can be
known beforehand through sequencing, the preference for TA dinucleotides can be used to

know which sites may be targeted by the transposon.

Transposon
~

Gene .o .o J
Translatim&
‘.! No functional
Product

Figure 1.1: Example diagram of transposon mutagenesis

Using transposon mutagenesis, large libraries of mutants are constructed with dis-
ruptions at random locations of the genome. The resulting libraries are grown under en-

vironmental conditions of interest, thus potentially revealing phenotypes for the mutants.



Determining what disruption resulted in the phenotype observed, however, requires iden-

tifying the location of the transposon insertion.

1.2.2 Transposon Site-Hybridization (TraSH)

Transposon Site-Hybridization (TraSH) was a previous attempt to determine essen-
tiality using transposon mutant libraries. In order to identify the location of insertions,
TraSH used micro-array hybridization to figure out what genes in the mutant libraries
where being expressed and which ones where not [10]. Primer extension was used to
amplify from the regions at the ends of the transposon out into the surrounding genomic
regions, and these products where then identified by hybridization to gene-specific probes
(Figure 1.2). Thus, genes which are non-essential for growth are those which hybridize
to the probes in rates similar to the background rate. Those genes which are essential for
growth, and thus do not have surviving mutants in the library, would represent those which
hybridize as significantly lower rates. Using this approach, genes essential for growth in
variety of organisms like M. tuberculosis and B. anthracis were identified [11, 12, 13].

GENOMIC PROBE INSERTION PROBE
Mutagenize
mycobacteria

AAAAAAAARAAAAAMARAAAY

A B C D E
< - < < < Select for
A B C D E * growth

yyvy A4

Randomly label A B D E
chromosomal

[
+ Generate TraSH

DNA probes

ix, hybridize /
D

E

z ||||

=@

A C

Figure 1.2: Diagram of the TraSH method. Source: Sassetti (2003) [11]



Although one can obtain a general a idea of what genes were being expressed through
the use of TraSH, it does not provide high-resolution information about where the insertions
took place. In addition, a serious statistical treatment of the data produced by TraSH is
made difficult by the fact that the assessment of essentiality is limited to measurements of
hybridization at a few probes (i.e. 4) for each gene. With the advent of new sequencing
technology, it become possible to determine the exact location of insertions, thus replacing

the need for TraSH.

1.2.3 Transposon Sequencing (TnSeq)

With the development of high-throughput sequencing, large libraries of mutants can
be sequenced at the same time, providing the exact location of the transposon insertions.
This technique, called transposon sequencing (TnSeq), helps overcome many of the limi-
tations of previous methods. Once libraries of transposon mutants are created and exposed
to the desired conditions, the surviving mutants are sequenced using deep-sequencing. The
resulting sequence reads are mapped to the genome to determine the precise coordinate of
the transposon insertions. While the number of reads mapping to any given location should
be proportional to the number of mutants in the library, the number of reads can be affected
by artifacts like PCR amplification. More modern protocols utilize barcodes to ensure that
counts at a position represent unique insertions [14].

TnSeq has been successfully used to analyze essentiality in a number of different
organisms and growth conditions [15, 16, 17]. However, despite being used since 2009,

there was a lack of rigorous statistical methods capable of analyzing the large amount of



data produced by TnSeq. Initial attempts to determine essentiality through TnSeq tended
to rely on arbitrary thresholds of fitness, or ad-hoc criteria to overcome the difficulties
of analyzing this data. For instance, since essential genes are often capable of sustaining
insertions at the N- and C- termini, these methods often required the exclusion of the first
and last 5-20% of a gene’s coding region so as to not label these genes as non-essential

[15].

1.3 Related Work

One of the earliest approaches to analyzing TnSeq data was work done by Natalie
Blades and Karl W. Broman [18]. Their method utilizes a multinomial function to char-
acterize the number of mutants with transposon insertions unique to a gene, as well as the
number of mutants with transposon insertions that occur in coding regions that are shared
(overlap) between two adjacent genes. This last feature is meant to capture the uncertainty
that exists when the coding regions of adjacent genes overlap, and thus a transposon inser-
tion cannot be definitively assigned to one particular gene. One important limitation of the
approach used by Blades and Broman, is that it assumes that any gene with a transposon in-
sertion is considered to be non-essential. Thus, they focused on estimating the probability
of a gene being essential given that it was devoid of insertions, the number of sites within
the gene, and the overall saturation of the library. This assumption is useful in the case of
libraries with very low saturation (i.e. libraries with few mutants and little sequence data

available) as was common before the advancement in sequencing technology. However,
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Figure 1.3: Frequency of insertions as percentage of the ORF. Darker shades represent
genes with higher probability of being essential. Essential genes have a high likelihood
of observing insertions near the 5 and 3’ ends, and a non-zero probability of containing
insertions across the entire coding-region. Source: Griffin et al. (2011) [17]

it is not true that a gene with a transposon insertion must be non-essential. Most genes,
including essential genes, have a high probability of tolerating insertions within the 5* and
3’ terminal ends (N- and C- termini) of the gene, but may tolerate insertions in other parts
of the gene as well (Figure 1.3).

To address the insertability observed at the terminal ends of genes, methods would
often ignore insertions that occurred within a predetermined distance of the termini. For
instance Gawronski et al. [15] excluded insertions that occurred in the first 5% and last
20% of a gene’s coding region. Criteria like this require assuming a certain fixed cut-off
distance at which the transposon insertions would disrupt a genes functions when they
occur in the ends. However, this is unlikely to be equal for all proteins. More importantly,

essential genes can allow insertions at other areas of the gene, if they contain non-essential



protein domains or at linkers within genes [19].

Other methods for analyzing TnSeq data have borrowed from the RNA-Seq litera-
ture. Like TnSeq, RNA-Seq is based on counts of reads obtained from sequencing [20];
thus much of the same methodology can be used for both types of data. A popular choice
for analyzing RNA-Seq data is edgeR [21], which utilizes a Negative Binomial distribution
to assess the likelihood of the read-counts observed within a gene. One of the advantages of
the Negative Binomial model is that it can represent over-dispersion in the data that is typ-
ically observed in biological datasets. It can also be extended to account for the abundance
of sites with no insertions (i.e. counts of zero), by using a zero-inflated Negative Binomial
model. Given the success of the Negative Binomial model in analyzing RNA-Seq data,
Zomer et al. [22] developed software called ESSENTIALS which utilizes edgeR as the
underlying analysis method to distinguish between essential and non-essential genes.

Unfortunately, ESSENTIALS is also hindered by the presence of insertions at the
terminal ends or non-essential domains of essential genes. As edgeR takes the total number
of read-counts that occur within a gene, any essential gene which tolerates some insertions
will tend to have a higher number of read-counts compared to essential genes that are
completely devoid of insertions. Thus, ESSENTIALS tends to underestimate the number
of essential genes, classifying genes that can tolerate some insertions, as non-essential.

Most of the methods mentioned so far limited to determining essentiality within pre-
defined genetic boundaries like the coding-region of a gene. However, the essentiality

of regions outside of genes is also important, as these may include genomic features that



play important roles (e.g. like binding sites for transcription factors or DNA methylation
sites). Methods meant to analyze the essentiality of an entire genome often depend on a
sliding-window approach, where the read-counts that occur within an specified window of
insertions sites (or nucleotides) are compared to some null distribution [23, 24].

Aside from not being limited to coding-regions, another advantage of these ap-
proaches is that they are not susceptible to insertions at the terminal ends of ORFs or within
domains. However, sliding-window approaches require predetermined choice for length
of the sliding-window, which can significantly impact how much influence is exerted by
neighboring insertions sites. A more rigorous methodology would be preferable in these
cases, as it is often not obvious which window-size would be best (or more justified) for

determining essentiality.

1.4 Scope and Contribution

In this dissertation, several statistical models for determining essentiality from TnSeq
data are presented. Each method discussed here represents a novel approach to overcoming
the difficulties of analyzing TnSeq data, and led to a publication that outlined the method-
ology:

* Section 2 presents a Bayesian model of essentiality that identifies the unusually long
stretches of sites without insertions that are typical of essential genes (or domains)

[17,25]. In doing so, it overcomes the difficulties that exist in identifying genes that

can tolerate insertions at their terminal ends or contain non-essential domains.



* Section 3 presents a hierarchical Bayesian model of essentiality that estimates indi-
vidual insertion probabilities for each gene, thus relaxing assumptions made by most
other models (which typically assume genes share a single parameter representing
insertion probability or mean read-count) [26, 27].

» Section 4 presents a Hidden Markov Model (HMM) to determine the essentiality of
an entire genome [28]. This HMM set itself apart from most other methods since
it has four states representing four different categories of essentiality (or levels of
fitness).

* Section 5 describes how to identify conditionally essential genes (genes that are es-
sential in one condition but not another), and presents two different methods that nor-
malize datasets with different saturation levels, number of reads, and skew [29, 30].

* Section 6 presents a novel method capable of identifying genetic interactions by com-
paring TnSeq datasets of different strains grown under two experimental conditions.

These (and other) methods are provided in a graphical software package called TRANSIT

[31].

10



2 DETERMINING ESSENTIAL GENES BY DETECTING
UNUSUALLY LONG GAPS"

2.1 Introduction

The primary goal of analyzing transposon mutagenesis datasets is to determine which
genes are essential for growth under a specific condition. As transposon insertions disrupt
the function of the genomic regions they insert in, those that occur in essential genes will
render the organism unable to carry out necessary functions for survival.

The underlying idea behind the Gumbel Model of essentiality is that genes that are
essential will have unusually long stretches of the genome without any observable transpo-
son insertions [17, 25]. These regions would appear as “gaps” in the transposon insertion
pattern (Figure 2.1), and would indicative of the essentiality of a region as they are unlikely
to occur by chance. On the other hand, because the organism is capable of tolerating in-
sertions in non-essential regions, those areas should exhibit gaps that are as long as would
be expected given the saturation of the library.

Because the Himarl transposon inserts specifically at TA dinicleotides, the number
of TA sites in a given gene (and which of them had an insertion) can be easily determined
from the data. In an analogy to a sequence of coin tosses, each TA site can be viewed

as an independent Bernoulli trial with a parameter representing the probability of success.

“DeJesus, M.A., Zhang, Y.J., Sassettti, C.M., Rubin, E.J., Sacchettini, J.C., and Ioerger, T.R., “Bayesian
analysis of gene essentiality based on sequencing of transposon insertion libraries”, Bioinformatics, 2013,
29(6), 695-703, by permission of Oxford University Press.
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Figure 2.1: Insertion pattern for TreX, a gene involved in trehalose biosynthesis. The
presence of a long gap - a region of sites without any insertions - suggests the gene may
code for a protein domain that plays an essential role.

A sequence of TA sites in a row without any transposon insertions (or “run”) is therefore
analogous to a sequence of heads in a row. The expected value and the variance of the

largest run of heads in a row are given by the following equations [32]:

ER, =1log; /5 (n(1=9))+v/In(1/9) =1/24ri(n) + &1(n) (2.1)

VarR, = % /6In*(1/9) +1/124ry(n) + &(n) (2.2)

where n represents the number of coin tosses (or sites), ¢ represents the probability of

heads (or probability of non-insertion), and ry, 3, €, and & are small correction terms.
To model the distribution of the largest run in a series of trials, the Extreme Value

distribution (or Gumbel distribution) is utilized. The Gumbel distribution is part of the

exponential family of distributions, and has the following form:

1 —z
Gumbel (x;U,0) := —e *°¢
c (2.3)

Z:
(0
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with location and scale parameters u and ¢ respectively. The Gumbel distribution models
the distribution of extreme or maximum values obtained from a finite set of independent
and identically distributed samples. By maximizing over repeated samples of values, the
shape of the Gumbel distribution is skewed to the right, producing a “fatter” tail in the right
side of the distribution, allowing for extreme values to have a higher probability than being
observed than they normally would with the underlying distribution.

Combining Equations 2.1 and 2.2 with the formulas for the mean, and variance of
the Gumbel distribution (ignoring the negligible correction terms for simplicity) results in

the following parameters:

p= 10%("(1 —¢)) (2.4)
1
o= @ (2.5)

where n is the number of trials (or TA sites) and ¢ is the probability of observing a head
(or empty TA site).

Figure 2.2 shows distributions of the longest runs of heads in a series of coin tosses
for different values of n and different values of ¢. The expected maximum run scales up
logarithmically in n and 1 — ¢ as n.

followingcreditlineappearswhereverthematerialisused:author, ti-
tle,journal,year,volume,issuenumber,pagination,bypermissionofOxford University-
Pressorthesponsoringsocietyifthejournalisasocietyjour

Although the number of sites in each gene is known beforehand, the probability of
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Figure 2.2: Gumbel distributions with different values of ¢ and n.

The first row of figures shows how the distribution behaves while varying the number of
trials, n, and using a fixed probability of success ¢ = 0.5. The second row shows how the
distribution behaves while varying the probability of success, ¢,in a fixed number of
trials, n = 200. The vertical dashed lines shows the expected maximum run according to
the Gumbel distribution.
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non-insertion, ¢, is unknown. This parameter is crucial to estimate in order to determine the
probability of a gene being essential. Section 2.2 formally describes the Bayesian model
of the data while Section 2.3 describes the posterior distributions and how the variables are

estimated.

2.2 Data Model

Let Y; = {r;,si,n;} represent our observations for the i-th gene for i = 1...G, where
n; represents the total number of TA sites, r; represents the number of TA sites spanned by
the largest run of non-insertions, and s; represents the number of nucleotides spanned by
the largest run. The essentiality assignments for all genes is represented by the unknown
variable Z, with the individual assignment for i-th gene represented by the boolean vector
Z; which accepts binary values of 0 and 1 for non-essential and essential genes respectively.
These two classes of genes represent the two categories found in the mixture model. The
mixture coefficient representing the prevalence of the category in the mixture is given by
® = {w;,my}. Finally, we assume a global non-insertion probability, ¢y, that governs
probability of non-insertions across all non-essential genes. This is 1 minus the insertion
density observed at non-essential genes.

We wish to estimate a complete joint probability density, p(Z,Y, @), which combines
the observed data as well as the unobserved parameters of the model. Using Bayes theorem
we can use the joint distribution to derive conditional distributions from which we can

obtain estimates of the essentiality for the genes conditional on the data p(Z|Y,¢). To
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accomplish this we rewrite this joint probability in terms of the likelihood of the data and

our prior expectations:

(Y|Z,¢0) * p(Z) * p(¢o) (2.6)

Since we assume independence among genes the likelihood can be written as a prod-

uct of the individual observations:

p(Y|Z, ¢ o< HP(Yi|Z7 o) (2.7)
= HP(Si,Vi,ni|Zi, o) (2.8)

Due to the definition of the joint probability, the joint likelihood of the data (i.e.

p(si,ri,n;)) may be specified different ways (i.e. P(A,B) = P(A|B)P(B) = P(B|A)P(A):

p(YilZ, ¢0) = p(risni,silZ =0, ¢o)
= p(ri;mi|Z =0,¢0) x p(si[ri,Z =0, ¢o)
= p(silZ =1,90) x p(ri,nilsi,Z =1,¢o)
This fact is useful different distributions can be used to represent the mixture of

essential and non-essential genes. Sections 2.2.1 and 2.2.2 show the specification of the

likelihoods for non-essential and essential genes respectively.
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2.2.1 Likelihood for Non-Essential Genes

As non-essential genes are not required by the organism, they are expected to with-
stand disruption at levels that correspond to the probability of insertion in the library (i.e.
the saturation of the library). The length of the maximum run of insertions in a non-essential

gene should therefore conform to the Gumbel distribution, given the non-insertion proba-

bility do:

1 -z
p(ri|Z; =0, ¢y, 01) = Gumbel (x;m, T) = %e_z_e (2.9)

where m and 7 represent location and scale parameters.
Since r; and s; are highly correlated, we model their dependence as linear-Gaussian

. . . . . . 2 2
distribution, with covariance matrix £ = [[67,0y], [0y, O

7]] estimated a priori from

empirical data:

p(silri,Z =0, ¢g, @) NN(si—l,r,',Grz) (2.10)

were A, and o, are the parameters of the Normal distribution, derived from the Linear
Gaussian relationship (i.e. A, = %) observed in the data.

The likelihood for a non-essential gene is therefore:
p<Yi‘Z7¢0> = p(ri,ni,s,'\Z =0, ¢0>
= p(rhni‘z = 07¢0) X p(Si’I’i,Z = 07¢0)

1 -
= Gumbel (x;m,T) = ;e_z_e X ~ N(s; — Ayri, 6,2)
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2.2.2 Likelihood for Essential Genes

Unlike non-essential genes, those genes which are necessary for the growth of the
organism will have stretches of TA sites lacking insertions that are longer than would we

expected by chance. This requires using different distributions to describe the likelihood.

p(rissilZi=1,¢0, 1) =

p(silZ=1,¢0, 1) X p(rilsi,Z =1, ¢, @)

We model the likelihood of observing a span of nucleotides (s;) with a normalized
sigmoid (logistic) function that is relatively uniform as long as the gene contains a gap
that is as large as a typical protein domain. Using this likelihood allows our method to
disambiguate those cases where the run of non-insertions actually represents a smaller or
larger segment of the genome than suggested by the number of consecutive TA sites without

insertions:

C

e 2.11
14_60.01*(57)() ( )

p(silZi =1) = Q(s;;6)

where 0 is the mean number of nucleotides spanned by an average protein domain, and C
is a normalization constant. Previous studies of the length of domains within proteins have
found the average size to be roughly 100 amino-acids or 300bp [33]. Using this threshold
for 8, the likelihood of observing a given span s; is more or less uniform, except it is near

0 if the the longest run of non-insertions spans less than about 300bp.
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As with non-essential genes, the likelihood of observing a span of nucleotides r;
given s; is modeled through a linear-Gaussian dependence similar to Equation (2.10), but
with an inverse relationship (i.e. N(r; — Ass;, 62)). The joint likelihood of the observations

at essential genes is therefore:

p(ri,silZi=1,¢0,01) = Q(s;) X N(r; — Aysi, 07) (2.12)

2.3 Parameter Estimation

To estimate the parameters of interest, including the probability of essentiality, the
posterior distributions of these unknown parameters must first be derived. A prior distri-
bution for these parameters is also required.

2.3.1 Posterior Distribution of ®

The prior distribution of the mixture coefficient, @, can be taken to be a Beta distribu-
tion. The Beta distribution is a common choice for a prior on a probability parameter as its
support is defined in the interval [0,1] and it is conjugate with other common distributions.

The posterior distribution is derived as follows:

pl@r |Y,Z,¢0) < n(Z | o) x w(an)
o< Binomial (K;1; @1, G) x Beta(@y; 0y, Byy) (2.13)

o< Beta(a)l; oy —i—KZl,BW—i—G—KZ])
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2.3.2 Posterior Distribution of Z

The probability of essentiality is estimated through the indicator variable, Z;, which
indicates which mixture (or essentiality class) the gene belongs to. As there are two pos-
sible essentiality classes, the posterior is given for both possible values (i.e., Z; = 1 and

Z; = O)

p(Zi=1Y,Z(_y,0,01)
o<p(s,~]Z,~zl)><p(r,-|s,-,Z,-:1)><7r(Z,-:1 ’0)]) (214)

oc Q(5;) X N(ri — Assi, 62) X 07 (1 — @y ) 1 =4~

p(Zi=01Y,Z_y,¢0)
(2.15)

o< p(ri | Zi=0,¢0) X p(si | ri,Zi = 0) x (Z; =0 | o)
oc Gumbel (ri | m,T) X N(s; — Apri) X a)IZ’:O(l — )74
As there are only two possible values, the posterior probability of an individual Z;

therefore a Bernoulli distribution:

P1

Z; = Bernoulli(
P1+Ppo

p1=p(rissilZ_iy, §o) x @

po = p(rissilZ{_iy,90) X (1 — o)
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2.3.3 Posterior Distribution of ¢

As a prior for the non-insertion probability, ¢, the Beta distribution is chosen. As
the likelihood of non-essential genes is the only one which depends on ¢, others can be
discarded as constants with respect to 9. Unfortunately, the remaining likelihood is a
product of Gumbel distributions (for individual non-essential genes). This likelihood is
not conjugate with any known distribution, thus the resulting posterior distribution does

not have standard form that is easy to sample from:

(9o |Y,Z,01) < p(Y | Z,¢o,01) X T(do) X T(Z | 1) x 7(y)
G
o< Hp(ri,si | Zis 90, 1) X (o) X T(Z | 1) x (1) (2.16)

1

non
o< HGumbel(r,- | m,7) X (o)
i=1
Because this posterior distribution does not have an standard form, another approach

to approximating it must be used.

2.3.4 Metropolis-Hastings

In order to sample from the posterior density of the ¢y parameter, we utilize a random-
walk Metropolis Hastings (MH) algorithm. The MH algorithm is capable of sampling
from arbitrary distributions of interest by proposing new candidate values from a proposal
distribution that depends on the last accepted value, ¢(§j ~Y A common choice for this
proposal distribution is a Normal distribution with mean equal to the last acceppted value

and with small variance, v. Candidate values are accepted or rejected probabilistically,
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depending on their relative likelihood.

Algorithm 1 presents the sampling scheme used to sample the posterior densities of
@o and Z;, and w. A MH step is taken to sample @y, individual values of Z; are sampled
for each gene, and finally the mixture coefficient, w, is sampled given the current indicator

vector.

Algorithm: Random-Walk Metropolis-Hastings
Result: MCMC Samples of density p(Z|Y, ¢9) and p(¢o|Y,Z)
Assign starting value to ¢, and initialize Z based on proportion of insertions
within individual genes (i.e. If T2 < 0.1 then Z; = 1 else Z; = 0);
for j=1 to desired sample size do
Draw candidate parameter ¢; from Normal distribution, N(q)({ 71, v);
p(9glY.2) .
(g Iv.z)’
Draw u from uniform distribution on [0,1] ;
if u <R then
| Set 9 = 9¢;
else
. -
‘ Set ¢(§J) = d)({ ;
end

Compute ratio R =

Let K, equal the number of genes with Zl.j =1;
Let G be the total number of genes;
Sample a)l(j) ~ Beta(o,, + K;, By + G —K,);
fori+ 1toGdo
p1=p(rissilZi=1,Z;_p, ¢0) X @1 ;
po = p(ri,silzi =0,Z_p, 90) X (1 — 1) ;
Sample Zl-(j ) ~ Bernoull (L) ;

p1+po
end

end
Algorithm 1: Random-Walk Metropolis-Hastings Algorithm for Sampling ¢y and Z
Since the MH algorithm samples from the conditional distributions of the parameters
one after another, one potential concern is that these distributions might not mix well; that
is, that they might not adequately explore the space of the distribution of interest. Param-
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eters may get “stuck” sampling one area of the distribution, and influence the sampling
of the other parameters. For these reasons, it is common to eliminate an initial number of
samples to to ensure that the MH algorithm reaches a point where it is mixing well before
the samples are used to achieve estimates. This is referred to as the “burn-in” period [34].

Another potential problem with MCMC samplers is that sampled values might be
correlated with each other. By generating a Markov-Chain for sampling, any value at
time ¢ can exhibit some correlation with previous samples at time ¢ — k. If the algorithm
is producing results that are highly-correlated, then the sampler may not be truly explor-
ing the distribution of interest in a random manner. This form of auto-correlation can be
“trimmed” by discarding every s-th sample, thus effectively making the remaining samples
uncorrelated. Once an adequate sample is obtained from the MH procedure, the sample

can be used to estimate the parameters of interest.

2.4 Results

The Gumbel Model was applied to deep-sequencing data obtained libraries of M.
tuberculosis (TB) Himar] transposon mutants grown in minimal media and 0.1% glycerol
(library constructed by J. Griftin) [17]. The TB genome is 4,411,654bp long and contains
a total of 3,989 open reading frames (ORFs) [35]. TB contains a total of 74,605 TA sites
within its genome, with 62,847 of them occurring in coding regions. Although the average
number of TA sites within an ORF is 15.9 TA sites per gene, 41 ORFs do not contain any

TA dinucleotides within them. We utilized reads from two independent libraries, which
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we summed together in order to get higher sampling of the TA sites. The libraries were
sequenced with an Illumina GAII sequencer, and a read length of 36bp (6-8 million reads
per library). Of the total TA sites in the genome, 44,350 had reads mapping to them showing
evidence of a transposon insertion at those locations, 31,715 of which were at TA sites
within the ORFs. We assume that sites with a small amount of reads (i.e., less than 5)
represent spurious reads possibly due to sequencing errors, and therefore those sites were
treated as lacking any insertions (i.e. “0”).
The sampling process was run for 50,000 iterations, providing essentiality estimates
for all genes, as well as the parameter ¢y. Parameters were initialized as follows:
* ¢o: The probability of non-insertion for non-essential genes was initially set as ¢g =
0.5, meaning a 50% chance of non-insertion.
* oy, By: The hyper-parameters for our mixing coefficient were set to a,, = 600,
B, = 3400, to quantify our expectation that roughly 15% of the genome should be
essential.
» Z: The vector of essentiality assignments, Z, was initialized according to the assign-
ments found by Griffin et al. [17].
 v: The variance parameter for the proposal distribution of the MH sampling proce-
dure is set to v = 0.001.
To ensure that the algorithm mixes well and the samples obtained are uncorrelated,
the first 1,000 samples are treated as a “burn-in” period and discarded, and then only every

20th sample is kept there forward.
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2.4.1 Essentiality Results

After obtaining the sample from the MH procedure, the posterior probability of es-
sentiality for all genes is estimated by averaging over the sample of essentiality values,
Z;. Genes with Z; < 0.05 are classified as non-essential (i.e. Z; = 1 in less than 5% of the
final sample), and genes with Z; > 0.95 are classified as essential. A total of 757 genes
are categorized as essential by this criterion. The remaining genes represent those genes
for which the method is unable to reach an essentiality assignment with confidence. Fig-
ure 2.3 shows a plot of the sorted Z; values for all the genes, with the blue lines representing
the thresholds of essentiality and non-essentiality. Notice that the majority of genes have a

small probability of being essential (i.e. low Z;) which expected in most bacterial genomes.

Table 2.1: Statistics for essentials, non-essentials and uncertain genes. Non-essential genes
are those with Z; < 0.05, Essential genes are those with Z; > 0.95. Average span is in
nucleotides.

Total Average

Genes TA Sites Insertions Max Run Span

Essentials 757 20.50 1.87 16.35 969.55
Uncertain 242 17.43 7.50 5.27 400.74
Non-Essentials 2703 15.69 10.77 2.05 55.47

Table 2.1 reports statistics for the different categories of genes. On average essential
genes contained significantly longer maximum runs of non-insertion (16.35) than non-
essential genes and these runs spanned a larger number of nucleotides (969.5), which is
consistent with our expectations for essentiality. Non-essential genes contained a larger
number of insertions on average (15.69). Although essential genes contained only a small
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Figure 2.3: Plot of sorted Z; values for all genes. The average Z; of the final sample for
all genes was estimated, and plotted in ascending order. The dashed lines represent the
respective thresholds for the two categories of essentiality: Z; > 0.9902 and Z; < 0.0371

number of insertions (1.87) this number was greater than zero, indicating that the method
is capable of detecting essential genes with a small number of insertions, provided they
contain a long enough run of non-insertions suggestive of an essential region.

Figure 2.4 contains some examples of those genes with significant runs of non-
insertions coinciding with the domain predictions from Pfam. Rv3190 encodes for two
C-terminal protein domains (sugar-binding and extracellular domains) and a N-terminal,
MviN-like, domain which regulates peptidoglycan biosynthesis and has been shown to be
essential for growth in mycobacteria. This protein is actually a flippase of lipid-II and is
regulated by interaction with FhaA (Rv0020c), which is phosporylated by PknB [36]. In-

sertions in Rv3910 are found only in the C-terminal domains, but not the N-terminal mem-
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Figure 2.4: Example genes with essential domains. Essential domains are indicated in red,
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and non-essential domains (as predicted by PFAM) are indicated in yellow.

brane domain, implying it alone is necessary for growth. Rv2051c (Ppml) is involved in
cell-wall glycolipid synthesis, an essential role within mycobacteria, and shows evidence
of an essential domain (Pfam family: - PF0535.21) within its C-terminus which matches
previous analyses of this gene [37]. Rv0018c (serine/threonine phosphatase) contains an
essential catalytic domain within its N-terminus, and has been shown to dephosphorylate

Rv0020 (FhaA) counteracting phosphorylation by PknB [38]. Transposon insertions are

only observed in the extracellular domain of unknown function.
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2.4.2 Concordance with Previous Results

The essentiality of the entire M. tuberculosis genome has been characterized previ-
ously using transposon-site hybridization [11, 12]. We compare our essentiality inferences
to previous results to verify that our method achieves results that are consistent with ex-
pectations of the essentiality in M. tuberculosis. Sassetti et al. utilized Transposon Site
Hybridization (TraSH) to characterize the genes necessary for optimal growth in vitro, for
a library of transposon mutants grown on 0.02% glucose and rich-media (7H10). While
our method analyzes deep sequencing of transposon libraries, TraSH utilizes hybridization
of gene-specific probes to quantify the level of fluorescence being emitted by hybridization
probes to determine which genes are being interrupted in the library of mutants. Table 2.2

contains a comparison between the two methods.

Table 2.2: Comparison of essentiality predictions with TraSH analysis. The results ob-
tained by Sassetti. et. al are compare with those obtained with our Gumbel method for
genes in M. tuberculosis. Genes for which the TraSH method did not produce data, are
labeled no-data”. Genes with less than four TA sites were labeled ’Short” as they could
not be analyzed by the Gumbel method.

Gumbel Method
= Essential Uncertain Non-Essential Short Total
(.-1:-1 *é Essentials 457 46 82 29 614
8 = Growth-Defect 11 2 28 1 42
=2 Non-Essential 123 116 2137 144 2520
No-Data 166 78 456 113 813
Total 757 242 2703 287 | 3989

Sassetti et al. included an additional category of genes representing those whose
interruption causes growth-defects (i.e. slower growth); our method does not make this
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distinction. Excluding these, the two methods show agreement in 74.4% of essentials, and
84.8% of non-essentials for a total of 82.8% across both categories. There were only 82
genes predicted to be essential by TraSH but not by our method, and 123 genes predicted
to be non-essential by TraSH but found to be essential by our method.

Some of these differences could be due to the different growth conditions of the li-
braries. For example, because our library was grown on glycerol we find genes necessary
for glycerol metabolism as essential, such as GlpK (glycerol kinase). Other differences
may be due to incomplete sequence coverage (e.g. gaps in PE_ PGRS genes, which are
highly GC-rich and hard to sequence). Two out of 62 PE PGRS genes in the H37Rv
genome were classified as essential by our model because of large regions without inser-
tions, though genes in this family are generally believed to be non-essential [39]. Over-
representation of PE_ PGRS gene among essentials was also noted in other transposon li-
brary analyses using sequencing [40].

One notable difference is that Sassetti et al. found glcB to be non-essential, however
insertion pattern clearly indicate that this gene was unable to tolerate insertions in the li-
braries of mutants analyzed. GlcB encodes for malate synthase in M. tuberculosis, which
was originally thought to be necessary only for growth on fatty-acids as part of a glyoxy-
late shunt [41], but has recently been shown to be essential on other carbon sources like
dextrose [42]. A complete absence of transposon insertions in Rv1837¢ was also observed
in the DeADMAn studies [40]. Our data suggests that GIcB is also essential for growth on

glycerol (in liquid culture with minimal media), showing a significant run of non-insertions
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(25 out of 27 - spanning 2078 nucleotides, p(Z; = 1)=1.0). It should be be noted that in the
original TraSH data, GlcB had a hybridization ratio of 0.41, which is near the threshold for

essentiality (< 0.20).
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3 MODELING INDIVIDUAL INSERTION FREQUENCIES"

3.1 Introduction

One limitation of the Gumbel method introduced in Section 2 is that it assumes
a global insertion (or non-insertion) frequency that is shared by all non-essential genes.
While this assumption makes the equations manageable, it is unlikely to be true. In reality,
losing the function of a gene (by disrupting its function with a transposon) is likely to lead
to different fitness costs to the organism depending on the function being disrupted and the
biological (metabolic) costs to the organism.

This variability in insertion probability is evident in libraries of transposon mutants.
Figure 3.1 shows a histogram of the observed number of insertions within windows of 20
TA sites (gray bars), for a transposon mutant library of M. tuberculosis [17]. The resulting
distribution of the number of insertions is more dispersed than what would be expected with
a fitted binomial distribution (black line). This suggests that the insertion frequency is not
constant, but instead varies depending on the genomic region being considered. Assuming
an insertion probability that is globally constant will ignore this variability, and lead to less
reliable predictions.

In this Section a new hierarchical model of essentiality is introduced which over-

comes this limitation [26, 27]. This method utilizes a binomial likelihood to model the

*© 2014 IEEE. Reprinted, with permission, from DeJesus, M.A. and Ioerger, T.R., “Capturing uncer-
tainty by modeling local transposon insertion frequencies improves discrimination of essential genes”, IEEE
Transactions on Computational Biology and Bioinformatics, May 2014.
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Figure 3.1: Histogram of the number of insertions within windows of 20 TA sites (gray
bars). A beta-binomial model with a variable insertion frequency is capable of fitting the
observed data (black line).
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insertions within the genes. As with the Gumbel model, insertions are treated as Bernoulli
events with a probability of success representing the insertion probability. This insertion
probability, however, is allowed to be different for each gene.

The Bayesian framework on which these models is based on allows for a hierarchical
extension by applying a prior distributions on the parameters of interest. This hierarchical
approached improves the prediction of essential genes by taking into consideration the
natural variability of insertion probabilities observed in the data as well as the length of
the genes into account. Section 3.2 describes the model in detail, while Sections 3.3 and

Section 3.4 briefly goes over the parameter estimation and results.

3.2 Hierarchical Model

For the all genes i € {1...G}, let Y; = {k;,n;} represent the data for the i-th gene,
consisting of the number of insertions, k;, and the total number of TA sites, n;. Each gene
i contains a latent variable 6;, which represents the insertion probability for this gene. The
genes are modeled as a mixture of non-essential and essential genes, with an indicator
variable, Z; = {0, 1}, indicating whether the i-th gene belongs to the class of non-essential
(0) or essential (1) genes. The mixture coefficient, @, represents the probability of a gene

belonging to the essential class (with the probability of belonging to the non-essential class

a)():l—a)l).
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3.2.1 Complete Data Likelihood

For each gene i, the likelihood of observing k; insertions out of n; TA sites is given
by a binomial distribution with success probability 6;. Assuming genes are independent of
each other, the complete data likelihood is given by the product of binomial distributions

over all the genes:

G
[ | Binomial(k;|n;, 6;) (3.1)
i

3.2.2 Prior Probabilities

The distribution of individual insertion probabilities, 6; is modeled by a mixture of
two Beta distributions: one modeling the probability of insertion for “essential” genes, and

another modeling the insertion probability at non-essential genes:

Gi‘Zi =0~ Beta(Kopo, K'()(l - po))
(3.2)

Gi\Zi =1~ Beta(Klpl, K'l(l —pl))
Under this parameterization (i.e. o = kp and 8 = k(1 — p)), the p parameter represents
the mean insertion probability (i.e. mean of the distribution). On the other hand, the k
parameter can be thought of as the number of observations. This is because in the common
parameterization the sum o + 3 can represent the number of Bernoulli trials depending
on the application. Under this parameterization @ + 8 = kp + k(1 — p) = k. Thus, with

larger values of k the distribution becomes tighter around the mean (i.e. p).

Because the p parameters represent probabilities, requiring support for values in the
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range [0, 1], Beta distributions are chosen as priors:

po ~ Beta( o, Bo)
(3.3)

p1 ~ Beta(ay, Br)

where ay, By, a1, and B; are hyper-parameters for the beta distribution.

As the x parameters require support for values in the range [0, inf), gamma distribu-

tions are chosen as priors:

Ko ~ Gamma(ag,bg)
(3.4)

k1 ~ Gamma(ay,b;)
where ag, by, a;, and by are hyper-parameters describing the shape and and scale of the
respective distributions.
The prior distribution for the indicator variable, Z;, is given by the Bernoulli distribu-
tion, with probability of success @;, which represents the probability of a gene belonging

to the class of essential genes:

Z; ~ Bernoulli(wy ) (3.5)

Finally, the prior distribution for @; is given by a Beta distribution:

) ~ Beta(agy, Bw) (3.6)
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3.3 Parameter Estimation

3.3.1 Conditional Distributions

Below, the conditional distributions for the parameters of the essential genes are
given (the corresponding distributions for the non-essential parameters are defined in a
similar manner). For an individual insertion probability, the conditional distribution is a

beta distribution with updated parameters:

p(6ilki,x,p,Z; = 1) o< Beta(6;|x1p1 + ki, k(1 —py)+n;i—k;)

The beta distributions depend on parameters p; and k; which are distributed as fol-

lows:

p(xilki, 6;,p1,Zi = 1) (3.7)
oc Beta(6;|k1p1, k1(1—p1)) x Gamma(k|ay,by) (3.8)
p(p1lki, 6;,%1,Z; = 1) (3.9)
oc Beta(6;| k1 p1, k1(1—p1)) x Beta(p|ay, B1) (3.10)

Finally, the individual indicator variable, Z;, is given by a Bernoulli distribution:

p(Z; = 1|k;, 6;, k1, p1, @) = Bernoulli ( Pl )
P1+po
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where,

p1 =Beta(6;|k1p1 + ki, x1(1—p1) +ni —ki) X o

po =Beta(6;|kopo + ki, Ko(1—po) +n;—k;j) x (1 —o)

3.3.2 Metropolis-Hastings

As with the Gumbel model, parameters are estimated using MCMC samples obtained
through the Metropolis-Hastings algorithm. Because the binomial likelihood (3.1) and
the beta priors (3.2) are conjugate, the resulting conditional distribution can be sampled
from directly. This is a special case of the Metropolis-Hastings algorithm called the Gibbs
Sampler, where the proposal density is always accepted, and thus the MH ratio will never
be rejected.

However, this is not the case for the conditional distributions of the p and x parame-
ters (Equations (3.10) and (3.8)), therefore the Metropolis Hastings algorithm is necessary
to sample from these (non-standard) distributions. A combination of Gibbs Steps and MH

steps can be used obtain samples for all the parameters (See Algorithm 2).

3.4 Results

Our method was applied to deep-sequencing data from mutant libraries of the H37Rv
strain of M. tuberculosis [17, 25]. The library was grown in minimal media and 0.1%
glycerol. The surviving mutants were sequenced with an Illumina GAII sequencer, with

a read length of 36 bp, producing 6 to 8 million reads. These reads were mapped to the
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Algorithm: Random-Walk Metropolis-Hastings

Result: MCMC Samples of the densities p(Z;|Y,0,p, k) and p(6;|Y,p, k) for
i€{l..G}
Assign starting values to 6;, po, Ko, P1, K1 and initialize Z; based on proportion of
insertions within individual genes.
for j=1 to desired sample size do
//Gibbs Steps - 6;
fori<1to Gdo
Sample 6; ~ Beta(px +k;, k(1 — p) +n; — k;)
end

//MH Step - po

Draw candidate parameter pj from Normal distribution, N(p({ 71, v) and
accept according to MH ratio L’?EC?
f (Po )

//MH Step - Ky

Draw candidate parameter k{; from Normal distribution, N( K({ _1, v) and
accept according to MH ratio L’fﬂ?

S (Ko )

//MH Step - p1

Draw candidate parameter p{ from Normal distribution, N(plj 71, v) and

accept according to MH ratio EiCion

fpi™h)

//IMH Step - k|

Draw candidate parameter kj from Normal distribution, N(Klj 71, v) and
ACS))
foh)

accept according to MH ratio

Let K equal the number of genes with Z/ = 1
Let G be the total number of genes
Sample a)l(j) ~ Beta(a,, + K, B+ G —K;)
//Gibbs Steps - Z;
fori< 1to Gdo

p1=pki|Zi=0,p1,%1) X @

po = p(ki|Zi = 0,po, ko) x (1— )

Sample Zl-(j) ~ Bernoulli(ﬁ)

end
end
Algorithm 2: Random-Walk Metropolis-Hastings Algorithm for Sampling values of 6;
and Z; for all genes i
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H37Rv genome, producing read counts at each TA site in the genome.

The H37Rv genome is 4.41 million bp long and contains 3,989 open-reading frames
(ORFs) [35]. Of these ORFs, 3947 contain at least 1 TA site, with an average of 15.9
TA sites per ORF. The remaining 42 ORFs, which do not contain a TA site, were not
considered in this analysis as their essentiality cannot be determined with libraries built

with the Himar1 transposon.
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Figure 3.2: Kernel density estimates for the mean posterior insertion probability (black-
solid) and observed insertion frequency (gray-dashed) for all the genes.

A sample of 52,000 values was obtained with the independent Metropolis Hastings
algorithm. In order to make sure that the MCMC chain converged before parameters were
estimated, the first 2,000 samples were discarded as part of the burn-in period. The re-

maining 50,000 samples were used to estimate the posterior mean of the parameters of the
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model.

3.4.1 Insertion Frequencies

Samples of the individual probabilities were obtained for all genes. The mean inser-
tion frequency, 6;, was estimated from these samples. Figure 3.2 contains a density plot
of the mean insertion probability (black-line). The plot shows two peaks (6 = 0.052 and
6 = 0.721) corresponding to the mixture of essential and non-essential genes. For compar-
ison, the insertion frequency observed in the data (i.e. %) is plotted as well (gray dashed
line). The mean insertion probability resembles the observed frequency, with sharper peaks

at the posterior modes.
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Figure 3.3: Kernel density estimates for the posterior insertion probability of DnaA
(Rv0001), a known essential gene involved in DNA repair, and MmpL11 (Rv0202c), a
known non-essential gene believed to function as a transmembrane protein.
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The samples of insertion probability for the genes reflect our expectations for es-
sential and non-essential genes. Figure 3.3 shows density plots of the samples for DnaA
(Rv0001) and MmpL11 (Rv0202c¢). DnaA is a known essential gene involved in DNA
repair. It contains a total of 32 TA sites with a single insertion in the C-terminus. Its mean
insertion probability is 6; = 0.044, corresponding to the small probability of observing an
insertion in this essential gene. On the other hand, MmpL11 is a transmembrane transport
protein determined to be non-essential in knock-out experiments [43]. It contains inser-
tions in 20 out of 39 TA sites, with a mean insertion probability of 8; = 0.551, consistent

with expectations of non-essential genes.

3.4.2 Essentiality Results

To estimate the probability of a gene being essential, the sample of individual es-
sentiality values, Z;, was averaged for all genes (Z; = %ZZ,-). A method analogous to the
Benjamini-Hochberg procedure for posterior probabilities was used to obtain the thresh-
olds of essentiality [44]. Setting the False Discovery Rate at 5%, genes with Z; > 0.99304
are classified as essential, and genes with Z; < 0.0391 are classified as non-essential. Those

genes that do not meet these thresholds are classified as Uncertain.

Comparison to the TraSH Method

The essentiality of the M. tuberculosis genome has been assessed before, through
the Transposon Site Hybridization method [11, 12]. This method quantifies the amount of
luminescence that is observed in probes that hybridize to each of the genes in the genome

[10]. Hybridization ratios were obtained from libraries of M. tuberculosis grown in rich
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media and glucose, and these where used to characterize genes as essential, non-essential
or growth-defect (representing those genes which lead to reduced growth rate). Genes for

which the hybridization ratio could not be obtained were classified as “No-Data”.

Table 3.1: Essentiality comparison between the TraSH method and the Local-Frequency
Model.

Local-Frequency Model

Essential Uncertain Non-Essential Total

% § Essentials 329 257 28 614
S 3 Growth-Defect 5 20 17 42
=<2  Non-Essential 36 682 1796 2514
No-Data 80 412 285 777

Total 450 1371 2126 3947

Table 3.1 shows a breakdown of the results from the TraSH method and the local-
frequency model. Of the 614 genes predicted to be essential by TraSH, 28 are predicted to
be non-essential by the local-frequency model. Although these genes are predicted to be
essential by the TraSH experiments, they contained a large number of insertions in the li-
brary analyzed (average 6; = 0.72). This high insertion frequency suggests the discrepancy
could be due to differences in the growth media between the two libraries.

In addition to these 28 genes, the methods disagree on 36 other genes which are
classified as essential by the local frequency model and Non-Essential by TraSH. Similarly,
these genes contain a small number of insertions (average & = 0.03) in the library, which
suggests that these genes are essential in the library analyzed, and the discrepancy may be

due to the difference in the construction of the libraries.
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Comparison to the Global Frequency Model

To determine the effect of relaxing the assumption of a constant insertion frequency,
we compare our results to a binomial model with global insertion frequencies. Two
“global” insertion frequencies, 6y and 6, are shared across the genes belonging to a given
class of essentiality (i.e. essential and non-essential genes). Using Gibbs sampling, sam-
ples for the parameters 6y and 0; are obtained, as well as the essentiality assignments Zi.
Estimates of the probability of essentiality are calculated by averaging the samples, as in
the individual-frequency model. After running the Gibbs sampling procedure for 52,000
iterations, estimates for the parameters were as follows: 8y =0.684 + 0.002 and 8; = 0.102
=+ 0.002, implying a 68.4% insertion density in non-essential genes and 10.2% in essential

genes.

Table 3.2: Essentiality comparison between the Global Frequency Model (GFM) and the
Local Frequency Model

Local-Frequency Model

Essential Uncertain Non-Essential Total

= Essentials 450 259 0 709
5 Uncertain 0 603 0 603
Non-Essential 0 509 2126 2635
Total 450 1371 2126 3947

Table 3.2 compares the results from the individual-frequency and global-frequency
models. Overall, the local-frequency model is more conservative than the global-frequency
model, predicting more uncertain genes (1,371 vs 603). In fact, all 709 genes classified as
essential by the global-frequency model are classified as either essential (450) or uncer-
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tain (259) in the local frequency model. The same is true for non-essential genes, where
the global-frequency model predicts 2,635 non-essential genes, while the local-frequency

model predicts 2,126 of these to be essential and classifies the rest (509) as uncertain.
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Figure 3.4: Insertion density for PPES5 (solid), PPE19 (dashed) and RpmB (dot-dash). All
three genes contained an observed insertion frequency of 0.7, although they had different
sizes (# TA sites). The insertion density of the genes reflects the uncertainty that exists in
smaller genes as these contain a smaller number of TA sites (Bernoulli trials).

This tendency to be more conservative in its predictions is due to the fact that the
local-frequency model is able to capture the uncertainty there is with smaller genes. By
sampling from a beta-binomial model, the lower number of TA sites (i.e. Bernoulli trials)
leads to an increased variance. Figure 3.4 shows a density plot of the sampled insertion

density for PPES, PPE19, and RpmB. All these genes have an observed insertion den-

sity of 0.7 (i.e. ];—i = 0.7), however they have different number of TA sites (PPE5=135,
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PPE19=10, and RpmB=5). While the global-frequency model classifies all these genes
as non-essential, the local-frequency model classifies RpmB as Uncertain because it takes
into account the increased uncertainty due to the smaller number of TA sites. The “shift-
ing” of the mode of these distributions is due to the fact that smaller genes will regress
towards the mean of the distribution of non-essential insertion frequencies (i.e. pp = 0.69)

as there are more strongly affected by this parameter.
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4 ANALYZING SEQUENTIAL READ-COUNTS THROUGHOUT
THE GENOME"

4.1 Introduction

While the analysis methods in Section 2 and 3 focused on determining the essentiality
of specific genes, these methods may miss other important genomic elements that occur
outside of gene boundaries (e.g. like promoters which occur upstream of the gene start
sites). In addition, these methods were based on a Bernoulli interpretation of the data
which ignores the magnitude of the read-counts. Valuable information about essentiality
may be present in the magnitude of read-counts, as those mutants which suffered not fitness
cost (or perhaps saw fitness improvement) will grow faster than those which suffer a cost
to their fitness because an important function was disrupted by the transposon insertion.

This Section describes a novel method for analyzing Tn-Seq data using Hidden
Markov Models (HMMs) [28]. HMMs are useful for analyzing sequential datasets, in
which a sequence of observed values is explained by an underlying state sequence (i.e.
“essentiality” of each site, which is not directly observed). For example, the genome of an
organism can be viewed as an alternating sequence of essential and non-essential regions.
An HMM can be designed to incorporate information from read counts at individual TA

sites to infer the probability distribution over states, and then use the Viterbi algorithm to

*Reprinted with permission from “A Hidden Markov Model for identifying essential and growth-defect
regions in bacterial genomes from transposon insertion sequencing data” by DeJesus, M.A. and loerger, T.R.,
2013. BMC Bioinformatics, 14:303, Copyright [2013] by BioMed Central.
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infer the most likely state sequence. The sequential-dependence of the model (conditional
probability of a state conditioned on the previous neighboring site) helps disambiguate
the interpretation of each site, thereby coupling neighboring sites together. The resulting
state transition model affords a ‘smoothing’ of the read-count data, where, for example,
TA sites with no insertions in non-essential regions (e.g. because they are absent from the
library) are tolerated because neighboring sites have insertions. However, if a consecutive
sequence of TA sites with no insertions is long enough, the most probable state sequence,
as determined by the Viterbi algorithm, switches locally to essential, providing a different
labeling of that region.

The incorporation of read-counts in this HMM requires defining appropriate likeli-
hood functions. This model utilizes the the geometric distribution to represent the distri-
bution probability of read-counts in non-essential regions, reflecting the fact that sites with
high read counts (far above average) are observed with much lower frequency than those
with lower read counts. Furthermore, the transition probabilities of the HMM must be care-
fully defined so that the minimum length of essential regions matches our expectations. In
ad A major contribution of this paper is to show how to calibrate these parameters so that
the performance of the HMM will be reasonable and robust across a range of datasets, in-
cluding those with high or low insertion density (a function of the diversity of insertion
library), and those with high or low mean read counts (a function of how much sequencing
data is collected).

In addition, we extend the HMM with two extra states, one representing regions with
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particularly “low” read counts, and one representing regions with higher than average read-
counts. Genes belonging to the former class of genes have been characterized before in
M. tuberculosis and referred to as “growth-defect” genes [11], as these are genes whose
disruption leads to impaired growth of the organism. We continue this convention here,
labeling those genes with depressed read-counts as “growth-defect” (despite the fact that
these genes code for proteins whose normal function contribute to growth) to be consistent
with the prior literature. Growth-defect regions are not completely devoid of insertions
(as essential regions would be), but have a lower number of insertions than non-essential
regions (on average), suggesting that these clones did not grow as well and had lower
abundance due to competition with other clones in the library.

Similarly, the latter class of genes (i.e. those with higher than average read-counts)
are labeled “growth-advantage” genes. These could represent genes that have a metabolic
cost (e.g. biosynthesis of a secreted toxin) and are not necessary for growth in vitro. The
addition of these two states to our HMM allows it to distinguish regions in Tn-Seq data
with suppressed or unusually high read counts in a statistically rigorous way.

The HMM in this application is defined in a straightforward way (see Rabiner for
details [45]). We are given a sequence of observations, cj..c,, which represent read counts
at each TA site throughout the genome. We assume a generative model in which the read
count at each site is determined by the local state of each site, which is hidden (i.e. not
directly observable). Each TA site is assumed to be in one of four states: gggs (essential),

qcp (growth-defect), gy (non-essential), gga (growth-advantage) (See Figure 4.1).
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Figure 4.1: (A) Diagram of the fully-connected HMM structure. From left to right,
the states represent read counts of increasing magnitude (essential, growth-defects, non-
essential, and growth-advantage). (B) Diagram of the states for a local sequence of ~20
TA sites, with state labels (underneath), transitions (from g;_s to ¢;113 ) and their corre-
sponding emissions (i.e. read counts). A transition is shown from the non-essential state
to the essential state at time i, as the essential state is most likely to explain the consecutive
observations of no insertions (from g; to g;+13)
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4.2 Model

From a given sequence of observations (read counts), we want to infer the most
probable state sequence ¢ ..g, that could have generated it, based on the joint probability

of counts and states:

argmaxp(ql...qn,cl...cn) 4.1)
qi..qn

HMMs are based on the Markov property, i.e. that observations and successor states

only depend on the current state and are conditionally independent of previous history:

p(cilqr,-...qi) = p(cilqi) 4.2)
P(qi+1lq1, - qn,ct, .. cn) = P(qit11qi, cit1) (4.3)

Thus, because of this conditional independence, the total joint probability can be

written as:

P(q1; - qnc1,-rcn) = p(q1) [ 1 P(qivilgi e pleilai) (4.4)

The model we propose depends critically on specifying an appropriate likelihood
function for read counts. In Tn-Seq experiments, the distribution of read counts can be
approximated through a geometric distribution, in that sites with lower counts are more
common, and sites with high counts (far above average) are much more rare. An example
histogram in shown in Figure 4.2 (taken from an M. tuberculosis H37Rv dataset [17]).

Thus we model the likelihood function (i.e. emission probability) for gyg as geo-
metric:

plcilgne:8) ~ (1-6)96 (4.5)
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Figure 4.2: Histogram of read-counts for a library of M. tuberculosis transposon mutants
(black, solid vertical lines), fitted with a geometric distribution with parameter 6 = 1/¢
(dashed line).
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The function is parameterized by 8, which represents the Bernoulli probability of in-
sertion for the geometric distribution. The maximume-likelihood estimate for this parameter
is 8 = 1/¢, where ¢ is the mean read count at non empty TA sites.

We also use geometric distributions as likelihood functions for the other states. For
qrs, we set 0 very near to 1 (e.g. 0.99), making sites with 0 counts highly probable, but
also allowing sites with 1-2 reads (which could be spurious reads due to base call errors).
For ggp we set 0 to be Ogp = 1/(0.01 x ¢+2) (where ¢ represents the mean), reflecting the
fact that the growth-defect state must represent approximately ~ 100x lower read counts
than gyg but cannot be less than 1 (converges to 2, in the limit, for very low coverage
datasets). For the growth-advantage state, gg4, we set 6 using five times the mean read
count (i.e. Oga = 5%), to capture sites with significantly more insertions (> 5 x) locally than
what is observed on average in the genome. The net effect is that the overlapping densities
of the four likelihood functions produce four distinct regions where each one dominates
individually, as shown in Figure 4.3.

Another critical aspect of our model is the definition of the state transition probabil-
ities, as these determine the degree of smoothing of the HMM. Let the transition matrix
be defined as Ty, = p(gi+1 = b|gi = a). The basic assumption is that the probability of
self-transition, T, should be nearly 1 for all states, while 7,;, should be nearly 0 for a # b
(off-diagonal elements in the 7 matrix). This assumption controls the rate at which the
HMM transitions from state to state, requiring a significant change in read-counts to justify

a transition and smoothing over spurious reads. For simplicity, we use a fully symmetric
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Figure 4.3: Log-log plot of geometric likelihood functions for the essential, growth-defect,
non-essential and growth-advantage states.

matrix, and we allow any state to transition to any other state (i.e. we do not force sites to
progress in a sequence, such as ggs — ggp — gne). The magnitude of T, determines the
tendency of the model to stay in one state for a certain number of steps before being forced
into another state that better fits the data. This depends on several factors, including: a)
the expected minimum length of essential regions (number of TA sites), and b) the relative
magnitudes of the likelihood functions, which are competing to explain the read counts.
To estimate the expected minimum length of essential regions, we utilize the geomet-
ric distribution. The geometric distribution describes the probability of observing a run of
successes in a row, which can be used to model the distribution of run lengths. This depends
on the insertion probability in non-essential regions. Because the insertion density of the

library will include essential regions with insertion probabilities which are not representa-
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tive of non-essential regions. To alleviate this bias, we estimate the insertion probability,
Dins» empirically by discarding regions with 10 or more TA sites in a row lacking insertions,
and calculating the insertion density in the remaining areas. Once the insertion probability
is estimated, the minimum length of essential regions, r*, is taken to be the smallest run
such that the geometric probability is less than 0.01 (i.e. ¥ = argmin P(r|1 — pj,5) < 0.01).
Typically r* is in the range of 5-10 TA sites, depending on the dataset. The self-transition

probability is then set as follows:

Toa=1— (}’NE(O))F>l<

where Ayg (0) represents the likelihood of observing a read-count of zero in a non-essential
region. The rationale for this formula is that the cost of staying in a state such as gyg
through a region devoid of insertions, must balance the penalty incurred for observing sites
with 0 read counts (Ayg(0)) and the number of such TA sites in a row which are likely to
be observed in non-essential regions ().

We will show empirically in the Results section that this adaptive method for setting
the transition probabilities leads to an appropriate assignment of state labels for a variety of
types of datasets, and we will examine the resulting length distribution of states produced.

Finally, given this definition of the HMM, we use the Viterbi algorithm to calculate
the most probable state sequence for a given set of read counts [45]. Briefly, the Viterbi

algorithm is a dynamic programming algorithm in which the probability of each state at
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step i is calculated based on the state-probability distribution from the previous step:

p(qi=a) =maxp(gi—1) x p(qilgi-1) X p(cilqi) (4.6)

After computing this incrementally for i = 1..N, a back-trace is made from the most
probable terminal state gj, to extract the sequence of states based on which states were used
for updates at each step. Because the Viterbi algorithm requires the multiplication of small
probabilities, and the state sequence for analyzing transposon insertions is large, an HMM
may incur underflow problems. To overcome this issue, the probabilities are normalized

at each iteration, as described by Rabiner et al [45].

4.3 Results
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Figure 4.4: Read counts and state classifications for a ~57 kb region of the H37Rv genome
is shown. Essential regions are shown in green, growth-defect regions in yellow, non-
essential regions in red, and growth-advantage regions in blue. Read counts are truncated
at 2,000 (with a max of ~3,000 in this region), and the mean read count in the library is
represented by a gray horizontal line.

The HMM method was applied to a transposon mutant library of M. tuberculosis,
constructed by Griffin et al [17]. This library was grown on minimal media and 0.1%
glycerol, and was sequenced on an Illumina GAII sequencer with a 36 bp read length,
resulting in approximately 6 million reads. The reads were mapped to the H37Rv genome,
and the read counts at each location in the genome were quantified (i.e. cy..cy). The H37Rv
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genome is 4,411,532 bp in length, with a GC-content of 65.6%. It contains a total of 74,605
TA sites, spaced on average 59 bp apart. The overall insertion density, defined as TA sites
with at least one insertion (¢; > 1), is 54.18% (39,762) of all possible insertion sites. The
average read-count at these locations is ¢ = 195 (discarding the top 5% for robustness).

The mean read count was used to calculate the 6 parameter for the emission probabil-
ities of the four states as described above. Using these parameters, the most likely sequence
of states responsible for the observations was obtained through the Viterbi algorithm. This
sequential ordering of states provides an assessment of the essentiality of the entire H37Rv
genome, regardless of gene boundaries.

A total of 16.6% of the genome is labeled by the essential state (ggs). This is close
to the expectations for bacterial organisms, where roughly 10%-15% of the genome is
considered to be essential [46]. The majority of sites are labeled non-essential (78%), with a
small percentage of sites labeled as growth-defect and growth-advantage (4.1% and 1.3%).
Essential states averaged a very small number of insertions and read counts (0.006 and 0.2
respectively), demonstrating that the HMM is associating the essential state with stretches
devoid of insertions, though these locations can occasionally contain insertions with a very
small number of reads so long as as the observations at neighboring sites are consistent with
essentiality. In contrast non-essential regions have a mean insertion density of 70%, and
mean read counts of 220 in this dataset. Growth-defect regions have some insertions but
these are dramatically reduced (20% density and a 10-fold reduction in mean read counts).

Insertion density in growth-advantage regions is almost saturated (90%), and mean read
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counts are on average > 3 X larger.

Figure 4.4 shows the read counts and state labels observed in a representative ~57 kb
region of the genome. Genes are shown as blue arrows, and the corresponding state clas-
sifications are shown at the bottom of the figure. As evident from this figure, the HMM
takes into consideration the fluctuation in read counts observed. Regions devoid of inser-
tions are classified as essential (green), those with read-counts close to the average in the
library are classified as non-essential (red), while those regions with lower and higher read
counts than average are classified as growth-defects (yellow) and growth-advantage (blue)
respectively. Notice that mas (mycocerosic acid synthase, which is involved in PDIM
biosynthesis) has much higher read counts than the average, and is therefore identified as
a growth-advantage region. A long region of the genome is identified as non-essential as
it contains read-counts that are closer to the average, despite occasional large spikes in the
read-counts. This region includes mmpL7, which matches the expectations that most genes

in the MmpL family are non-essential in vitro [43].

4.3.1 Analysis of Essentiality of Individual Genes

While the Viterbi algorithm does not take into consideration gene boundaries when
determining the labeling of states, it is often necessary to determine the essentiality of in-
dividual genes in the genome. To determine individual calls of essentiality, each gene is
assigned the essentiality class belonging to the most frequent state found within its bound-
aries. However, because genes may contain a mixture of essential and non-essential do-

mains, genes are also classified as essential if they contain sub-sequences of sites belonging
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to the ggs state, which are statistically longer than expected. Thus a gene is also classi-
fied as essential if it has at least n sites labeled as ggg, where n is 30 above the expected
maximum run length for the gene, based on the Extreme Value Distribution [17].

The essentiality assignments obtained through the HMM method can be validated
by comparing to those obtained by Sassetti et al with the Transposon Site Hybridization
(TraSH) method [10], which used a completely different experimental methodology for
read-out (hybridization versus sequencing). This method has been used to assess the es-
sentiality of M. tuberculosis in vivo and in vitro [11, 12], by quantifying hybridization
to DNA microarrays imprinted with representative oligos for each gene. Due to the sig-
nificantly different methodologies, a true comparison between these methods is difficult.
For instance, Sassetti et al. recognized that TraSH probes for essential genes may actually
hybridize to adjacent non-essential regions, particularly if the genes are small. While the
HMM does not depend on hybridization, it may have a difficulty transitioning from one
state to another depending on the size of the gene. In addition, libraries used by these
methods were grown on different media and therefore are likely to identify genes that are
involved in pathways that correspond to the specific growth media used.

Despite these limitations, there is significant agreement in their assessment of essen-
tiality, with 89.9% of essential and non-essential genes in concordance with the previous
results (70% concordance between essential genes, and 95% among non-essential genes).
Approximately half of the genes labeled as ‘growth-defect’ by the HMM were previously

determined to be essentials, and half as non-essentials, reflecting the borderline nature of
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these genes and the utility of having an intermediate category. These are discussed further
below. 27 genes were called ‘growth-advantaged’ due to an excess of transposon inser-
tions, and all of these were previously categorized as non-essentials.

Sassetti et al [11] also defined a set of 42 ‘growth-defect’ genes. Importantly,
these were not characterized by experimentally determining growth rates in individual
transposon-insertion mutants. Rather, they were identified as genes that matched the crite-
rion for ‘non-essential’ on the first plating of the library (hybridization ratio > 0.4, range:
0.41-2.04), but which had much lower ratios upon re-plating (hybridization ratio < 0.2,
thus matching the criterion for ‘essential’). The interpretation of these genes is that trans-
poson insertions were not lethal, but that the mutants had a slower growth rate, resulting
in gradual depletion in the library due to competition during culturing. In the experiment
from which the dataset we use was derived [17], the DNA for sequencing was extracted
from the library immediately after selection, thus corresponding to the ‘first plating’. Con-
sistent with this, most of these genes (29/42) exhibited transposon insertions in our dataset
and were categorized by the HMM as non-essential. We speculate that, if the library had
been expanded after selection, clones with insertions in these genes would have gradually
decreased in abundance.

Although the methods disagree on essentiality of some genes, some of these dis-
agreements may be due to differences in the growth media, as well as the different inter-
pretations of essentiality. For example glpK, a glycerol kinase, is necessary for glycerol

metabolism (and therefore essential when grown on glycerol), but it is not necessary when
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the library is grown on glucose (as in the original TraSH experiment). In addition, these
differences can also be due to the fact that we identify genes containing essential domains
as “essential”, while this distinction was not made in the original TraSH experiments. In
fact, all of the genes classified as essential by the HMM and as non-essential by the TraSH
method are devoid of insertions in the majority of their TA sites or contain stretches that are
significantly longer than expected, suggesting these genes are essential in this library on
glycerol. Among these genes are ppm 1 (Rv2051c) and ppp (Rv0018c), which independent
experiments have shown contain essential domains [37, 36].

In addition to the TraSH method, we compare our results to those obtained with the
reads-based method developed by Zhang et al [23]. This method is capable of assessing the
essentiality of the entire genome by looking at the read counts that fall within windows of
400-600 bp, and estimating a p-value for each of these windows in the genome to quantify
how these regions deviate from expectations. Our results correlate well with the results
obtained by window-based method, with a 93.72% match in the classification of genes
(i.e. essential and growth-defects genes, as determined by our HMM, matching essential
and domain-essential genes determined by the window-based method, and non-essential
and growth-advantage genes matching non-essential genes). In addition, the essential and
growth-defect states had TA sites with an average p-value of 0.049, and non-essential and
growth-advantage states an average p-value of 0.538 (as determined by the window-based

method).
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4.3.2 Performance on Other Datasets

To demonstrate that the HMM works on other datasets, we ran it on a Tn-Seq dataset
from H. influenza (in vitro dataset SD2, [15]). The H. influenza KW20 genome is less
than half the size of M. tuberculosis (1,830,138 bp, 1724 genes) but significantly more
AT-rich (GC content = 38%), so there are more TA sites (131,960) but they are spaced
more closely (~14 bp apart). The Tn-Seq dataset contains 736,631 reads, hitting only
37.9% of the TA sites, with a mean read count of 11.2 (per non-zero site). Running the
HMM on this lower-density dataset results in 372 genes being labeled as essential, 1150 as
non-essential, 211 as growth-defect, and 6 as growth-advantage. This distribution is very
close to the assignments determined by Gawronski et al. [15], who found 363 essentials
(with insertions in <5% of TA sites in the 5-80% region of the ORF), and 211 growth-
defect genes (with insertion frequencies of 5-40%). The overlap (intersection) between
the essential genes detected by both their method and ours was 94% (341 genes), and the
intersection between their list of growth-defect genes and ours was 60% (127).

The overlap between essential genes found by the HMM method and those found by
Gawronski et al. significantly larger than the overlap between the TraSH method described
above (i.e. 94% vs. 70%). This high level of agreement between the two comparisons
suggests that the quality of the data used in the analysis (i.e. high-resolution sequencing
data vs. hybridization ratios) contributes significantly to the quality of the analysis.

In addition, we applied the HMM method to three modified datasets, constructed

to represent libraries of different sizes and different volumes of sequencing data. These
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datasets were constructed by modifying the original H37Rv library analyzed before, to
emulate cases where transposon mutant libraries may be sparse or where the amount of
sequencing performed on the library is lower (i.e. less reads).

The first dataset was constructed by setting the read counts at random TA sites to
zero (i.e. ¢; = 0), thus lowering the mean insertion density of the dataset while keeping
the magnitude of the remaining read-counts the same. This dataset emulates libraries with
significantly less diversity of insertions. The second dataset was constructed by randomly
perturbing approximately one-half of the reads, lowering the magnitude of these reads
while keeping the total number of insertions equal. This dataset represents libraries for
which the amount of sequencing performed is significantly less, producing read counts with
lower magnitudes. The final dataset was a combination of these two operations, resulting
in a dataset with both lower insertion density and lower mean read count.

The HMM is robust, and capable of adapting to libraries with very different insertion
densities and mean read counts, providing results which are generally consistent with each
other. The fraction of the genome labeled as essential is approximately the same in all
four datasets (approximately 15%). Although the decreased density will result in longer
stretches of the genome without a transposon insertion, the HMM is capable of adapting
its parameters to become more conservative in designating regions without insertions as

essential.
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4.3.3 Growth-Defect and Growth-Advantage Genes

One of the principle advantages of our 4-state HMM is that it can distinguish local
regions of the genome with significantly depressed or elevated read counts (transposon
insertions). The former could represent genes whose disruption is not lethal but could lead
to a growth-defect, resulting in a lower representation of clones in the library, and thus a
lower abundance of sequencing reads [47]. By analogy, regions with significantly greater
than average reads could represent genes whose disruption leads to a growth advantage.
In the H37Rv dataset, there were 140 genes labeled as ggp (growth-defect), and 27 genes
labeled as g4 (growth-advantage). These are discussed in turn below.

Among the genes labeled as growth-defect, there are several notable ones for which
a biological explanation can be made. One of these is pbpA, a penicillin-binding protein in
Mtb. Mutants have shown decreased growth rates and defective cell septation when pbpA
is knocked out M. smegmatis [48]. In addition, the wild-type phenotype was restored by
complementing in pbpA from M. tuberculosis, suggesting that pbpA plays an important
role in cell-division and disruption of this gene might lead to impaired growth in M. tuber-
culosis. In fact, this region contains an average insertion density of 0.21, and an average
read-count of 32, significantly below the global insertion density (0.52) and read-counts
(257).

Recent structural and enzymatic studies have shown that bfrB and its ortholog, bfr4,
are not completely interchangeable. Although they are both ferritin proteins used for iron

storage, bfrB has a 20-aa C-terminal extension that enhances its iron oxidation activity
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[49]. Thus growth of bfrB mutants might be hindered because bfir4 cannot perform this
function as efficiently. In fact, data from the original TraSH experiments shows that bfrB
had a much lower hybridization ratio (0.73) compared to bfr4 (2.63), suggesting clones
with insertions in bfB were less competitive.

Many genes in the mycobactin biosynthesis cluster (mbt4-J) are also labeled as
growth-defect genes, suggesting that transposon mutants are viable but grow more slowly
than wild-type. Because Mtb has only one (non-heme) iron acquisition system, which
is mycobactin-dependent, these biosynthetic genes are essential in iron-depleted environ-
ments and non-essential in those environments that are rich in iron. Indeed, it has been
shown that mycobactin-deficient mutants of Mtb, the growth rate is dependent on the iron
concentration [50]. In the original TraSH experiments (plated on 7H10 medium, ~ 150 uM
Fe), mbtB was specifically shown to be cause a slow-growth phenotype when disrupted,
with insertion mutants gradually decreasing in abundance in the library with successive
platings [11].

Another interesting growth-defect gene is glpX. glpK (glycerol kinase), which is the
first step in glycerol incorporation, is essential as expected (recall that this H37Rv dataset
came from selection of the library on glycerol as a carbon source). glpX is a fructose-1,6-
bisphosphatase, which also should be required when grown on gluconeogenic substrates
by circumventing a non-reversible step in glycolysis pathway to generate glucose [51]. In
Mtb the unexpected non-essentiality of glpX for growth on glycerol has been previously

noted [52]. One possible explanation is that Rv2131c¢ (cysQ), an inositol monophosphatase,
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might also have partial fructose-1,6-bisphosphatase activity [53].

icl (isocitrate lyase) is also identified as a growth-defect gene in this dataset. This is
one of the two enzymes on the glyoxylate shunt, which has been shown to be critical for
infection, based on attenuation of knockouts in mice [41]. As anticipated, ic/ is essential
for growth on fatty-acid substrates like acetate [41]. However, recent evidence suggests
that the glyoxylate shunt might play a role even in growth on other carbon sources such
as carbohydrates. For instance, ic/ knockouts have displayed a growth-defect (2-4 day lag
compared to wild-type) on glucose [54]. More recently, it has been shown that inhibitors of
malate synthase (GIcB, the other enzyme of the glyxolate shunt) are active against cultures
whether grown on acetate or glucose [42]. Thus, the fact that the HMM labels ic/ as a
growth-defect region in this dataset obtained from growth on glycerol is consistent with
these findings and suggests that ic/ plays an unexpected metabolic role in Mtb even when
growing on carbon sources other than fatty acids.

Another gene identified as belonging to the growth-defect category is treS, which is
involved in the trehalose pathway. Trehalose is one of the principle carbohydrates synthe-
sized in mycobacteria. It is used in producing cell-wall glycolipid components (e.g. TMM
and TDM, trehalose mono- and di-mycolates), and is inter-converted with other sugars
like glucose and maltose. The latter are polymerized into intracellular glycogen (for en-
ergy storage) and capsular glucan. Several genes in this network have been shown to be
essential in vitro, including galU, glgA, glgB, pep2, and gigE (all essential in our dataset).

However, treS is labeled as a growth-defect gene. treS is responsible for interconverting
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trehalose and maltose [55, 56]. It is possible that the organism is sensitive to perturbations
of this network (given the essentiality of nearby genes like g/gA4, and toxicity of interme-
diate metabolites like maltose-1-phosphate [57]). In fact, it was previously shown that
transposon-insertion mutants of #eS/Rv0126 display a slow-growth phenotype [11].

As noted before, our 4-state HMM is also capable of detecting regions with unex-
pectedly high read-counts that might confer growth-advantages to the organism when dis-
rupted. One region of the genome that stands out is the PDIM locus, Rv2930-Rv2939. This
locus contains genes involved in the biosynthesis of phthiocerol dimycocerosate (PDIM),
including fadD26 and ppsABCDE. In addition, other genes outside this locus believed to
be involved in PDIM biosynthesis, like papA5 and mas, are identified as well. These genes
contain read counts well above the global average (~ 250). fadD26 itself has a mean read
count of 818, more than three times the average throughout the genome. ppsDE had a
mean read count of 732, and pps4ABC a mean read count of 463. PDIM is a cell-wall as-
sociated glycolipid that modulates the immune response in the host [58, 59]. Although it
is required for virulence (as strains with disruptions of these genes are attenuated in ani-
mal models [60]), it is not required for survival in vitro [11, 17, 15]. In fact, biosynthesis
of PDIM requires resources and imparts a metabolic cost, hence disruption of this path-
way is advantageous to cells. Due to the increased metabolic cost, it is widely observed
that M. tuberculosis stocks maintained in the lab frequently lose the ability to synthesize
PDIM via acquisitions of mutations in these genes, often leading larger colony sizes [61].

This growth advantage and consequent selection effect likely explains why clones with
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transposon insertions in the PDIM locus are over-represented in the library.
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S IDENTIFYING CONDITIONALLY ESSENTIAL GENES: THE
IMPORTANCE OF NORMALIZING READ COUNTS"

Because TnSeq datasets can come from different libraries, sample preparation proto-
cols, and sequencing methodology, they often differ significantly in the amount of genomic
material obtained or reads present. As such, proper normalization of read-counts is nec-
essary when attempting to compare different datasets to avoid confusing differences in
the libraries for different phenotypes. Several considerations need to be considered when
properly normalizing read-counts. Sections 5.1 and 5.2 describe some of the most common

issues as well as the normalization methods developed to address them [29, 30, 31].

5.1 Normalizing Insertion Density and Read-Counts

An obvious way of normalizing datasets is to make datasets share the same mean
across non-zero sites (called here NZmean). The normalization is achieved by dividing
by the total number of reads in the dataset by the total number of sites with at least one
insertion, and using this as a scaling factor. While this normalization method works well
when datasets differ primarily in the mean read-counts, it is susceptible when datasets have
a significantly different insertion density or when there are outliers present.

Differences in the saturation of a genomic region is particularly problematic because

a significantly lower number of insertions is often used as an indicator of essentiality, thus

“Electronic version of an article published as Journal of Bioinformatics and Computational Bi-
ology, 14(3), 2016. doi: 10.1142/S021972001642004X © World Scientific Publishing Company.
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this could easily be mistaken for real biological differences. Libraries that are prepared
with different protocols may lead to significantly different levels of saturation, but satura-
tion may be different even among replicates from the same library and growth conditions.
Figure 5.1 shows the insertion pattern of a PvdS in two replicates from a M. tuberculosis
library. Although these are two replicates were exposed to the same condition (and thus
should not exhibit any differences in essentiality) there is a significant difference in the

frequency of insertions.
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Figure 5.1: Top 100 reads from a M. tuberculosis TnSeq dataset. A large read-count with
a magnitude > 200,000 is present in this dataset. This single site has a large impact on the
mean read-count.

In addition to differences in density, it is also important to take outliers into consid-
eration. As with many other biological datasets, TnSeq is noisy and can contain unusually
large read-counts (Figure 5.2). Outliers such as those are likely due to problem in sequenc-
ing (like PCR amplification, which can lead to the abundance of some DNA fragments
being amplified too severely). Nevertheless, normalization of TnSeq dataset must account

for these artifacts so as to prevent estimates of the mean (or other relevant statistic used in

normalization) from being affected by the outliers.
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Figure 5.2: Top 100 reads from a M. tuberculosis TnSeq dataset. A large read-count with
a magnitude > 200,000 is present in this dataset. This single site has a large impact on the
mean read-count.

5.1.1 Trimmed Total Reads (TTR)

A simple normalization method that can address both of these issues is called
Trimmed Total Reads (TTR). Like NZMean, TTR normalizes datasets so that the mean-
read counts are equivalent. However, instead normalizing over non-zero counts, TTR nor-
malizes datasets so that the average among all counts (including empty sites) is equal.
This, it turns out, addresses differences in density as well as magnitude of reads. In order
to minimize the influence of outliers, the bottom and top 5% of read-counts are trimmed
thus resulting in a more robust estimator.

To see how TTR can address both differences in density and average read-counts,
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assume read-counts come from a mixture of a Normal distribution with parameters p and

o, and a Bernoulli distribution:

0 x N(x|u, o) x>0
flx) = (5.1)

(1—6)xBemn(x|p=0) x=0
with 8 mixture coefficient and Bernoulli probability of observing a zero equal to 1 (i.e.

probability of success, equal to zero). The expected value of this mixture is:

E[f(x)]=06xu (5.2)

In this model, the Normal distribution is responsible for the non-zero read-counts
(and thus the parameter u is equivalent to the mean at non-zero sites i.e. “NZMean”), and
the Bernoulli distribution is responsible for the counts of zero. The 6 mixture coefficient
dictates which distribution is responsible for the observation (i.e. insertion from a Normal
distribution or a non-insertion), and is equivalent to the saturation of the library.

Given a set of TnSeq datasets j =1 ... K, their read-counts can be normalized to have

the same expected value as a reference dataset, r, as follows:

E[f:(x)] =w; xE [f;(x)] (5.3)

6, X pr =wj x (0 % ;) (5.4)
o 0, X Uy

wj= 6, % 1, (5.5)

where w; 1s a multiplicative factor that scales the read-counts in dataset j so that its expected
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read-counts match the reference dataset:

fr(x) =w; x fi(x)

(5.6)

For simplicity, the reference dataset can be taken to be the first replicate of the control

datasets (e.g. j = 1). In this case, the multiplicative factor for dataset 1 would be w; = 1.0

5.1.2 Example

Consider two “datasets” coming from mixtures with the following parameters:

Name u o 6 E[f(x)
“dataset]” 500 50 0.5 250.0
“dataset2” 500 50 0.3 150.0

Despite having an equal mean over non-zero counts (i.e. u aka “NZMean”),

“dataset2” has an expected value that is lower due to its significantly lower insertion den-

sity.

We took a sample of 1000 counts from each mixture and observed a difference

between the means of -101.62; close to the difference of —100 that is expected (i.e.

150 — 250). We used resampling to get a distribution of the differences in means that

would be expected if the datasets were equal under the null-hypothesis:

When the datasets are unnormalized, the observed difference would be extremely un-

expected under the assumption that the datasets are equal thus leading us to (incorrectly)

reject the null-hypothesis. Proper normalization of the datasets should avoid the rejec-

tion of the null-hypothesis, by taking the difference in saturation between the datasets into
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Figure 5.3: Histogram of the difference in means generated by permuting counts (including
zeros) before normalization. The red-line represents the observed difference in means
before normalization (-101.62)
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consideration.

Applying the normalization procedure described above scales the datasets so that
their expected values are equal, despite the differences in saturation. Although for this
example we know the exact theoretical values of i and 6, this would not be true in practice.
To calculate the normalization factor, we estimate the parameters y and 0 for each dataset
from the data using the sample means and sample densities. Note that in real TnSeq datasets
this would include read-counts and insertions at both essential and non-essential regions.
However, because non-essential genes greatly outnumber essential genes, the estimates
should still be close to the true values. Using the estimated values for the parameters, we

calculate the normalization factor as described above (using “dataset 1 as the reference):

~0.501 x 500.34
~0.329 x 498.99

W) = 1.527 (5.7)

Multiplying “dataset2” by this factor would produce an expected value of E[w x
f2(x)] =229.05, much closer to the expected value of “dataset]”. Note that the theoretical
factor that would make the expected values truly equal would be % = 1.666. The estimated
factor, 1.527, is a relatively close approximation. Using the same sample used before, but
normalizing “dataset2” by the estimated factor, yields the following resampling histogram
(Figure 5.4):

The observed difference in means after normalization was (19.12), well within the
range expected if the distributions were equal and thus the differences in insertion density

do not cause the null-hypothesis to be rejected.
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Figure 5.4: Histogram of the difference in means generated by permuting counts (including

zeros) after normalization by TTR. The red-line represents the observed difference in
means before normalization (-101.62)
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5.2 Correcting for Skew in TnSeq Datasets

In practice, some datasets appear “well behaved”, where the distribution of read
counts tends to fit a simple geometric or negative-binomial distribution, while other
datasets are skewed, with a few highly over-represented sites dominating the read-count
distribution. While there is not a rigorous argument for why the distribution of read counts
must be geometric, it is clear that in most datasets, TA sites with only a few reads (1-10)
are most abundant, while sites with high counts (> 1000) are much less abundant. This
can be observed in four representative datasets shown in Figure 5.5. The skew, especially
at high counts, can be seen better on a log scale (Figure 5.5(b)).

These datasets are from a Himarl Tn-mutant library in M. tuberculosis, where Al
and A2 are two replicates grown in vitro, and B1 and B2 representing in vivo datasets,
where the library has been passaged through a mouse. Each dataset has 2 to 5 million reads
distributed over 74,602 TA sites. Datasets A1 and A2 appear to fit a geometric distribution
more closely than B1 and B2, which show greater skew. This can also be seen on a QQ-
plot (quantile-quantile), where B1 and B2 veer farther away from the 1:1 diagonal than the
in vitro datasets. Indeed, B1 and B2 have extremely high counts at a few individual sites
(with max read counts of 6,009 and 16,146 respectively), compared to max counts of 1,693
and 1175 in the A1 and A2 datasets.

The effect of the skew observed in datasets like B1 and B2 (which is a common
phenomenon in Tn-Seq) is that it can bias the statistical analysis of essential regions, es-

pecially for methods that depend on the read counts. Certainly, for genes containing the
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Figure 5.5: (a) Histogram of non-zero read counts obtained from M. tuberculosis tn-mutant
libraries. A1, A2 are replicates grown in vitro, and B1 and B2 are replicates grown in vivo.
The black line represents a Geometric fit. (b) Histogram of read counts on a log scale.
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Figure 5.6: QQ-plot of the raw read counts for dataset B2, and the theoretical Geometric
quantiles.

TA sites with high spikes in read counts, they will appear excessively non-essential, and
it could make the gene appear differentially essential in other conditions. Conversely, the
spikes in read counts at some TA sites will suppress the apparent level of reads at other

sites, potentially making them appear relatively more essential.

5.2.1 Beta-Geometric Correction

We propose a novel method for correcting for this skew in read-count distributions
by fitting each dataset to a modified distribution called a Beta-Geometric distribution
(Equation 1), and using this to adjust the observed read counts so they more closely fit
a geometric. This approach is based on the observation that the skewed Tn-Seq datasets
actually appear to fit not a single geometric with a single Bernoulli parameter, p, but the

weighted sum (integral) of multiple geometric distributions with different values of p. As
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weights on p, we choose the Beta distribution, with parameters p and k set so that the peak
is around p. The Beta distribution has an extra degree of freedom representing dispersion
around p (See Figure 5.7). This reflects a generative model in which individual cells in
the Tn-mutant library have different growth rates, some growing slightly faster and some
slightly slower than wild-type cells, depending on the location of the transposon insertion
in their genome. This variability in growth rates will smear out the apparent abundance
of read counts after selection (i.e. several rounds of doubling in selective conditions). In
this model, the spikes in read counts would come from clones that had higher-than-average

growth rates, for whatever reason (biological or random).

1
pdf(c;p,x) :/ Beta(p | p,x) x Geomtric(c | p) dp (5.8)
0

5.3 Empirical Comparison of Normalization Methods

To assess the performance of different normalization methods, including the TTR and
BGC methods described in Sections 5.1 and 5.2, replicate datasets are compared against
each other. As these replicate datasets are grown under the same conditions, no statistically
significant differences are expected if the datasets are properly normalized. To explore the
limits of the normalization methods, some of the replicates are artificially modified to have

lower density or include outliers, this posing a more stringent test of the different methods.
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Figure 5.7: (a) Example of a Beta distribution with p = 0.05, and k¥ = 40. (b) Histogram of
counts from a regular Geometric distribution (p = 0.05, black curve), and a Beta-Geometric
distribution (p = 0.05, k = 40, red).
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5.3.1 Resampling

The permutation test can be used to detect significant differences in mean-read counts
between genes in different conditions. For each gene, the read counts at all the TA sites
and all replicates in each condition are summed, treating replicates within a condition as
independent and identically distributed. The difference between the sum of read-counts
at each condition is then calculated. The significance of this difference is evaluated by
comparing to a resampling distribution generated from randomly reshuffling the observed
counts at TA sites in the region among all the datasets. This creates a distribution of read
count differences that might be observed by chance, assuming a null hypothesis that the
two conditions are not in fact different. A p-value is then derived from the proportion of
reshuftled samples that have a difference more extreme than that observed in the actual
experimental data.

Due to the stochastic nature of read counts, there will be some variability in the re-
spective some of read counts. If the difference between the sums of read counts falls within
the bounds of the resampling distribution, this is interpreted as being due to chance. On
the other hand, true conditionally essential genes will show a highly significant difference,
as insertions in the locus will be observed in one condition but not the other resulting in a
difference which is typically much larger than any of the differences observed by randomly
re-shuffling read counts. Furthermore, this method can detect genes whose disruption leads
to a reduction in fitness; that is, genes which are not absolutely essential in one of the con-

ditions, but instead have lower read-counts in one of the conditions compared to the other.
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The permutation test distinguishes which of these differences is statistically significant.
p-values are derived from the fraction of samples that exceed the observed difference (See
Figure 5.8), and this is adjusted for multiple comparisons by the Benjamini-Hochberg pro-

cedure.
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Figure 5.8: Resampling histogram for the M. tuberculosis gene Rv0017¢, grown in vitro
and in vivo. Rv0017c has 23 TA sites, and the sum of the observed counts at the TA sites
in this genes in vitro was 1,318 and in vivo was 399, therefore the observed difference in
counts is -918. To determine the significance of this difference, 10,000 permutations of
the counts at the TA sites among the datasets was generated and the observed differences
plotted as a histogram showing that a difference as extreme as -918 almost never occurs
by chance. The p-value is determined by the tail of this distribution to be 0.003 (30 out of
10,000).

5.3.2 Comparison of Normalization Methods

In order to further explore how these methods behave, we compared normalization
methods on four replicate datasets grown under the same condition (where no true-positives
are expected). Two replicates were taken as “control” samples, and two other replicates as
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“experimental” samples. Read-counts in the two “experimental” datasets were artificially
modified to add more noise or outliers, therefore posing a challenge for the normalization
methods:
» Same Density & Same Counts - The raw data with no modification.
» Same Density & Double Counts - Density was kept the same but the counts at ex-
perimental samples were doubled.
 Half Density & Same Counts - Density for experiments samples was cut in half
(artificially setting random counts to 0), and remaining counts were kept the same.
 Half Density & Double Counts - Density for experiments samples was cut in half
(artificially setting random counts to 0), and remaining counts were doubled.
* Outliers 1 - A random number of outliers (between 30-40) were added to each ex-
perimental replicate. Outliers ranged from 10,000 to 200,000 .
* Outliers 2 - A random number of outliers (between 70-80) were added to each ex-
perimental replicate. Outliers ranged from 10,000 to 200,000 .
* Outliers 3 - A random number of outliers (between 110-130) were added to each
experimental replicate. Outliers ranged from 10,000 to 200,000 .
* Outliers 4 - A random number of outliers (between 730-780) were added to each
experimental replicate. Outliers ranged from 10,000 to 200,000 .
Table 5.1 shows the number of false-positives obtained by the different methods
tested. The performance of several different normalization methods were compared rela-

tive to no normalization (“nonorm”). As expected, NZMean (which normalizes non-zero

83



Table 5.1: False positives (padj. < 0.05) obtained by each normalization method, after
running on replicates of the libraries.

Experiment nonorm nzmean totreads TTR BGC
Same Density & Same Counts 157 2 2 2 2
Same Density & Double Counts 1814 1 2 2 1
Half Density & Same Counts 5 405 3 2 2
Half Density & Double Counts 10 369 2 1 3
Outliers 1 161 823 913 2 2
Outliers 2 171 1805 1840 3 1
Outliers 3 162 2158 2193 1 2
Outliers 4 232 2176 2181 3 2

read-counts to be equal) is capable of normalizing datasets correctly when there are differ-
ences in the overall magnitude of the read-counts. However, when there are differences
in saturation (and thus the frequency of empty sites is significantly different), it does a
poor job. Total-reads normalization does a good job of handling saturation, however it has
problems in the presence of outliers. TTR, and BGC performed nearly identically, able
to remove the influence of outliers, in addition to handling differences in saturation and
the magnitude of read-counts. The histograms of the datasets in the presence of outliers

(700+) shows how robust TTR and BGC are to these outliers (Figure 5.9).
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Figure 5.9: Histogram of log-fold change in mean read-count per gene after normalizing
read-counts in the presence of outliers. NZMean (a) and Total Reads (b) are susceptible in
the presence of outliers. On the other hand, TTR (b) and BGC (d) are robust to outliers, as
the peak of the distribution is centered around zero as expected in replicate datasets.
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6 DETERMINING INTERACTIONS BETWEEN GENES

6.1 Introduction

6.1.1 Genetic Interactions

One way to determine if two genes interact with each other (e.g. are involved in the
same pathway) is to examine the fitness of a mutant that has mutations in both of the genes.
If the two genes interact with each other, then the fitness of the double mutant (where the
function of both genes has been impaired) should deviate from what would be expected
given the individual mutations [62, 63].

Different models of a quantitative genetic interaction exist. These differ in how they
define the expected fitness of the double mutant [62]. A common way of defining the
expected fitness model of the double mutants is the multiplicative model, where the fitness
cost incurred by the double mutant is the product of the individual fitness costs of the
individual mutants. Figure 6.1 shows a visual representation of the expected fitness under
the traditional multiplicative model (blue bars). When two genes (X and Y') do not interact
with each other, then the fitness of the double mutant (AX x AY) is expected to be the
product of the individual fitness costs.

If the fitness of the double mutant is even worse than expected, then this suggests a
negative interaction where, for example, both genes might play redundant functions in an
important pathway. The organism may be able to withstand the disruption of one of the

genes due to the redundancy, but will incur a significant cost when both genes are disrupted
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Figure 6.1: Visual representation of the multiplicative model of genetic interactions. If
the double mutant (AX x AY) incurs a greater reduction in fitness than expected, then this

suggests a negative interaction between gene X and gene Y. If the double mutant exhibits
better fitness, then this suggests there is a positive interaction between them.

at the same time.

If the fitness of the double mutant is higher than expected, then this is said to be a
“positive interaction”. This could occur when, for example, one gene is produces a toxic
intermediate which the other gene is responsible for eliminating. While there may be a
large fitness cost when the gene responsible for eliminating the toxic product is disrupted
(as the organism cannot remove the toxic product), the double mutant would exhibit an
improvement in fitness (as it does not produce or have to eliminate the toxic intermediate
any longer).

TnSeq can be a valuable tool for determining genetic interactions [47]. As trans-
posons disrupt the function of the genes where they insert at, tn-mutant libraries can be
used to obtain “knockouts” of all the genes in the genome. In the context of TnSeq, dou-

ble mutants are obtained by creating tn-mutant library from a knockout strain (KO) where
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a gene has been experimentally knocked-out. Thus, a tn-mutant of this KO strain would
have two genes disrupted: the original gene KO from which the library was created, and
the individual tn-mutant which was interrupted by the insertion of a transposon. The phe-
notypes of the individual genes in the KO tn-mutant library can be compared to phenotypes
from a wildtype strain (where single genes will be disrupted via transposons), allowing the
determination of genetic interactions.

For TnSeq datasets, read-counts can be used as a measure of fitness. Mutant bacilli
that have fitness advantage are expected to grow faster than those with significant fitness
costs, and thus should result in more genetic material available when sequencing. Those
bacteria that have trouble growing, on the other hand, will leave little genetic material to
sequence and map to the genome as transposon insertions. However, because sequencing
shows only a “snapshot” of the growth of the bacteria at a given moment, (at least) two
different time-points are necessary to measure the change in fitness. Thus how read-counts
change across the time-points should be indicative of the tn-mutant’s fitness.

Since the overall sequencing material obtained will vary between datasets and time-
points, normalizing the read-counts across the datasets is crucial (See Section 5). This
poses a unique problem for determining fitness using read-counts, as the effects of the
genetic interactions will be different than expected under traditional models of genetic
interactions.

Figure 6.2 illustrates how genetic interactions would look like when analyzing read-

counts. While the fitness of a double mutant should be lower than single mutants when
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Figure 6.2: Depiction of genetic interactions in TnSeq data

there is no interaction, in the context of TnSeq, the read-counts will be normalized so that
their (expected) read-counts are the same. A positive or negative interaction, therefore, is
implied when read-counts are higher or lower than then average read-count in the dataset.
Because fitness is measured across (at least) two different time-points, a method capable of

analyzing how read-counts change across the different strains and time-points is necessary.

6.1.2 Analyzing Log Fold-Change

The goal of this method is to identify genes which show a significant change in the
read-counts, given a tn-library created from a WT strain and tn-library created from a KO
strain, each grown at two different time points. This allows for many different possible

comparisons, as shown in 6.3A. While one could use the resampling method discussed in
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Section 5 to compare pairs of datasets, it is not clear how this can be used to determine
genetic interactions.

For instance, while resampling could be used to detect that a gene exhibited a 2-
fold increase in read-counts across time-points (e.g. KO at Time 2 vs KO at Time 1), if a
similar effect is seen in WT (where only one gene is disrupted), then this is not indicative of
a genetic interaction but instead indicative of disrupting the function of that specific gene.
Similarly, one could compare both the WT and KO strains at time 2, if a similar effect is
seen at time 1 then one could not rule out that the observed enrichment in due to differences
in the library as opposed to actual biological differences.

To identify genetic interactions, the change in fitness must be determined across both
time-points and strain simultaneously. For example, if read-counts of a gene in the WT
strain are relatively low at both time-points (Blue line in Figure 6.3, showing a small de-
crease), yet there is a significant increase in the same gene in the KO strain (yellow line)
then this is suggestive of a positive genetic interaction.

The method discussed here estimates the log, fold-change (logFC) in mean-read
counts between the time points (i.e. Time-2 vs Time-1) for both strains separately. It then
compares the results between the strains (i.e. KO vs WT), identifying genes which have
significantly different logFC between the strains. This can be thought of as finding sig-
nificant changes in enrichment, which is like comparing the slopes of two different lines.

Figure 6.4 shows a visual representation of the general approach.
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Figure 6.3: (A) Possible comparisons of different datasets available in this experimental
setup. (B) Illustration of change in mean-read count across time-points between the strains.

6.2 Method

For a given gene and a given condition (e.g. WT-1, KO-1, WT-2, KO-2), read-counts
are pooled across the replicates (e.g. combine replicates of WT-1) and model this set of
observations as coming from a Normal distribution. Since read count data is tradition-
ally modeled as Negative Binomial, then the mean, which is the quantity of interest, is
approximately Normal due to the Central Limit Theoremr (see Section 5.1).

To get the distribution of the mean, priors are set on the parameters yt and o, and

then posterior distribution is derived for the parameter u given the data:

Using the Normal likelihood:

X ~Normal(u, o)
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Coupled with these priors:

p(u) = Normal

p(o) = Inverse-Gamma

Results in the following posterior distribution for the mean:

p(1 | X,0) = Normal(uy,, 0y)

where U, and o, are updated parameters based on the data and the prior information. Since
the distribution of the means has a known form (Normal), which can be sampled easily.
See Figure 6.4 for a visual representation of what follows.

Using this fact, samples are obtained for the distribution of means for each of the
conditions. Thus, for each gene, there are vectors of representative samples for the mean
read-counts of each condition: WT-1, KO-1, WT-2, and KO-2. These samples can be
used to get Monte Carlo estimates of other distributions or values of interest by carrying
out operations on the values on the sample. In order to get a representative sample of the
distribution of logFC between time-points (e.g. WT-2 vs WT-1, and KO-2 vs KO-1), the

log, of the ratio between the samples of means is taken like follows:

T-32;
LFC-WT; = log, (W ’>

WT-0;

KO-32;
LFC-KOizlogz( O ‘)

KO-0;

for all samplesi € {1...S}. This results in two vectors, LFC-WT and LFC-KO, containing
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representative (Monte Carlo) samples of the distributions of logFC of mean read-counts for
WT and KO respectively. In other words, these distributions represent how the variation
in mean read-counts for a given strain after being in-vivo for the given time span (i.e. span
between time point 1 and time point 2).

The difference of the two samples of logFC is used to get a single sample representing

the distribution of the difference in logFC:

ALFC; = LFC-KO, — LFC-WT;
o (KOB2Y L (WT32,
~°82{ ko-0, £\ Wt

for all samples i € {1...S}. This new vector contains a representative sample of the distri-

bution of the differences between the logFC. It is this final vector of samples that is used
to determine those genes with significant differences. To classify genes, the 95% Highest
Density Interval (HDI) is calculated, representing the interval for the distribution where the
true value of the difference in logFC will be in with 95% probability. A gene is considered
to show a significant difference if the HDI region does not overlap with a [-0.5, 0.5] region
around 0. This region is meant to represent those values of the A logFC that are practically
equivalent to 0.0 (i.e. the Null Hypothesis of no difference between logFC). This region is

called a “Region of Practical Equivalence” or ROPE [64, 65]
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Figure 6.4: Visual description of how the method works. Read picture from bottom up. (1)
Distributions of the mean read-counts are generated for the 4 conditions: WT-0, WT-32,
KO-0, and KO-32. (2) We calculate the logFC between the samples for each strain, to get
two distribution of logFC. (3) We take the difference of the two logFC distributions to get
a single distribution of the difference between logFC of the strains. (4) We compare the
overlap of the distribution of the differences with the null hypothesis of no difference to
assess significance.
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In addition, the probability that the A logFC falls within the [-0.5, 0.5] window around
0 can also be calculated. This is useful for “ranking” the genes: the lower this probability,
the farther away from 0.0 the distribution is and therefore the more significant the obser-

vation.

6.3 Results

To test the ability of this method to identify genetic interactions, we applied it to a
wildtype strain (WT) and three separate knockout strains (KO) of M. tuberculosis. The KO
strains each consisted of a single gene deletion: Rv1432, Rv2680, and Rv1565c. These
three genes were chosen because they showed a growth-impairment in vivo and did not
have a known function. Each of the four transposon mutant libraries (one WT and three
KO strains) were inoculated into five C57BL/6 mice (for a total of 20 mice). After 24
hours (referred to here as “day 0” or“d0”), two mice in each group were sacrificed, and
bacteria were recovered from the spleen and plated. These represented libraries before se-
lection, to control for potential biases in the inoculation of the mice. The remaining three
mice in each group were sacrificed after 32 days of infection (referred to here as “day
32” or “d32”), representing conditions after selection in vivo. This period of infection en-
compasses the full spectrum of immune responses, including adaptive immunity which is
initiated approximately 10 days post-infection in this model. The libraries were sequenced,
processed, and mapped to the H37Rv genome [31]. The replicates datasets had saturation

ranging between 27% and 42%, with the mean template count at non-zero sites was in the
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range of 40-219 templates per site. The statistical analysis of genetic interactions described
above was applied to the knockout libraries of Rv1432, Rv2680, and Rv1565¢c compared
to wild-type (H37Rv). This analysis identified 135, 80, and 144 genes, respectively, that
had an observed Alog FC that was significantly different than zero, indicating potential ge-
netic interactions with the knocked-out genes. Table 6.1 shows a breakdown of the results.
The analytical framework presented was sufficient to resolve different classes of genetic
interactions such as aggravating interactions, which result in a significantly lower fitness
than expected. Positive interactions, which improve fitness compared to what would be
expected in the double mutant, can be split in to alleviating interactions (which reduce the
impact of deleting a gene) and suppressive interactions which completely suppress any

negative effects. For example, a strong suppressive interaction was found between rv/432

Table 6.1: Types of genetic interactions identified for the three knockout (KO) strains ana-
lyzed. Negative interactions result in reduced fitness for the double mutant (Aggravating).
Positive interactions improve fitness relative to the expected fitness deficit of the double
mutant (Alleviating), or completely suppress any negative effects of the double mutation
(Suppressing).

Knockout Negative Positive

Strains  Aggravating Alleviating Suppressing

ARv1432 11 58 11
ARvV1565¢ 25 115 4
ARv2680 32 87 16

and the adjacent gene, rv/431 (Figure 6.5a), which is in the same operon. This interaction
was evident as a large increase in the number of read counts at sites in v/43/ at day 32

in the KO strain. A plausible explanation for this observation may be that Rv1431 and
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Rv1432 could be members of the following biochemical pathway: Rv1431 — toxic inter-
mediate — Rv1432 — product. Thus deletion of v/432 would result in an accumulation
of a toxic intermediate that is deleterious to the organism, but this effect would be sup-
pressed when rvi431 is deleted (and thus the toxic intermediate would not be produced

at all). Mutants lacking all three members of the ABC efflux pump, DrrABC, decreased
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Figure 6.5: Plot of the mean read-counts (log-scale) for Rv1431 (panel A) and DrrA (panel
B) between H37Rv (WT) and the knockout strain of Rv1432 (KO). Rv1431 illustrates a
suppressive interaction with Rv1432, while DrrA shows an aggravating interaction.

specifically in the Arvi432 library, defining an aggravating interaction (Figure 6.5b). The
increased requirement for DrrABC in the rv/432 knockout (an aggravating interaction)

could suggest that the toxic intermediate hypothesized to be produced by rv/432 may be

exported by the the ABC efflux pump. Our analysis also identified 69 genes that exhibit
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a significant change in enrichment between WT libraries and the library lacking »v2680.
Notably, eight of these genes are in the biosynthetic cluster for phthiocerol dimycocerosate
(PDIM), a lipid that constitutes a significant fraction of the outer cell envelope of Mtb [66].
Read counts for each of these genes, #v2930-rv2941 increase slightly (logFC of ~ 0.5) in
the WT library over the course of infection, but decrease in the KO library (approximately
10-fold). These effects result in AlogFC scores of around —3.5 This effect was not ob-
served in the other knockouts (ArvI432, Arvi565c¢), and hence is specific to Arv2680. This
implies that the requirement for the PDIM locus is more stringent in the absence of 7v2680
(aggravating interaction). In addition, a large number of genes involved in the synthesis/-
modification/transport of fatty acids or the very long-chain mycolic acid components of
the cell envelope show differential enrichment, including fadE7, cmaA2, mmaA3, fabG3,
IpqQ, IpgD, IppJ, and lipG (see network diagram in Figure 6.6). The anabolism of long-
chain lipids, such as PDIM, plays an important but complex role in Mtb. Not only do these
lipids serve important roles individually, but their synthesis is also linked to each other and
to the overall metabolic state of the cell [67, 68]. Thus, decreasing the synthesis of one
abundant lipid has been found to increase the synthesis of others, and to alter the balance
of acyl-CoA metabolites that are central to carbon metabolism. As a result, it is not sur-
prising that PDIM synthesis is a member of a genetic interaction network that contains a
number of other genes involved in lipid metabolism, and our studies add 72680 to this
functional network. These data strongly suggest that our analytical framework is sensitive

enough to identify most members of an interacting biochemical pathway. The different

98



relationships these and other genes demonstrate why it is necessary to accurately classify

genetic interactions to generate testable hypotheses.

Positive Interactions Negative Interactions

Figure 6.6: Genetic interactions with Rv2680. Genes on the left showed positive inter-
actions, while genes on the right showed negative interactions. The genes are colored
by functional category: Yellow: intermediary metabolism and respiration, Orange: lipid
metabolism, Red: cell wall and cell processes, Blue: PE/PPE, Purple: insertion seqs and
phages, Green: virulence, detoxification, adaptation, Light Grey: conserved hypotheticals,
Dark Grey: regulatory proteins, White: Unknown.
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7 CONCLUSIONS

7.1 Discussion

In this dissertation I have presented several statistical methods capable of analyzing
data obtained from TnSeq experiments. TnSeq has become a valuable tool for assessing
the phenotypes for large libraries of mutants at the same time, largely due to the high-
throughput nature of transposon sequencing as well as the high-resolution data obtained
[69]. Determining the precisely location in the genome that are tolerant to disruption pro-
vides useful information about the essentiality of bacterial genomes, and the phenotypes
these mutants exhibit under selection. Regions responsible for coding proteins that play
fundamental roles (like DNA repair) are almost certainly essential in all conditions, while
other regions ( like those responsible for the metabolism of a specific substrate) may only
become essential under certain conditions. With this information, it is possible to under-
stand the function of coding regions, possibly leading to the identification of novel drug
targets whose disruption is lethal to the pathogen.

As the genes of interest are those that do not tolerate insertions, TnSeq can be thought
of as a negative experiment. Thus, there is inherent ambiguity about whether a region is
truly essential or is lacking insertions for some other reason. For instance, the transpo-
son that is utilized may have some previously unknown disinclination for inserting in the
presence of a local sequence of DNA. The curvature of the chromosome may also prevent

insertions at certain areas, leading to chromosomal specific effects. In addition, it may be
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difficult to properly sequence some are as of the genome (for example, due to high GC
content) making them appear as if they were unable to tolerate insertions. Some of these
may be addressed by normalization or examining the local sequence pattern surrounding
empty regions, but others, such as chromosomal position effects, may be limitations of this
methodology.

In addition to these potential limitations, several other challenges make proper statis-
tical analysis difficult. For instance, many genes are often observed to tolerate insertions
in the beginning and ends of their coding regions, even when they code for proteins that
play crucial roles for the survival of the organism. This biological difficulty is expected
to be present in all organisms, representing an inherent challenge that makes trivial anal-
ysis of TnSeq data impossible. The protocol used to create and process the transposon
libraries can also affect the quality of the resulting TnSeq data in significant ways. Chief
among them is the choice of transposon used for the construction of the mutant libraries.
Transposons may exhibit different local sequence biases for insertion, which would have
important consequences for the analysis methods utilized. The methods presented in this
dissertation assume that the protocol utilizes the Himarl mariner-based transposon, which
has shown a strong insertion preference for insertions at TA dinucleotide sites [8]. This
choice allows the method to take advantage of the preference bias shown by the transposon
to model TA sites in the genome as a series of Bernoulli trials where a success represents
the presence of a transposon insertion. Other transposons, like the Tn5 transposon which

inserts at any location, may require different choices for the statistical model to properly
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determine essentiality.

In addition, the experimental methodology can have a large effect on the variability
and noise of the resulting read-counts. For instance, problems in the polymerase chain re-
action (PCR) used to amplify the fragments of DNA obtained from the library may lead to
errors and outliers [70]. The strong selection pressures the libraries are subjected to may
also lead to skewed read-counts as the difference in fitness between the mutants is magni-
fied in the selection process. Modern protocols try to overcome some of these obstacles by
using barcodes to identify unique insertions, and thus reduce the impact of spikes due to
problems with PCR amplification [14]. However, not all TnSeq datasets take advantage of
these new techniques, and there exist other challenges inherent in this type of data. Thus,
statistical methods must be able to overcome these problems, as well as the potential dif-
ferences in the libraries being compared (like different levels of saturation, or amount of
sequence material obtained). All these problems make analysis of TnSeq data difficult.

The methods presented in this dissertation, address these and other challenges present
in the analysis of TnSeq. Sections 2, 3 and 4, focused on the general problem of deter-
mining essentiality of genes within a given condition. The Gumbel and Beta-Binomial
methods (discussed in Sections 2 and 3 respectively) are proper Bayesian models that take
advantage of the properties of the Himar1 transposon to quantify the likelihood of observed
patterns of insertions. These models are limited to gene boundaries, as they require a finite
set of trials for each gene. On the other hand, the HMM, (discussed in Section 4), tack-

les the problem of determining essentiality through out the entire genome, without having
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predefined gene boundaries; allowing it to identify entire regions that span several genes,
and even non-coding regions, that are essential. In addition it takes into consideration the
magnitude of read-counts (as opposed to simply the presence of an insertion), and thus can
detect different levels of essentiality, like regions whose disruption leads to a growth-defect
or a growth-advantage.

Sections 5 and 6 address the problem of comparing changes in fitness or essential-
ity across different conditions. As discussed in Section 5, it is crucial to normalize the
read-counts in the datasets being analyzed in order to make them comparable. This helps
ensure that the differences detected are not false positives (due to outliers from problems
in PCR amplification, or skew), and instead represent real differences observed between
the datasets. Section 6 introduces a method that detects significant changes in enrichment,
which allows one to detect genetic interactions in a high-throughput manner, identifying
interaction networks. Together, these represent a comprehensive set of methods capable of
extracting valuable information about essentiality from TnSeq data. They are made avail-
able in a software package called TRANSIT [31], which simplifies their use and hopefully

provides access to these computationally complex methods to a larger audience.

7.2 Future Work

7.2.1 Extend Models to Work with Other Transposons

Most of the methods outlined in this dissertation assume TnSeq data was obtained

from libraries created using the Himar1 transposon, which is a popular choice for transpo-
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son mutagenesis. It, like other mariner transposons, has shown preference for inserting at
TA dinucleotides, which has important implications for the choice of essentiality of mod-
els. As a consequence, the assumptions made in the models presented in this dissertation
may not apply to other choice of transposon, like the Tn5 transposon which can insert at
any position in the genome. Thus, there is a need to modify and extend these models of

essentiality to work on other transposons, specifically addressing their properties.

7.2.2 Take Spacing of TA Sites Into Consideration

As the distribution of TA dinucleotides throughout the genome is stochastic, the spac-
ing between any pair of sites is variable. Hence, some TA sites may be very close together
while others may be several hundred nucleotides apart. In the limit, TA sites that are side-
by-side may be effectively redundant (as they provide the same information about essen-
tiality), while those which are far apart may represent entirely different regions (as the
space between them may code for a different genomic feature or protein). To date, models
have generally avoided this issue given the difficulty of tackling such a problem. How to
extend these (and other models of essentiality) to take the distance between TA sites into

consideration is still an open question.

7.2.3 Differential Comparison of the Entire Genome

The methods outlined in Sections 5 and 6 are capable of comparing datasets, thus
identifying conditionally essential genes (i.e. genes which are essential under one condition
but not another). However, these methods are limited to pre-defined genetic boundaries

like the coding region of a gene. Other areas of the genome, such as non-coding regions
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upstream of a gene, may code for important features (like promoters or or 6-factors) which
may play crucial roles. Conditional essentiality in these regions would be missed by meth-
ods which are limited by gene boundaries. Thus, research ample need for a method capable
of analyzing the change in essentiality between two (or more) conditions, across the entire

genome.
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