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#### Abstract

This thesis presents an application of hybrid zero dynamics to realize underactuated bipedal walking on DURUS, a testbed designed and built by SRI International. The main contribution of this work is the ideal model resolved motion method (IMRMM), which is a simple method to convert ideal torque controllers to PD controllers to implement on hardware. Walking was first achieved using the proven method of the hybrid zero dynamics (HZD) reconstruction, followed by the Input-Output Feedback Linearization (IO) and Rapidly Exponentially Stabilizing Control Lyapunov Function Quadratic Programs (CLF-QPs) torque controllers implemented via IMRMM.

The simulation and experimental results are presented and compared, and the best resulting specific cost of electrical transport on hardware was computed as 0.63 for the CLF-QP IM-RMM controller, and the record for walking was achieved on a separate occasion with the same CLF-QP IM-RMM controller, which yielded walking for 2 hours and 53 minutes, covering 7 km .
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## NOMENCLATURE

Note that scalars are represented in plain italics, while bold-faced characters represent either vectors or matrices, following in suite with [15]. Typically, lowercase letters are vectors, and uppercase letters are matrices, though there are a few exceptions (such as $\boldsymbol{F}, \boldsymbol{g}$, etc.).

Linear Algebra
$\mathbb{R} \quad$ Set of all real scalars
$\mathbb{R}^{a} \quad$ Set of all real column-vectors of size $a$
$\mathbb{R}^{a \times b} \quad$ Set of all real matrices of size $a \times b$
$\boldsymbol{A}_{a \times b} \quad$ Matrix in $\mathbb{R}^{a \times b}$
$\mathbf{0}_{a \times b} \quad$ Matrix of zeros in $\mathbb{R}^{a \times b}$
$\mathbf{1}_{a \times b} \quad$ Matrix of ones in $\mathbb{R}^{a \times b}$
$\boldsymbol{I}_{n \times n} \quad$ Identity matrix in $\mathbb{R}^{n \times n}$
$v_{i} \quad$ Element $i$ of vector $\boldsymbol{v}$
$A_{i j} \quad$ Element in row $i$ of column $j$ of matrix $\boldsymbol{A}$
$\boldsymbol{v}_{j: k} \quad$ A slice of a vector $\boldsymbol{v}$ from $i$ to $k$, syntax inspired from MATLAB.
Formally, $\left[v_{i}\right]_{i \in \mathcal{O}}$, with indexing set $\mathcal{O}=\{j, j+1, \ldots, k\}$.
$\boldsymbol{A}_{a: b, c: d} \quad$ Submatrix of $\boldsymbol{A}$, formally $\left[A_{i j}\right]_{i \in \mathcal{O}_{1}, j \in \mathcal{O}_{2}}$, where $\mathcal{O}_{1}=\{a, \ldots, b\}, \mathcal{O}_{2}=$ $\{c, \ldots, d\}$.

## Kinematics

$n \quad$ Degrees of freedom
$\boldsymbol{q} \quad$ Generalized coordinates, $\boldsymbol{q} \in \mathbb{R}^{n}$
$\boldsymbol{x} \quad$ State-space, $\boldsymbol{x}=(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \in \mathcal{T} \mathcal{Q} \subset \mathbb{R}^{2 n}$
$\mathcal{T} \mathcal{Q}$ Tangent bundle of $\mathcal{Q}$
$\boldsymbol{J}$ JacobianTotal time derivative,$=\Delta t$Apparent (partial) time derivative, $\square$ $=\frac{\partial \square}{\partial t}$Second apparent (partial) time derivative, $\stackrel{\circ}{\square}=\frac{\partial^{2} \square}{\partial t^{2}}$
$c_{\theta}, s_{\theta} \quad$ Abbreviations for $\cos \theta$ and $\sin \theta$, respectively
${ }^{B} \boldsymbol{R}_{A} \quad$ Linear rotation in $S O(3)$, projecting coordinates in orientation of frame $A$ to the orientation of frame $B$
${ }^{B} \boldsymbol{T}_{A} \quad$ Linear homogeneous transformation in $S O(3)$ for transforming the coordinates of a point in frame $A$ to coordinates of frame $B$

## Kinetics

$m \quad$ Number of inputs to the physical system
$\boldsymbol{u} \quad$ Physical inputs, $\boldsymbol{u} \in \mathbb{R}^{m}$
$\mathcal{I} \quad$ Scalar inertia, $\mathcal{I} \in \mathbb{R}$
$\mathcal{I} \quad$ Rotational inertia tensor, $\mathcal{I} \in \mathbb{R}^{3 \times 3}$
$\mathcal{M} \quad$ Mass matrix, including rotation and translation, $\mathcal{M} \in \mathbb{R}^{6 \times 6}$
$p$ Number of outputs
$\boldsymbol{y} \quad$ Output error
$\boldsymbol{y}^{a} \quad$ Actual output
$\boldsymbol{y}^{d} \quad$ Desired output
$\boldsymbol{h}(\cdot) \quad$ Output function (error), actual minus desired
$\boldsymbol{h}^{a}(\cdot) \quad$ Actual output function
$\boldsymbol{h}^{d}(\cdot) \quad$ Desired output function
$L_{\boldsymbol{f}} \boldsymbol{h}(\boldsymbol{x}) \quad$ Lie-derivative of $\boldsymbol{h}(x)$ along $\boldsymbol{f}(\boldsymbol{x}), L_{\boldsymbol{f}} \boldsymbol{h}(\boldsymbol{x})=\frac{\partial \boldsymbol{h}}{\partial \boldsymbol{x}} \boldsymbol{f}(\boldsymbol{x})$
$\boldsymbol{\alpha} \quad$ Parameter set, a tuple of vectors
$\boldsymbol{\Phi}(\boldsymbol{x}) \quad$ Coordinate transform to output and zero dynamics state space coordinates
$\boldsymbol{\eta} \quad$ Output state-space coordinates, $\boldsymbol{\eta}=(\boldsymbol{y}, \dot{\boldsymbol{y}})^{T}$
$\boldsymbol{\xi} \quad$ Zero dynamics coordinates
$\boldsymbol{\mu} \quad$ Output-space inputs
$\mathcal{A} \quad$ Feedback linearization decoupling matrix
$L_{f} \quad$ Feedback linearization feedforward term
$\varepsilon \quad$ Feedback control gain, where a larger value increases the rate of convergence

Hybrid Systems
$\bar{\Sigma} \quad$ Dynamics defining the discrete and continuous dynamics
$\boldsymbol{\Delta}_{R}(\boldsymbol{x}) \quad$ Reset map, mapping $\boldsymbol{x}^{-}$to $\boldsymbol{x}^{+}$
$\boldsymbol{\Delta}_{\boldsymbol{q}}(\boldsymbol{q}) \quad$ Reset map, mapping $\boldsymbol{q}^{-}$to $\boldsymbol{q}^{-}$
$\Delta_{\dot{\boldsymbol{q}}}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \quad$ Reset map, mapping $\dot{\boldsymbol{q}}^{-}$to $\dot{\boldsymbol{q}}^{-}$
$\boldsymbol{\mathcal { R }} \quad$ Relabeling map, mapping $\boldsymbol{q}^{-}$to $\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{ \pm}$to $\dot{\boldsymbol{q}}^{+}$
$\boldsymbol{P}_{\dot{\boldsymbol{q}}} \quad$ Dynamically-consistent null space projection, mapping $\dot{\boldsymbol{q}}^{-}$to $\dot{\boldsymbol{q}}^{ \pm}$
$\square^{-} \quad$ A value at pre-impact, pre-relabeling (the end of a step in singledomain walking)$\pm \quad$ A value at post-impact, pre-relabelingA value at post-reset, post-impact, post-relabeling (the beginning of a step in single-domain walking)
$\boldsymbol{\varphi}_{t}(\boldsymbol{x}) \quad$ The flow of a solution at time $t$ starting from $\boldsymbol{x}$
$\mathcal{P}_{\boldsymbol{\varphi}}\left(\boldsymbol{x}^{-}\right)$The Poincaré return map of pre-impact state
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## 1. INTRODUCTION

Robotics is seeing a large surge in revolutionary control methods to physically realize complex behaviors. Through disasters such as the Fukushima Daichii nuclear reactor meltdown [69], it has become increasingly apparent that our technology, albeit very advanced, still comes short of being effective when deployed in these types of situations. The Fukushima disaster resulted in a major accident (INES Level 7), where a substantial amount of damage from the meltdown resulted from "cascading nuclear disaster" that may have been mitigated had operators been able to restore backup generators by pumping out flood water, and turning the release valve in the first reactor room to vacate hydrogen gas into the atmosphere. The conditions proved too dangerous for humans, and too difficult for robots at the time to perform. Contests, specifically the DARPA Robotics Competition ${ }^{1}$, have focused on this apparent gap in technology and the needs present, and have fostered the continued growth of robotics in the realm of mobile manipulation. Advances have also been seen in the area of assistance, specifically prosthetic devices [8, 24] and exoskeletons [64].

In the area of robotic locomotion, there are a plethora of successes to examine [29], including novel robots such as the WL- and WABIAN-series of robots from Waseda University [31, 74], the running Planar Biped [22], Tad McGeer's passive dynamic walker [40], Honda ASIMO [21], the HRP series [30], Spring Flamingo [51], M2-V2 [50], jogging Johnie [47], Wisse's passive walker with an upper body [70] COMAN [36, 62], the DLR biped [44], Roboray [33], PETMAN [43], SARCOS Primus [68], ATLAS [58, 14], and several others. For underactuated bipedal robots, walking using

[^0]hybrid zero dynamics has been achieved on the following as early as 2003: RABBIT [65, 66, 67], MABEL [17] (2009), ATRIAS [20] (a.k.a. MARLO [11]), ERNIE [38], AMBER $1[3,71]$, and during the phase immediately preceding heel strike phase in multi-contact walking for AMBER 2 [75, 37, 35, 56].

The goal of this research is to contribute towards the technology in robotics by showing the feasibility of implementing robust, physically realizable, energy efficient walking. The main objective of this thesis is to introduce the simple concept of the Ideal Model Resolved Motion Method (IM-RMM), which implements an ideal torque control by integrating forward the ideal closed-loop dynamics starting from the actual state measured on hardware to produce desired positions and velocities to send to hardware. To paraphrase Dr. Jonathan Hurst in conversation, no matter how much fidelity a model may contain, it will never be perfect. This provides the motivation: to prototype the feedback behavior of theoretically stable, model-dependent torque controllers without the need for extensive system identification as was done in [45].

The nature of resolving a desired position and velocity from a torque control model motivates the name inherited from the resolved motion method [55] used for inverse kinematics. To the authors' knowledge, there is no other formally published evidence of underactuated biped walking that has been achieved via IM-RMM using PD control, despite the technique's simplicity. In several surveys of robotic control and locomotion, with topics covering operational-space task control [55], general motion control [25], force control [63], robust industrial control [34, 1], feedback linearization [18], ZMP control [55], and local neuromuscular control [53], there are no techniques that appear to be the same as IM-RMM. There are methods that incorporate the integration of reduced-order models to produce trajectories for planning. These methods are employed in spring-loaded inverted pendulum (SLIP) models, such as in [16], with an example of code implementation published by Oregon State

University's Dynamic Robotics Laboratory in the ATRIAS code repository. ${ }^{2}$ Another example is with the simplified linear inverted pendulum model (LIPM), which is used to realize step-based push recovery by planning a trajectory for the center of pressure (CoP) using Model-Predictive Control in [61]. The most similar technique that the author has found is the Nonlinear Model Predictive Control methods presented in [9], referencing [2], which was applied on a simulated model of the underactuated robot, RABBIT. This method is effectively a Nonlinear Model Predictive Control method, with the caveat that the time horizon is only one control cycle forward, with no active minimization taking place with respect to the horizon. For this reason, the author believes this to be a novel approach to achieving underactuated bipedal walking.

This thesis is organized as follows: Section 2 provides a general theoretical basis for modeling robotic manipulators, modeling walking mechanisms using the formality of hybrid systems, the human-inspired control framework (including the optimization), and the ideal model resolved motion method (IM-RMM) used to prototype ideal torque controllers and realize underactuated bipedal walking on physical hardware. Section 4 first introduces the experiment platform used to realize bipedal walking: DURUS, the prototype walking platform designed and built by SRI International ${ }^{3}$. Given the motivation of having the low-level control system provided by SRI, a discussion of the technologies used to implement the system are briefly discussed. Afterwards, the results are discussed in Section 5. The thesis concludes in Section 6, restating the contribution of this work and presenting future directions that will be taken in the overarching project of which this thesis is a part.

[^1]
## 2. THEORY

The theory for the modeling and control can be very involved, and therefore requires sufficient motivation for sacrificing time and funds towards synthesizing these tools. This section provides a simple, concise review of the concepts that are used to construct the human-inspired framework [3], and how this framework is applied to the two model configurations of the hardware testbed, DURUS. The controllers discussed in this section are constrained to three of the well-published control techniques employed in the AMBER Lab: (a) the Hybrid Zero Dynamics (HZD) reconstruction, (b) input-output partial feedback linearization, and (c) Rapidly Exponentially Stabilizing Control Lyapunov Function Quadratic Programs (CLF-QPs). Following these controllers, the ideal model resolved motion method is introduced, including how it is incorporated into the real-time control system.

### 2.1 Modeling

While the abstract mathematics of control is concise and can provide an amazing wealth of information, this information has no significance if the mathematics are not tied to an objective, concrete model of a system with clear indications of how the aspects of the model relate to reality.

The modeling of robotic manipulators has been covered in depth, with a variety of techniques that afford a research formal frameworks in which to specify and validate said models. Modeling is also subdivided into two sections: kinematic modeling, which involves the positions, velocities, and accelerations of a system given the degrees of freedom and constraints governing the kinematics; and kinetic modeling or dynamics modeling that govern the relation among the positions, velocities, and accelerations, and the internal and external forces that occur for a system due to
its physical inertial parameters, relations that constrain a system's movement along surfaces defining the system's energy.

### 2.1.1 Kinematic Modeling

An important first step to modeling is establishing the conventions that govern the kinematics and kinetics. As stated previously, this involves stating the degrees of freedom and the kinematic constraints. In this thesis, solely kinematic degrees of freedom are considered in the modeling of mechanical system, and only revolute and prismatic joints are considered.

To facilitate a more concise definitions of these terms, the following symbols are provided: $n$ is the number of degrees of freedom available to the system, and $\boldsymbol{q} \in \mathbb{R}^{n}$ is a vector of generalized coordinates which contain the states of the degrees of freedom with respect to the reference configuration, which is used for defining the "home" state of the robot. A more in-depth review of kinematic modeling may be found in Section B.

### 2.1.2 Kinetic Modeling

Given the positions and velocities, and assuming that the angular and linear velocity Jacobians are available, the dynamics of a system may be computed. First, for each body $i$, define the body-frame spatial velocity, $\hat{\boldsymbol{v}}_{i}$, at the center of mass of a body driven by joint $i$, as in $[42,15]$ :

$$
\hat{\boldsymbol{v}}_{i}=\left[\begin{array}{c}
\boldsymbol{v}_{i}  \tag{2.1}\\
\boldsymbol{\omega}_{i}
\end{array}\right]
$$

and the mass matrix:

$$
\boldsymbol{\mathcal { M }}_{i}=\left[\begin{array}{cc}
m_{i} \boldsymbol{I}_{3 \times 3} & \mathbf{0}_{3 \times 3}  \tag{2.2}\\
\mathbf{0}_{3 \times 3} & \boldsymbol{\mathcal { I }}_{i}
\end{array}\right]
$$

where $m_{i}$ is the body mass and $\mathcal{I}_{i} \in \mathbb{R}^{3 \times 3}$ is the rotational inertia aligned with the body frame centered at the center of mass. The rotational and linear kinetic energy of the system can be defined as:

$$
\begin{equation*}
\mathcal{T}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\frac{1}{2} \sum_{i=1}^{n} \hat{\boldsymbol{v}}_{i}(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \boldsymbol{\mathcal { M }}_{i} \hat{\boldsymbol{v}}_{i}(\boldsymbol{q}, \dot{\boldsymbol{q}}) . \tag{2.3}
\end{equation*}
$$

The potential energy can be computed as:

$$
\begin{equation*}
\mathcal{V}(\boldsymbol{q})=\sum_{i=1}^{n} m_{i} g\left({ }^{0} \boldsymbol{z} \cdot{ }^{0} \boldsymbol{p}_{i}\right) \tag{2.4}
\end{equation*}
$$

where $g=9.81 \mathrm{~m} / \mathrm{s}^{2}$ is the gravitational constant, ${ }^{0} \boldsymbol{z}$ is the direction facing opposite of gravity, and ${ }^{0} \boldsymbol{p}_{i}$ is the position of the center of mass of the body $i$.

With this information, the Euler-Lagrange equation of motion may be derived first using the Lagrangian,

$$
\begin{equation*}
\mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\mathcal{T}(\boldsymbol{q}, \dot{\boldsymbol{q}})-\mathcal{V}(\boldsymbol{q}) \tag{2.5}
\end{equation*}
$$

and incorporating it into the equation,

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{\boldsymbol{q}}}\right)-\frac{\partial \mathcal{L}}{\partial \boldsymbol{q}}=\boldsymbol{\Gamma} \tag{2.6}
\end{equation*}
$$

where $\boldsymbol{\Gamma}$ are the generalized external forces. In the case for control, we have $\boldsymbol{\Gamma}=$ $\boldsymbol{B}(\boldsymbol{q}) \boldsymbol{u}$, where $\boldsymbol{B}(\boldsymbol{q}) \in \mathbb{R}^{n \times m}$ is the actuation matrix and $\boldsymbol{u} \in \mathbb{R}^{m}$ is the vector of a total of $m$ physical inputs available to a mechanical system. This yields the equation
for the unconstrained dynamics:

$$
\begin{equation*}
\boldsymbol{D}(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\boldsymbol{H}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\boldsymbol{B}(\boldsymbol{q}) \boldsymbol{u} \tag{2.7}
\end{equation*}
$$

where $\boldsymbol{H}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{G}(\boldsymbol{q})$ and $\boldsymbol{G}(\boldsymbol{q})=\frac{\partial \mathcal{V}}{\partial \boldsymbol{q}}(\boldsymbol{q})$.
Constrained dynamics is not use thoroughly in this thesis, but because it is a topic of importance, it is reviewed in Section C, which introduces the notation $\boldsymbol{h}_{c}(\boldsymbol{q}): \mathcal{Q} \rightarrow$ $\mathbb{R}^{n_{c}}$ for a holonomic constraint, where $n_{c}$ is the number of constraints in the system.

### 2.1.3 Mechanical Hybrid Systems

As shown in [3], symmetric, rigid, planar, underactuated bipedal walking can most concisely represented as a one domain hybrid system. A hybrid system is a mathematical construct that defines a system composed of continuous dynamics in domains that are separated by discrete transitions.

A mechanical system of state space dimension $2 n$ has a configuration space $\mathcal{Q} \subset \mathbb{R}^{n}$, with coordinates $\boldsymbol{q} \in \mathcal{Q}$, and a tangent bundle $T \mathcal{Q} \subset \mathbb{R}^{2 n}$, where $\boldsymbol{x}=(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T}$ represents the state space with $\boldsymbol{x} \in T \mathcal{Q}$. Informally, the tangent bundle is the set of generalized positions and velocities that are achievable within the defined domain of a system.

A single-domain and single-transition hybrid control system can be formally defined as the tuple:

$$
\begin{equation*}
\mathcal{H C}=\left(\mathcal{D}, \mathcal{U}, \mathcal{S}, \boldsymbol{\Delta}_{R}, \boldsymbol{f}, \boldsymbol{g}\right) \tag{2.8}
\end{equation*}
$$

where:

- $\mathcal{D} \subset T \mathcal{Q}$ is the domain,
- $\mathcal{U} \subset \mathbb{R}^{m}$ is set of admissible controls, with $\boldsymbol{u} \in \mathcal{U}$,
- $\mathcal{S}: \mathcal{D} \rightarrow \mathbb{R}$ defines the switching surface at which the discrete transition occurs,
- $\Delta_{R}: \mathcal{D} \rightarrow \mathcal{D}$ is a smooth reset map that occurs at the surface $\mathcal{S}$, and
- $\boldsymbol{f}: T \mathcal{Q} \rightarrow \mathbb{R}^{2 n}$, the drift vector field, and $\boldsymbol{g}: T \mathcal{Q} \rightarrow \mathbb{R}^{2 n \times m}$, the input map, are smooth vector fields that define the first-order dynamics of the system,

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\boldsymbol{f}(\boldsymbol{x})+\boldsymbol{g}(\boldsymbol{x}) \boldsymbol{u} \tag{2.9}
\end{equation*}
$$

In the case of a second-order rigid body system, we define the vector fields as:

$$
\boldsymbol{f}(\boldsymbol{x})=\left[\begin{array}{c}
\dot{\boldsymbol{q}}  \tag{2.10}\\
\boldsymbol{D}(\boldsymbol{q})^{-1}(\boldsymbol{B} \boldsymbol{u}-\boldsymbol{H}(\boldsymbol{q}, \dot{\boldsymbol{q}}))
\end{array}\right], \boldsymbol{g}(\boldsymbol{x})=\left[\begin{array}{c}
\mathbf{0}_{n \times m} \\
\boldsymbol{D}(\boldsymbol{q})^{-1} \boldsymbol{B}
\end{array}\right] .
$$

The full definition of the reset map, $\boldsymbol{\Delta}_{R}\left(\boldsymbol{x}^{-}\right)$, incorporates an impact model and state relabeling, both of which are defined in Sec. 2.1.3.1 and Sec. 2.1.4 due to model-specific considerations.

### 2.1.3.1 Impact Model

In the context of mechanical control systems, the guard surface $\mathcal{S}$ is encountered transition due to a change in the physical constraints that are active for a given system due to impact. This thesis follows the conventions from the rest of the virtual constraints walking literature, modeling impacts as perfectly plastic and instantaneous as shown in [67, p. 55], given pre-impact velocities, $\dot{\boldsymbol{q}}^{-}$, a new constraint, $\boldsymbol{h}_{c}\left(\boldsymbol{q}_{e}\right), \boldsymbol{h}_{c}: \mathbb{R}^{n_{e}} \rightarrow \mathbb{R}^{n_{c}}$, the post-impact velocities, $\dot{\boldsymbol{q}}^{ \pm}$, are computed with the following assumptions for the impulse due to impact, where the impact:

1. occurs instantaneously,
2. does not affect the positions, $\boldsymbol{q}^{ \pm}=\boldsymbol{q}^{-}$, and
3. conserves momentum,
4. satisfies the new constraint that models the impact.

Mathematically, the conservation is realized as

$$
\begin{equation*}
\boldsymbol{D}_{e}\left(\boldsymbol{q}_{e}\right)\left(\dot{\boldsymbol{q}}_{e}^{ \pm}-\dot{\boldsymbol{q}}_{e}^{-}\right)=\boldsymbol{J}_{c}^{T}\left(\boldsymbol{q}_{e}\right) \mathcal{F}_{e x t} \tag{2.11}
\end{equation*}
$$

where $\boldsymbol{J}_{c}\left(\boldsymbol{q}_{e}\right)=\frac{\partial \boldsymbol{h}_{c}}{\partial \boldsymbol{q}_{e}}\left(\boldsymbol{q}_{e}\right)$ is the Jacobian of the constraints, and $\mathcal{F}_{\text {ext }} \in \mathbb{R}^{n_{c}}$ is the vector of external impulsive forces that occur over the instantaneous instant of impact due to the constraint $\boldsymbol{h}_{c}$. The satisfaction of the constraint is modeled as

$$
\begin{equation*}
\boldsymbol{J}_{c}\left(\boldsymbol{q}_{e}\right) \dot{\boldsymbol{q}}_{e}^{+}=\mathbf{0}_{n_{c}} . \tag{2.12}
\end{equation*}
$$

This is a form of the Lagrange multiplier equation, which lends itself to the solution:

$$
\begin{align*}
& {\left[\begin{array}{c}
\dot{\boldsymbol{q}}_{e}^{ \pm} \\
\mathcal{F}_{e x t}
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{P}_{\dot{\boldsymbol{q}}_{e}} \\
\boldsymbol{P}_{\mathcal{F}}
\end{array}\right] \dot{\boldsymbol{q}}_{e}^{-}}  \tag{2.13}\\
& \boldsymbol{P}_{\mathcal{F}}\left(\boldsymbol{q}_{e}\right)=-\left(\boldsymbol{J}_{c} \boldsymbol{D}_{e}^{-1} \boldsymbol{J}_{c}^{T}\right)^{-1} \boldsymbol{J}_{c}  \tag{2.14}\\
& \boldsymbol{P}_{\dot{\boldsymbol{q}}_{e}}\left(\boldsymbol{q}_{e}\right)=\boldsymbol{D}_{e}^{-1} \boldsymbol{J}_{c}^{T} \boldsymbol{P}_{\mathcal{F}}+\boldsymbol{I}_{n_{e} \times n_{e}} \tag{2.15}
\end{align*}
$$

where $\boldsymbol{P}_{\mathcal{F}}$ projects the pre-impact velocities to the impulsive forces required to enforce a change in the velocities, and $\boldsymbol{P}_{\dot{\boldsymbol{q}}_{e}}$ projects the pre-impact velocities to the dynamically consistent null-space of the constraint yielding the null-space velocities, as stated in [27], which is equivalent to $\overline{\boldsymbol{N}}\left(\boldsymbol{q}_{e}\right)$ shown in Sec. C.1.

### 2.1.4 Testbed Overview

This section provides a description of the physical testbed to provide the motivation for the modeling chosen. The testbed in this thesis is DURUS, designed and built by SRI International, who also provided the low-level software necessary for real-time control. Two configurations of DURUS is shown in Fig. 2.1, one with a small torso, with a total mass of 21 kg , and a configuration with a larger torso with a total mass of 31.5 kg . The robot has a total of 5 -links, with underactuated point feet, which motivates the use of the 5 -link model with a torso. The corresponding kinematic and kinetic parameters are shown in Fig. 2.2, and the parameters themselves are defined in Table 2.1 which were obtained from measurements in SolidWorks and on the physical hardware.


Figure 2.1: Two configurations of DURUS, built by SRI International.


Figure 2.2: A diagram of the 5 -link biped.

The model is considered to be planar due to the constraint of the boom attached, the same boom as was used for AMBER 2 [37], designed and built by Michael Zeagler, with different counterweights due to the removal of unneeded equipment. The testbed workstation is shown in Fig. 2.3, which includes a larger view of the boom. An important note, in this case, is that the vectors are still in three dimensions. This allows for the model to be extended to three dimensions by simply extending the model along the $y$-axis and using the same rotations about this axis. Such work was used in [48].

The extended configuration coordinates for this model are $\boldsymbol{q}_{e}=(\boldsymbol{p}, \boldsymbol{q})^{T}$, composed of:

$$
\begin{align*}
\boldsymbol{q} & =\left[\begin{array}{lllll}
q_{s a} & q_{s k} & q_{s h} & q_{n s h} & q_{n s k}
\end{array}\right]^{T}  \tag{2.16}\\
\boldsymbol{p} & =\left[\begin{array}{ll}
p^{x} & p^{z}
\end{array}\right]^{T} \tag{2.17}
\end{align*}
$$

where the "s" prefix stands for the stance (supporting) leg, the "ns" prefix stands for

Table 2.1: Model Parameters.

| Label (subscript) | $L(\mathrm{~m})$ | $m(\mathrm{~kg})$ | $c^{x}(\mathrm{~m})$ | $c^{z}(\mathrm{~m})$ | $\mathcal{I}^{y}\left(\mathrm{~kg} \cdot \mathrm{~m}^{2}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Light Torso |  |  |  |  |  |  |
| Calf (c) | 0.43 | 1.2 | 0 | 0.234 | 0.035 |  |
| Thigh (t) | 0.43 | 8.8 | 0 | 0.218 | 0.18 |  |
| Torso (T) | 0.13 | 1.72 | 0.002 | 0.048 | 0.0096 |  |
| Heavy Torso |  |  |  |  |  |  |
| Calf (c) | 0.46 | 1.2 | 0 | 0.266 | 0.035 |  |
| Thigh (t) | 0.43 | 8.8 | 0 | 0.218 | 0.18 |  |
| Torso (T) | 0.13 | 11.5 | 0.02 | 0.16 | 0.48 |  |

nonstance (swing) leg, and the subfixes "a", " $k$ ", and "h" stand for ankle, knee, and hip, respectively. The coordinates $p^{x}$ and $p^{z}$ represent the Cartesian coordinates of the stance foot. Note that the true floating-base coordinates, $\boldsymbol{q}_{b}$, should be considered as $\left(p^{x}, p^{z}, q_{s a}\right)^{T}$, due to underactuation at the ankle.

Regarding the dynamics, the standard rigid body methods are used to define the robot using a parent-child relationship as in Sec. 2.1.1, which then pave way to the rigid body equations of motion shown in Sec. 2.1.2. The reduction to the local coordinates, $\boldsymbol{q}$, is due to the model being built from the foot. Since the stance foot is pinned such that $\boldsymbol{h}_{c}\left(\boldsymbol{q}_{e}\right)=\boldsymbol{p}$, where $\boldsymbol{p}$ are direct coordinates in $\boldsymbol{q}_{e}$, equivalent dynamics can be achieved by reducing the coordinates. A quick review of this is shown in the appendix (Section C).

The hardware has four actuators, geared with a novel low-friction transmission from SRI International, placed at both of the knees and both of the hips. This results in the number of physical inputs being $m=4$.

To more accurately represent the dynamics of the robot, the inertial effects of both the boom and the motors are incorporated. The boom, shown in Fig. 2.3, is


Figure 2.3: The setup used for operating DURUS (based on [37]), labeled as follows: (1) DURUS with motor power supplied by batteries onboard, (2) the control workstation, (3) the boom, used to constrain DURUS to the saggital plane, (4) logic power supply, and (5) the Emergency-Stop switch.
modeled as in $[67,37,38]$, where the potential energy of the system is zero using counterweights, and the kinetic energy is incorporated into the inertia by assuming a linear relationship between the boom's roll, $\theta^{\text {roll }}$, and yaw, $\theta^{\text {yaw }}$, and the hip's vertical, $p_{b o o m}^{z}$, and horizontal position, $p_{b o o m}^{x}$. Given that the boom radius is $L_{\text {boom }}=2.5 \mathrm{~m}$ and is attached a distance $L_{T}$ above the hip, the expressions for positions are:

$$
\begin{align*}
\theta^{\text {yaw }}(\boldsymbol{q}) & =\frac{p_{\text {boom }}^{x}(\boldsymbol{q})}{L_{\text {boom }}}  \tag{2.18}\\
\theta^{\text {roll }}(\boldsymbol{q}) & =\frac{p_{\text {boom }}^{z}(\boldsymbol{q})}{L_{\text {boom }}^{z}} \tag{2.19}
\end{align*}
$$

which then leads to incorporating the kinetic energy as:

$$
\begin{align*}
\boldsymbol{D}_{\text {boom }}(\boldsymbol{q}) & =\boldsymbol{J}_{\text {boom }}(\boldsymbol{q})^{T} \boldsymbol{\mathcal { I }}_{\text {boom }} \boldsymbol{J}_{\text {boom }}(\boldsymbol{q})  \tag{2.20}\\
\boldsymbol{\mathcal { I }}_{\text {boom }} & =\left[\begin{array}{cc}
2.53 & 0 \\
0 & 1.66
\end{array}\right] \mathrm{kg} \cdot \mathrm{~m}^{2}  \tag{2.21}\\
\boldsymbol{J}_{\text {boom }}(\boldsymbol{q}) & =\frac{\partial}{\partial \boldsymbol{q}}\left[\begin{array}{c}
\theta^{\text {yaw }}(\boldsymbol{q}) \\
\theta^{\text {roll }}(\boldsymbol{q})
\end{array}\right] \tag{2.22}
\end{align*}
$$

The motors are incorporated by assuming that rotation occurs at the joints. First, the inertias are defined as $\mathcal{I}_{\text {motor }}=3 \cdot 10^{-7} \mathrm{~kg} \cdot \mathrm{~m}^{2}$, with the gear ratios of $N_{\text {motor }}=30.7$. This yields the apparent inertia, $N_{\text {motor }}^{2} \mathcal{I}_{\text {motor }}$, which is placed at each actuated joint, yielding the additional inertia matrix:

$$
\boldsymbol{D}_{\text {motor }}=\left[\begin{array}{cc}
0 & \mathbf{0}_{1 \times m}  \tag{2.23}\\
\mathbf{0}_{m \times 1} & N_{\text {motor }}^{2} \mathcal{I}_{\text {motor }} \boldsymbol{I}_{m \times m}
\end{array}\right]
$$

Let $\boldsymbol{D}_{\text {nominal }}(\boldsymbol{q})$ be the rigid body inertia derived from the nominal kinetic energy in Equation (2.3). Thus, the resulting inertia matrix, $\boldsymbol{D}(\boldsymbol{q})$, is now:

$$
\begin{equation*}
\boldsymbol{D}(\boldsymbol{q})=\boldsymbol{D}_{\text {nominal }}(\boldsymbol{q})+\boldsymbol{D}_{\text {boom }}(\boldsymbol{q})+\boldsymbol{D}_{\text {motor }} \tag{2.24}
\end{equation*}
$$

The switching surface is defined for this system simply as:

$$
\begin{equation*}
\mathcal{S}=\left\{\boldsymbol{x}: h_{R}(\boldsymbol{q})=0, \dot{h}_{R}(\boldsymbol{q}, \dot{\boldsymbol{q}})<0\right\}, \tag{2.25}
\end{equation*}
$$

where the guard $h_{R}(\boldsymbol{q})$ is defined as the vertical position of the nonstance foot,
$p_{n s f}^{z}(\boldsymbol{q})$. The smooth impact map is then defined using the extended coordinates as in Sec. 2.1.3.1, with the constraints:

$$
\boldsymbol{h}_{c}\left(\boldsymbol{q}_{e}\right)=\left[\begin{array}{l}
p_{e, n s f}^{x}\left(\boldsymbol{q}_{e}\right)  \tag{2.26}\\
p_{e, n s f}^{z}\left(\boldsymbol{q}_{e}\right)
\end{array}\right],
$$

where $p_{e, n s f}^{x}\left(\boldsymbol{q}_{e}\right)$ and $p_{e, n s f}^{z}\left(\boldsymbol{q}_{e}\right)$ are the forward kinematics of $x$ - and $z$ - position of the nonstance foot using extended coordinates.

Since only one domain is considered in this symmetric model, the coordinates are relabeled when resetting. Given the symmetric modeling of the system, a circular relabeling matrix, $\mathcal{R} \in \mathbb{R}^{n \times n}$, is defined as in [67, p. 57] such that positions and velocities may be "projected" from a state when the stance leg switches, i.e., when the prior stance leg strikes the ground and the a new stance must be considered. If one considers the coordinates $\boldsymbol{q}^{L}$ and $\boldsymbol{q}^{R}$ as the stance-space coordinates when the stance is the left and right leg, respectively, then the following relations hold:

$$
\begin{aligned}
\boldsymbol{q}^{R} & =\boldsymbol{\mathcal { R }} \boldsymbol{q}^{L} \\
\dot{\boldsymbol{q}}^{R} & =\boldsymbol{\mathcal { R }} \dot{\boldsymbol{q}}^{L} \\
\boldsymbol{q}^{L} & =\boldsymbol{\mathcal { R }} \boldsymbol{q}^{R} \\
\dot{\boldsymbol{q}}^{L} & =\boldsymbol{\mathcal { R }} \dot{\boldsymbol{q}}^{R}
\end{aligned}
$$

noting that the circular identity, $\boldsymbol{\mathcal { R } \mathcal { R }}=\boldsymbol{I}_{n \times n}$, is held. In this case, the relabeling
matrix is defined as:

$$
\mathcal{R}=\left[\begin{array}{ccccc}
1 & 1 & -1 & -1 & -1  \tag{2.27}\\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0
\end{array}\right]
$$

The smooth reset map, $\boldsymbol{\Delta}_{R}\left(\boldsymbol{x}^{-}\right)$, is defined by first applying the impact map to the velocities then relabeling the angles, which yields:

$$
\begin{align*}
\Delta_{R}\left(\boldsymbol{x}^{-}\right)=\boldsymbol{x}^{+}=\left[\begin{array}{c}
\boldsymbol{q}^{+} \\
\dot{\boldsymbol{q}}^{+}
\end{array}\right] & =\left[\begin{array}{c}
\boldsymbol{\Delta}_{\boldsymbol{q}} \boldsymbol{q}^{-} \\
\Delta_{\dot{\boldsymbol{q}}}\left(\boldsymbol{q}^{-}\right) \dot{\boldsymbol{q}}^{-}
\end{array}\right]  \tag{2.28}\\
\boldsymbol{\Delta}_{\boldsymbol{q}} & =\mathcal{R}  \tag{2.29}\\
\Delta_{\dot{\boldsymbol{q}}}\left(\boldsymbol{q}^{-}\right) & =\mathcal{R} \boldsymbol{P}_{\dot{\boldsymbol{q}}}\left(\boldsymbol{q}^{-}\right) \boldsymbol{P}_{\dot{\boldsymbol{q}}}\left(\boldsymbol{q}^{-}\right) \quad=\boldsymbol{\iota} \boldsymbol{P}_{\dot{\boldsymbol{q}}_{e}}\left(\boldsymbol{\iota}_{e} \boldsymbol{q}^{-}\right) \tag{2.30}
\end{align*}
$$

noting that $\dot{\boldsymbol{q}}^{+}=\boldsymbol{\mathcal { R }} \dot{\boldsymbol{q}}^{ \pm}$, where the projections:

$$
\boldsymbol{\iota}_{e}=\left[\begin{array}{l}
\mathbf{0}_{2 \times n} \\
\boldsymbol{I}_{n \times n}
\end{array}\right]
$$

maps from reduced coordinates to extended coordinates, and:

$$
\boldsymbol{\iota}=\left[\begin{array}{ll}
\mathbf{0}_{n \times 2} & \boldsymbol{I}_{n \times n}
\end{array}\right]
$$

maps from extended coordinates to reduced coordinates.

### 2.2 Ideal Controllers

This section provides the motivation for formal ideal torque controllers that guarantee exponential convergence: input-output feedback linearization (IO), and Rapidly Exponentially Stabilizing Control Lyapunov Function Quadratic Programs (CLF-QPs), presented in [6]. These controllers are then used to segue into the Human-Inspired Control section.

### 2.2.1 Partial Input-Output Feedback Linearization

The concept of partial input-output feedback linearization, as introduced in [52], provides a means to take the smooth, nonlinear dynamics of a system with a given set of inputs, provide a control objective of zeroing a set of output errors, and provide a coordinate transformation that first provides linear dynamics for the output error given an output-space input, and provides a means to map the output-space input to the physical input. Note that the outputs are also called virtual constraints introduced in [67, 3], which are constraints that are incorporated into the dynamics in a fashion similar to the holonomic constraints, except for the added feedback given that the constraints may not immediately be achieved.

First, we consider a system of $n$ degrees of freedom, with a state space of size $2 n$ and $m$ inputs. We define an output as the error between an actual output of the system and the desired output, which may be time-based or state-based. For a multi-input multi-output system, one must define multiple outputs. Normally, in the interest of controlling as much of the system as possible without redundancy, $p=m$ outputs are selected.

The outputs are concatenated into a vector and represented using the function, $\boldsymbol{h}(t, \boldsymbol{x}, \boldsymbol{\alpha}), \boldsymbol{h}: \mathbb{T} \times T \mathcal{Q} \rightarrow \mathbb{R}^{p}$, where $t \in \mathbb{T}, \boldsymbol{\alpha} \in \mathbb{A}$ is the set of parameter vectors for each desired output, and $\mathbb{A}$ is the space of possible parameter sets. The motivation
for including both time, $t$, and the state, $\boldsymbol{x}$, is to concisely allow purely time-based and state-based outputs. The actual outputs are defined as $\boldsymbol{h}^{a}(\boldsymbol{x}), \boldsymbol{h}^{a}: T \mathcal{Q} \rightarrow \mathbb{R}^{p}$, and the desired outputs may be defined as $\boldsymbol{h}^{d}(t, \boldsymbol{x}, \boldsymbol{\alpha}), \boldsymbol{h}^{d}: \mathbb{T} \times T \mathcal{Q} \times \mathbb{A}$. With these definitions, we have the relation:

$$
\begin{equation*}
\boldsymbol{h}(t, \boldsymbol{x}, \boldsymbol{\alpha})=\boldsymbol{h}^{a}(\boldsymbol{x})-\boldsymbol{h}^{d}(t, \boldsymbol{x}, \boldsymbol{\alpha}), \tag{2.31}
\end{equation*}
$$

which may be defined component-wise as:

$$
\begin{equation*}
h_{i}\left(t, \boldsymbol{x}, \boldsymbol{\alpha}_{i}\right)=h_{i}^{a}(\boldsymbol{x})-h_{i}^{d}\left(t, \boldsymbol{x}, \boldsymbol{\alpha}_{i}\right) . \tag{2.32}
\end{equation*}
$$

For congruence with existing control literature, we define final value of the output as $\boldsymbol{y}(\boldsymbol{x})=\boldsymbol{h}(t, \boldsymbol{x}, \boldsymbol{\alpha})$, suppressing the parameters, where $\boldsymbol{y}^{a}(\boldsymbol{x})=\boldsymbol{h}^{a}(\boldsymbol{x})$ and $\boldsymbol{y}^{d}(\boldsymbol{x})=$ $\boldsymbol{h}^{d}(t, \boldsymbol{x}, \boldsymbol{\alpha})$.

Next, once the outputs are selected, the relative degree, $\gamma_{i}$, of each output $i$ must be determined. This is formally defined in [52] as the condition:

$$
\begin{aligned}
L_{\boldsymbol{g}} L_{\boldsymbol{f}}^{\left(\gamma_{i}-1\right)} y_{i}(\boldsymbol{x}) & \neq \mathbf{0} \\
L_{\boldsymbol{g}} L_{\boldsymbol{f}}^{(k)} & \equiv \mathbf{0}, \quad k \leq \gamma_{i}-2,
\end{aligned}
$$

where $L_{\boldsymbol{f}} \boldsymbol{h}(\boldsymbol{x})$ is the Lie derivative operator defined as in the nomenclature. However, it may be informally stated as the number of derivatives necessary such that the physical inputs are directly present in the expression without any separation due to integration. The relative degree of all outputs together is named the vector relative degree, $\gamma=\left[\gamma_{i}\right]_{i \in \mathcal{O}_{p}}$, where $\mathcal{O}_{p}=\{1, \ldots, p\}$ is the output indexing set. For rigid mechanical systems, one may easily find the relative degree by taking derivatives until accelerations are present in the expression. The controllers considered in this
thesis have all actual outputs that are purely position-based, thus all outputs are vector relative degree two, $\boldsymbol{\gamma}=\mathbf{2}$.

Next, the coordinate transformation, $\boldsymbol{\Phi}(\boldsymbol{x})$, is found in order to yield linear dynamics for the outputs. If we choose the full-rank, linearly independent output coordinates for partial feedback linearization:

$$
\begin{gather*}
\boldsymbol{\Phi}(\boldsymbol{x})=\left[\begin{array}{l}
\boldsymbol{\eta}(\boldsymbol{x}) \\
\boldsymbol{\xi}(\boldsymbol{x})
\end{array}\right]  \tag{2.33}\\
\boldsymbol{\eta}(\boldsymbol{x})=\left[\begin{array}{l}
\boldsymbol{y}(\boldsymbol{x}) \\
\dot{\boldsymbol{y}}(\boldsymbol{x})
\end{array}\right],
\end{gather*}
$$

where $\boldsymbol{\xi}(\boldsymbol{x})$ defines the zero dynamics coordinates (to be discussed in Sec. 2.3.2), our goal is then to find the dynamics of $\dot{\boldsymbol{\eta}}$. If we assume that we have control over the directly-controlled derivative as $\ddot{\boldsymbol{y}}=\boldsymbol{\mu}$, where $\boldsymbol{\mu}$ is the output-space input, then we have the dynamics in terms of $\boldsymbol{\eta}, \boldsymbol{\mu}, \boldsymbol{F}$, and $\boldsymbol{G}$ :

$$
\dot{\boldsymbol{\eta}}=\underbrace{\left[\begin{array}{ll}
\mathbf{0}_{p \times p} & \boldsymbol{I}_{p \times p}  \tag{2.34}\\
\mathbf{0}_{p \times p} & \boldsymbol{0}_{p \times p}
\end{array}\right]}_{\boldsymbol{F}} \boldsymbol{\eta}+\underbrace{\left[\begin{array}{c}
\boldsymbol{0}_{p \times p} \\
\boldsymbol{I}_{p \times p}
\end{array}\right]}_{\boldsymbol{G}} \boldsymbol{\mu} .
$$

Choosing the output-space feedback control law:

$$
\begin{equation*}
\boldsymbol{\mu}(\boldsymbol{x})=-2 \varepsilon \dot{\boldsymbol{y}}(\boldsymbol{x})-\varepsilon^{2} \boldsymbol{y}(\boldsymbol{x}), \tag{2.35}
\end{equation*}
$$

yields the closed-loop, control canonical form:

$$
\dot{\boldsymbol{\eta}}=\left[\begin{array}{cc}
\mathbf{0}_{p \times p} & \boldsymbol{I}_{p \times p}  \tag{2.36}\\
-\varepsilon^{2} \boldsymbol{I}_{p \times p} & -2 \varepsilon \boldsymbol{I}_{p \times p}
\end{array}\right] \boldsymbol{\eta}
$$

which is Hurwitz with all poles at $-\varepsilon$. This results in the time-solution of output errors that exponentially decay to $\mathbf{0}$ at a rate of $\varepsilon$, or more formally:

$$
\begin{equation*}
\boldsymbol{y}(t)=e^{-\varepsilon t} \boldsymbol{y}_{0} \tag{2.37}
\end{equation*}
$$

where $\boldsymbol{y}_{0}$ is the initial output error.
These dynamics are the desired output dynamics, which leads us to the means of solving for the physical inputs, $\boldsymbol{u}$, such that $\ddot{\boldsymbol{y}}=\boldsymbol{\mu}$, which we may define as transforming the output-space inputs to physical inputs. Given that we already have the output relative degree, we then solve for $\boldsymbol{u}$ with the goal of $\boldsymbol{y}=\boldsymbol{\mu}$. First, computing $\ddot{\boldsymbol{y}}$ in terms of the system dynamics, with the goal of obtaining the physical inputs:

$$
\begin{align*}
\dot{\boldsymbol{y}}(\boldsymbol{x}) & =L_{\dot{\boldsymbol{x}}} \boldsymbol{y}(\boldsymbol{x})
\end{align*}=\frac{\partial \boldsymbol{y}}{\partial \boldsymbol{x}}(\boldsymbol{f}(\boldsymbol{x})+\boldsymbol{g}(\boldsymbol{x}) \boldsymbol{u})=L_{\boldsymbol{f}} \boldsymbol{y}(\boldsymbol{x}),
$$

where $L_{\boldsymbol{f}} \boldsymbol{h}(\boldsymbol{x})$ is the Lie derivative operator defined as in the nomenclature, $L_{\boldsymbol{f}}$ is the output dynamics along the physical passive dynamics, and $\mathcal{A}$ is the decoupling matrix which allows for the physical inputs to be mapped to the output evolution. An important considerations is selecting $\boldsymbol{y}$ in the presence of the dynamics $\boldsymbol{f}$ and $\boldsymbol{g}$ such that $\mathcal{A}$ is full row-rank.

This allows for $\boldsymbol{u}$ to be solved for as:

$$
\begin{equation*}
\boldsymbol{u}(\boldsymbol{x})=\boldsymbol{\mathcal { A }}(\boldsymbol{x})^{-1}\left(-L_{\boldsymbol{f}}(\boldsymbol{x})+\boldsymbol{\mu}(\boldsymbol{\eta}(\boldsymbol{x})),\right. \tag{2.39}
\end{equation*}
$$

which is an affine transformation. If $\boldsymbol{u}$ is selected according to (2.39), then the output dynamics will be realized on the physical system and yield the desired exponential convergence. This coordinate transformation, yielding an affine transformation from $\boldsymbol{\mu}$ to $\boldsymbol{u}$, can then be incorporated into more advanced forms of control. Note that the zero dynamics of the coordinate transformation, $\boldsymbol{\xi}(\boldsymbol{x})$, are discussed in the optimization in Sec. 2.3.2.

### 2.2.2 Rapidly Exponentially Stabilizing Control Lyapunov Function Quadratic Programs

Given the coordinate transformation from feedback linearization to linear output dynamics, an affine transformation from output-space input to physical inputs was made available. With this transformation, we may define a Control Lyapunov Function (CLF) to formally define convergence of the controlled outputs, and then use the Lyapunov stability criteria to pose a constraint in a quadratic program to formally guarantee exponential convergence [32]. Once this quadratic program is formulated, additional constraints and relaxations may be added to make a controller more physically feasible while relaxing the restrictions on rapid exponential convergence. This was first introduced in [4], and succinctly stated in [6].

First, given the coordinate transformation in (2.33) and the dynamics in (2.34),
we may define the Lyapunov function for the controlled convergence rate, $\varepsilon>0$, as: ${ }^{1}$

$$
\begin{align*}
V_{\varepsilon}(\boldsymbol{\eta}) & =\frac{1}{2} \boldsymbol{\eta}^{T} \boldsymbol{P}_{\varepsilon} \boldsymbol{\eta}  \tag{2.40}\\
\boldsymbol{P}_{\varepsilon} & =\boldsymbol{M}_{\varepsilon}^{T} \boldsymbol{P} \boldsymbol{M}_{\varepsilon}  \tag{2.41}\\
\boldsymbol{M}_{\varepsilon} & =\left[\begin{array}{ll}
\varepsilon \boldsymbol{I}_{p \times p} & \mathbf{0}_{p \times p} \\
\mathbf{0}_{p \times p} & \boldsymbol{I}_{p \times p}
\end{array}\right]  \tag{2.42}\\
\boldsymbol{P} & =\frac{1}{\sqrt{3}} \boldsymbol{I}_{2 p \times 2 p}+\boldsymbol{F}+\boldsymbol{F}^{T} \succ 0, \tag{2.43}
\end{align*}
$$

where $\boldsymbol{F}$ and $\boldsymbol{G}$ are defined in (2.34), and $\boldsymbol{P} \succ 0$ solves the continuous time algebraic Riccati equation (CARE):

$$
\begin{equation*}
\boldsymbol{F}^{T} \boldsymbol{P}+\boldsymbol{P} \boldsymbol{F}-\boldsymbol{P} \boldsymbol{G} \boldsymbol{G}^{T} \boldsymbol{P}=-\boldsymbol{Q} \tag{2.44}
\end{equation*}
$$

with $\boldsymbol{Q} \succ 0$ selected as $\boldsymbol{Q}=\boldsymbol{I}_{2 p \times 2 p}$. Given this formulation of $V_{\varepsilon}(\boldsymbol{\eta})$, its derivative, $\dot{V}_{\varepsilon}(\boldsymbol{\eta}, \boldsymbol{\mu})$, may be found as:

$$
\begin{align*}
& \dot{V}_{\varepsilon}(\boldsymbol{\eta}, \boldsymbol{\mu})=L_{\boldsymbol{F}} V_{\varepsilon}(\boldsymbol{\eta})+L_{\boldsymbol{G}} V_{\varepsilon}(\boldsymbol{\eta}) \boldsymbol{\mu}  \tag{2.45}\\
& L_{\boldsymbol{F}} V_{\varepsilon}(\boldsymbol{\eta})=\boldsymbol{\eta}^{T}\left(\boldsymbol{F}^{T} \boldsymbol{P}_{\varepsilon}+\boldsymbol{P}_{\varepsilon} \boldsymbol{F}\right) \boldsymbol{\eta}  \tag{2.46}\\
& L_{\boldsymbol{G}} V_{\varepsilon}(\boldsymbol{\eta})=2 \boldsymbol{\eta}^{T} \boldsymbol{P}_{\varepsilon} \boldsymbol{G} \tag{2.47}
\end{align*}
$$

which is affine in terms of $\boldsymbol{\mu}$. To enforce rapid exponential stabilization, we upper bound $\dot{V}_{\varepsilon}$ as:

$$
\begin{equation*}
\dot{V}_{\varepsilon}(\boldsymbol{\eta}, \boldsymbol{\mu}) \leq-\varepsilon \gamma V_{\varepsilon}(\boldsymbol{\eta}), \tag{2.48}
\end{equation*}
$$

where $\gamma=\frac{\lambda_{\min }(\boldsymbol{Q})}{\lambda_{\max }(\boldsymbol{P})}$.

[^2]T o now incorporate this as a quadratic program, we first choose to minimize the norm of the output error coordinates, $\boldsymbol{\eta}$, and thus have the formulation:

$$
\begin{align*}
& \boldsymbol{\mu}^{*}=\underset{\boldsymbol{\mu}}{\operatorname{argmin}} \boldsymbol{\mu}^{T} \boldsymbol{\mu}  \tag{2.49}\\
& \text { s.t. } \\
& \dot{V}_{\varepsilon}(\boldsymbol{\eta}, \boldsymbol{\mu}) \leq-\varepsilon \gamma V_{\varepsilon},
\end{align*}
$$

which may be relaxed by adding a relaxation, $\delta \in \mathbb{R}$, with relaxation weight $N \in \mathbb{R}$ and penalty factor $W \in \mathbb{R}$ :

$$
\begin{align*}
&\left(\boldsymbol{\mu}^{*}, \delta^{*}\right)=\underset{(\boldsymbol{\mu}, \delta)}{\operatorname{argmin}} \boldsymbol{\mu}^{T} \boldsymbol{\mu}+W \delta^{2}  \tag{2.50}\\
& \text { s.t. } \\
& \dot{V}_{\varepsilon}(\boldsymbol{\eta}, \boldsymbol{\mu}) \leq-\varepsilon \gamma V_{\varepsilon}+N \delta,
\end{align*}
$$

for the given CLF constraint. With this formulation, it is of interest to incorporate input saturation bounds. First, we transform the problem to a input basis in terms of $\boldsymbol{u}$ using (2.38), and then add the physical input bounds $\boldsymbol{u}_{\text {min }}$ and $\boldsymbol{u}_{\text {max }}$ :

$$
\begin{align*}
\left(\boldsymbol{u}^{*}, \delta^{*}\right)=\underset{(\boldsymbol{u}, \delta)}{\operatorname{argmin}} & \boldsymbol{u}^{T} \mathcal{A}^{T} \boldsymbol{\mathcal { A }} \boldsymbol{u}+2 L_{\boldsymbol{f}}^{T} \boldsymbol{\mathcal { A }} \boldsymbol{u}+W \delta^{2}  \tag{2.51}\\
\text { s.t. } & \boldsymbol{A}_{C L F} \mathcal{A} \boldsymbol{u}-N \delta \leq \boldsymbol{b}_{C L F}-\boldsymbol{A}_{C L F} L_{\boldsymbol{f}} \\
& -\boldsymbol{u} \leq-\boldsymbol{u}_{\min } \\
& \boldsymbol{u} \leq \boldsymbol{u}_{\max }
\end{align*}
$$

where the output-space CLF constraint values are defined as:

$$
\begin{aligned}
\boldsymbol{A}_{C L F}(\boldsymbol{\eta}) & =L_{\boldsymbol{G}} V_{\varepsilon}(\boldsymbol{\eta}) \\
\boldsymbol{b}_{C L F}(\boldsymbol{\eta}) & =-\varepsilon \gamma V_{\varepsilon}(\boldsymbol{\eta})-L_{\boldsymbol{F}} V_{\varepsilon}(\boldsymbol{\eta})
\end{aligned}
$$

Note that the relaxation coefficient, $N$, is chosen to be zero, it will yield equivalently an unrelaxed CLF constraint on the convergence rate.

### 2.3 Human-Inspired Control Framework

This section provides a brief overview of the Human-Inspired Control Framework as a means for providing trajectories that yield provably stable and inherently robust dynamics walking when combined with the control techniques covered in Sec. 2.2.

### 2.3.1 Output Selection

A set of actual outputs for the model of this thesis, the 5 -link point-foot walker, were also selected such as to provide a full rank representation of the human-walking, as discussed in $[3,72]$. They are as follows:

1. The linearized slope of the nonstance leg:

$$
\begin{align*}
\delta m_{n s l}(\boldsymbol{q}) & :=\left.\frac{\partial}{\partial \boldsymbol{q}}\left(\frac{p_{n s f}^{z}-p_{h i p}^{z}}{p_{n s f}^{x}-p_{h i p}^{x}}\right)\right|_{\boldsymbol{q}=0} \cdot \boldsymbol{q}  \tag{2.52}\\
& =-q_{s a}-q_{s k}-q_{s h}+q_{n s h}+\frac{L_{c}}{L_{c}+L_{t}} q_{n s k} \tag{2.53}
\end{align*}
$$

2. The stance knee angle:

$$
\theta_{s k}(\boldsymbol{q}):=q_{s k}
$$

3. The nonstance knee angle:

$$
\theta_{n s k}(\boldsymbol{q}):=q_{n s k}
$$

4. The angle of the torso with respect to the vertical:

$$
\theta_{t o r}(\boldsymbol{q}):=q_{s a}+q_{s k}+q_{s h} .
$$

Placing these together yield the actual output vector:

$$
\boldsymbol{h}^{a}(\boldsymbol{q})=\left[\begin{array}{c}
\delta m_{n s l}(\boldsymbol{q})  \tag{2.54}\\
\theta_{s k}(\boldsymbol{q}) \\
\theta_{n s k}(\boldsymbol{q}) \\
\theta_{\text {tor }}(\boldsymbol{q})
\end{array}\right]=\left[\begin{array}{ccccc}
-1 & -1 & -1 & 1 & \frac{L_{c}}{L_{c}+L_{t}} \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 0 & 0
\end{array}\right] \boldsymbol{q}
$$

which is linear in terms of $\boldsymbol{q}$.
A successful attempt was made at finding a canonical representation of human walking data, results of which are used thoroughly in this lab and this thesis. Data collection was performed at the University of California, Berkley, where 9 subject's walking gaits were recorded using motion capture technology, and subsequently analyzed to yield joint angles [7]. Plots of the mean human data may be found in Fig. 2.4, and an image of the experiment is depicted in Fig. 2.5. This was first presented in [57], where the solution to a second-order spring-mass-damper solution was selected as the desired output, in the form:

$$
\begin{equation*}
h_{C W F}(t, \boldsymbol{b})=e^{-b_{4} t}\left(b_{1} \cos \left(b_{2} t\right)+b_{3} \sin \left(b_{2} t\right)\right)+b_{5}, \tag{2.55}
\end{equation*}
$$

where $\boldsymbol{b} \in \mathbb{R}^{5}$ is a set of parameters, where for the spring-mass-damper system, $b_{1}$ represents the initial position, $b_{2}$ the damped natural frequency, $b_{3}$ incorporates the initial velocity, $b_{4}$ is the decay defined by product of the damping factor and the natural frequency, and $b_{5}$ is the steady state "deflection" due to gravity.

To simplify the design of robust controllers, state-based desired outputs are desired. This goal is achieved by selecting a phasing variable that is monotonically


Figure 2.4: A plot of the mean human data from the experiments in [7], with dots representing the mean data points, the red line representing the data fitted with the canonical walking function, and the bounds showing one standard deviation from the mean. Graphs originally from [3].


Figure 2.5: A snapshot of the motion capture experiment and a diagram depicting the measurements used to define the kinematics used to solve for the actual outputs during walking. Picture originally from [7].
increasing. In this case, the linearized $x$-position of the hip, $\delta p_{h i p}^{x}(\boldsymbol{q})=\boldsymbol{J}_{h i p}^{x} \boldsymbol{q}$, where $\boldsymbol{J}_{h i p}^{x}=\left.\frac{\partial p_{h i p}^{x}}{\partial \boldsymbol{q}}\right|_{\boldsymbol{q}=\mathbf{0}}$, is selected as a monotonically increasing variable, as seen in Fig. 2.4. The value is then set to zero by subtracting its initial value, and scaled to act as "time" by dividing by the desired hip velocity, $v_{d}$, yielding the function:

$$
\begin{equation*}
\tau\left(\boldsymbol{q}, v_{d}\right)=\frac{\delta p_{h i p}^{x}(\boldsymbol{q})-\delta p_{h i p}^{x}\left(\boldsymbol{q}^{+}\right)}{v_{d}} \tag{2.56}
\end{equation*}
$$

This can then be substituted in for time to yield the state-based desired value:

$$
\boldsymbol{h}^{d}(\boldsymbol{q}, \boldsymbol{\alpha})=\left[\begin{array}{c}
h_{C W F}\left(\tau\left(\boldsymbol{q}, v_{d}\right), \boldsymbol{\alpha}_{n s l}\right)  \tag{2.57}\\
h_{C W F}\left(\tau\left(\boldsymbol{q}, v_{d}\right), \boldsymbol{\alpha}_{s k}\right) \\
h_{C W F}\left(\tau\left(\boldsymbol{q}, v_{d}\right), \boldsymbol{\alpha}_{n s k}\right) \\
h_{C W F}\left(\tau\left(\boldsymbol{q}, v_{d}\right), \boldsymbol{\alpha}_{t o r}\right)
\end{array}\right],
$$

where the parameter set $\boldsymbol{\alpha}$ is defined as:

$$
\begin{equation*}
\boldsymbol{\alpha}=\left(v_{d}, \boldsymbol{\alpha}_{n s l}, \boldsymbol{\alpha}_{s k}, \boldsymbol{\alpha}_{n s k}, \boldsymbol{\alpha}_{t o r}\right) \tag{2.58}
\end{equation*}
$$

The next challenge in designing the desired trajectories is finding the parameters that yield provably robust, stable walking.

### 2.3.2 Human-Inspired Optimization

Given the formal specification of the control objective through virtual constraints, the human-inspired optimization [3] can be used to produce a parameter set and initial condition for provably stable, steady-state walking. The human-inspired optimization itself is based upon the virtual constraints optimization, described in [67] and also summarized in [38]. When the control objective is met such that $\boldsymbol{y}=\mathbf{0}_{p}$,
the system is said to be on the zero-dynamics surface [67], formally defined as

$$
\begin{equation*}
\mathbf{Z}_{\boldsymbol{\alpha}}:=\left\{\boldsymbol{x}: \boldsymbol{y}(\boldsymbol{x}, \boldsymbol{\alpha})=\mathbf{0}_{p}, L_{\boldsymbol{f}} \boldsymbol{y}(\boldsymbol{x}, \boldsymbol{\alpha})=\mathbf{0}_{p}\right\} . \tag{2.59}
\end{equation*}
$$

With the feedback linearization controller in mind, once the control objective is satisfied in a single domain of stepping, the set of states under control is forward invariant, meaning that all states that start within this state remain in the state. Thus, for dynamic bipedal walking, the challenge is to find a walking gait such that the control objective is always satisfied, even after impact. This motivates the definition of hybrid invariance [67], where the hybrid zero dynamics (HZD) condition is defined as:

$$
\begin{equation*}
\mathbf{H Z}_{\alpha}:=\Delta_{R}\left(\mathcal{S} \cap \mathbf{Z}_{\alpha}\right) \subset \mathbf{Z}_{\alpha} \tag{HZD}
\end{equation*}
$$

which implies the gait is designed such that control objective incorporates the postimpact behavior of the physical system, or, more formally, that the control objective is invariant through impact.

To give a brief overview of the optimization, the general problem formulation is

$$
\begin{aligned}
& \boldsymbol{\alpha}^{*}=\underset{\boldsymbol{\alpha}}{\operatorname{argmin}} \operatorname{Cost}(\boldsymbol{\alpha}) \\
& \mathbf{H Z}_{\boldsymbol{\alpha}} \\
& \boldsymbol{A}_{i q}^{\text {phys }}(\boldsymbol{\alpha}) \leq \mathbf{0}
\end{aligned}
$$

where $\operatorname{Cost}(\boldsymbol{\alpha})$ computes the 1-norm mechanical cost of transport, $c_{m t}^{1}$, for one step given the walking gait defined by $\boldsymbol{\alpha}$ (see discussion in Sec. 5.1), and $\boldsymbol{A}_{i q}^{\text {phys }}(\boldsymbol{\alpha})$ are nonlinear inequalities for physical constraints.

To implement the (HZD) constraint condition, the approximate fixed point inverse
kinematics can be used to compute pre-impact state of the system [5]. The preimpact coordinates are chosen due to the fact that the impact map involves a nullspace, and thus the transformation is non-invertible. The conditions given are that:

1. the pre-impact guard is satisfied, $\boldsymbol{x}^{-} \in \mathcal{S}$, with the concrete condition, $h_{R}\left(\boldsymbol{q}^{-}\right)=$ 0 , and
2. the post-impact relabeled state satisfies the control objective defined by $\boldsymbol{\alpha}$, as

$$
\boldsymbol{h}\left(\boldsymbol{\mathcal { R }} \boldsymbol{q}^{-}, \boldsymbol{\alpha}\right)=\mathbf{0}_{p} .
$$

This is defined in [3], with:

$$
\begin{equation*}
\boldsymbol{\vartheta}(\boldsymbol{\alpha})=\boldsymbol{q}^{-}: \boldsymbol{h}\left(\boldsymbol{\mathcal { R }} \boldsymbol{q}^{-}, \boldsymbol{\alpha}\right)=\mathbf{0}_{p}, h_{R}\left(\boldsymbol{q}^{-}\right)=0 . \tag{2.60}
\end{equation*}
$$

The corresponding velocities on the zero dynamics surface can be computed using the linear relationship:

$$
\dot{\boldsymbol{\vartheta}}(\boldsymbol{\alpha})=\left[\begin{array}{c}
\boldsymbol{J}_{h i p}^{x}  \tag{2.61}\\
\boldsymbol{J}
\end{array}\right]^{-1}\left[\begin{array}{l}
v_{d} \\
\mathbf{0}_{p}
\end{array}\right],
$$

where $\boldsymbol{J}(\boldsymbol{q})=\frac{\partial \boldsymbol{h}}{\partial \boldsymbol{q}}(\boldsymbol{q})$ is the Jacobian of the output errors.
For compactness, define $\boldsymbol{x}^{-}=\boldsymbol{\vartheta}_{\boldsymbol{x}}(\alpha)=(\boldsymbol{\vartheta}(\alpha), \dot{\boldsymbol{\vartheta}}(\boldsymbol{\alpha}))^{T}$. Using the reduced dynamics surface, the time-to-impact, $T_{I}$, can be computed, and then an estimation of the solution, $\hat{\boldsymbol{x}}(t, \boldsymbol{\alpha}) \forall t \in\left[0, T_{I}\right]$ can be computed using the propositions stated in [3]. To summarize these propositions, let zero dynamics of the system be defined, pulling notation and conventions from [52] and [67]. To concisely state the fixed point in terms of the full-order dynamics, we first define the flow of the dynamics as
$\boldsymbol{\varphi}_{t}\left(\boldsymbol{x}_{0}\right)$, with Poincaré return map, $\boldsymbol{\mathcal { P }}_{\boldsymbol{\varphi}}(\boldsymbol{x})$, defined as:

$$
\begin{align*}
\mathcal{P}_{\boldsymbol{\varphi}}(\boldsymbol{x}) & =\boldsymbol{\varphi}_{T_{I}(\boldsymbol{x})}(\boldsymbol{x})  \tag{2.62}\\
T_{I}(\boldsymbol{x}) & =\inf \left\{t \geq 0: \boldsymbol{\varphi}_{t}(\boldsymbol{x}) \in \mathcal{S}\right\} \tag{2.63}
\end{align*}
$$

the fixed point, $\boldsymbol{x}^{-}$, is defined such that:

$$
\begin{equation*}
\boldsymbol{x}^{-}=\mathcal{P}_{\varphi}\left(\boldsymbol{x}^{-}\right) \tag{2.64}
\end{equation*}
$$

Note that due to numerical approximations implementing the math in the following sections, $\boldsymbol{\vartheta}_{\boldsymbol{x}}(\boldsymbol{\alpha})=\boldsymbol{x}^{-}$may not be the precise fixed point.

With this approximate fixed point solution, the (HZD) constraint can be realized as:

$$
\begin{align*}
\boldsymbol{y}\left(\boldsymbol{x}^{-}\right) & =\mathbf{0}_{p}  \tag{HZDPosition}\\
\dot{\boldsymbol{y}}\left(\boldsymbol{\Delta}_{R} \boldsymbol{x}^{-}\right) & =\mathbf{0}_{p}, \tag{HZDVelocity}
\end{align*}
$$

together with the fact that the pre-impact positions and velocities are satisfied by the inverse kinematics, enforce the hybrid invariance (HZD).

Assuming that the system state is on the zero dynamics surface, $\boldsymbol{\eta}=\mathbf{0}$, let $\boldsymbol{\xi}$ define the zero dynamics coordinates, the coordinates not directly controlled as a result of the transformation in (2.33). The dynamics of $\boldsymbol{\xi}$ are defined as:

$$
\begin{equation*}
\dot{\boldsymbol{\xi}}=\left.\boldsymbol{f}\right|_{\mathbf{Z}}(\boldsymbol{\eta}, \boldsymbol{\xi})=\left.\boldsymbol{f}\right|_{\mathbf{Z}}(\mathbf{0}, \boldsymbol{\xi}) \tag{2.65}
\end{equation*}
$$

In this case of a mechanical system with $n=5$ degrees of freedom, $n_{c}=0$ constraints, and $p=4$ outputs, $\boldsymbol{\xi}$ is of dimension $2\left(n-n_{c}-p\right)=2$, thus $\boldsymbol{\xi} \in \mathbb{R}^{2}$. Let the
coordinates be chosen as in [3] which was motivated by [67]:

$$
\begin{align*}
\xi_{1}(\boldsymbol{q}) & =\delta p_{h i p}^{x}(\boldsymbol{q})=\boldsymbol{J}_{h i p}^{x} \boldsymbol{q}  \tag{2.66}\\
\xi_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =\boldsymbol{\gamma}_{0}(\boldsymbol{q}) \dot{\boldsymbol{q}}:=\gamma(\boldsymbol{x}) \tag{2.67}
\end{align*}
$$

where $\gamma_{0}(\boldsymbol{q})=\boldsymbol{D}_{1, *}(\boldsymbol{q})$ is the first row of the inertia matrix corresponding to the dynamics of the non-actuated degree of freedom, $q_{s a}$. Note that this coordinate transformation, $\gamma(\boldsymbol{x})$, satisfying:

$$
L_{\boldsymbol{g}} \gamma(\boldsymbol{x}) \equiv 0
$$

is favored in place of the more straightforward transformation $\xi_{2}=\dot{\xi}_{1}$ in that the control input is required to define $\ddot{\xi}_{1}$, as stated in [67], which destroys the autonomous nature of these reduced coordinates. A more detailed explanation is reviewed in the appendix (Section D).

Given that $\xi_{1}=\delta p_{h i p}^{x}(\boldsymbol{q})$, we may rewrite $\tau$ as:

$$
\begin{equation*}
\tau\left(\xi_{1}, v_{d}\right)=\frac{\xi_{1}-\xi_{1}^{+}}{v_{d}} \tag{2.68}
\end{equation*}
$$

where $\xi_{1}^{+}=p_{h i p}^{x}\left(\boldsymbol{q}^{+}\right)$. Thus we have the desired outputs,

$$
\begin{equation*}
\boldsymbol{y}^{d}\left(\xi_{1}\right)=\boldsymbol{h}^{d}\left(\tau\left(\xi_{1}, v_{d}\right), \boldsymbol{\alpha}\right) . \tag{2.69}
\end{equation*}
$$

To find the physical coordinates on the zero dynamics surface, $\boldsymbol{x}^{r}=\left.\boldsymbol{x}\right|_{\mathbf{z}}$, we perform the hybrid zero dynamics reconstruction, which first performs inverse kinematics parameterized by $\xi_{1}$ to solve for the reconstructed configuration, $\boldsymbol{q}^{r}$ and incorporates either the dynamics of $\xi_{2}$ or $\dot{\xi}_{1}$ to solve for the velocities $\dot{\boldsymbol{q}}^{r}$. The state of $\boldsymbol{x}^{r}$ allows
one to easily find the coordinates that are on the zero dynamics surface satisfying $\boldsymbol{\eta}(\boldsymbol{x})=\mathbf{0}$.

In solving for the configuration, the full rank transformation is stated as:

$$
\boldsymbol{q}^{r}=\boldsymbol{\Phi}_{\mathbf{Z}}\left(\xi_{1}\right)=\left[\begin{array}{c}
\boldsymbol{J}_{h i p}^{x}  \tag{2.70}\\
\boldsymbol{J}^{a}
\end{array}\right]^{-1}\left[\begin{array}{c}
\xi_{1} \\
\boldsymbol{y}^{d}\left(\xi_{1}\right)
\end{array}\right]
$$

where $\boldsymbol{J}^{a}=\frac{\partial \boldsymbol{y}^{a}}{\partial \boldsymbol{q}}$ is a constant matrix due to the choice of outputs that are linear in $\boldsymbol{q}$. The velocity coordinates may be solved for one of two ways: first, using the zero dynamics coordinates as:

$$
\dot{\boldsymbol{q}}^{r}=\mathbf{\Psi}_{\mathbf{Z}}\left(\xi_{1}\right) \xi_{2}=\left[\begin{array}{c}
\boldsymbol{\gamma}_{0}\left(\xi_{1}\right)  \tag{2.71}\\
\boldsymbol{J}^{a}-\boldsymbol{J}^{d}\left(\xi_{1}\right)
\end{array}\right]^{-1}\left[\begin{array}{c}
1 \\
\mathbf{0}_{p}
\end{array}\right] \xi_{2}
$$

where:

$$
\boldsymbol{J}^{d}\left(\xi_{1}\right)=\frac{\partial \boldsymbol{y}^{d}\left(\xi_{1}\right)}{\partial \boldsymbol{q}}=\frac{\partial \boldsymbol{y}^{d}\left(\xi_{1}\right)}{\partial \xi_{1}} \boldsymbol{J}_{h i p}^{x} \in \mathbb{R}^{p \times 1}
$$

The other method, purely kinematic as a time derivative of $\mathbf{\Phi}_{\mathbf{Z}}\left(\xi_{1}\right)$, may also be used: ${ }^{2}$

$$
\dot{\boldsymbol{q}}^{r k}=\dot{\boldsymbol{\Phi}}_{\mathbf{Z}}\left(\xi_{1}, \dot{\xi}_{1}\right)=\left[\begin{array}{c}
\boldsymbol{J}_{h i p}^{x}  \tag{2.72}\\
\boldsymbol{J}^{a}
\end{array}\right]^{-1}\left[\begin{array}{c}
\dot{\xi}_{1} \\
\boldsymbol{J}^{d}\left(\xi_{1}\right) \dot{\xi}_{1}
\end{array}\right]
$$

It must be noted that for both of the velocity reconstruction methods, the lowdimensional representation of the system's velocity, $\xi_{2}$ for $\dot{\boldsymbol{q}}^{r}\left(\xi_{1}, \xi_{2}\right)=\mathbf{\Psi}\left(\xi_{1}\right) \xi_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}})$, and the derivative $\dot{\xi}_{1}(\dot{\boldsymbol{q}})$ for $\dot{\boldsymbol{q}}^{r}\left(\xi_{1}, \dot{\xi}_{1}\right)=\dot{\boldsymbol{\Phi}}_{\mathbf{Z}}\left(\xi_{1}, \dot{\xi}_{1}\right)$, are needed.

A method presented introduced by [67] is the use of energy methods to produce

[^3]a relatively accurate approximation of the reduced coordinates. This method is also reviewed in more detail in the appendix (Section D). In this review, the physical constraints for a nontrivial underactuated walking orbit are introduced, with the primary values in this case being the reduced coordinate reset map, $\Delta_{\xi_{2}}$, and the minimum momentum-like energy that defines that amount of energy that may be removed before the gait does not have enough energy to complete the state, $E_{2}^{₹^{\text {min }}}$, for the fixed point periodic orbit. The constraints are:
\[

$$
\begin{gather*}
0<\Delta_{\xi_{2}}<1  \tag{2.73}\\
E_{2}^{\star \operatorname{xin}}>0 . \tag{2.74}
\end{gather*}
$$
\]

With this nontrivial periodic orbit, the approximate solutions of the full order system, $\boldsymbol{x}^{r}\left(\xi_{1}, \boldsymbol{\alpha}\right)=\left(\boldsymbol{q}^{r}, \dot{\boldsymbol{q}}^{r}\right)^{T}$, may be computed as:

$$
\begin{align*}
& \boldsymbol{q}^{r}\left(\xi_{1}\right)=\mathbf{\Phi}_{\mathbf{Z}}\left(\xi_{1}\right)  \tag{2.75}\\
& \dot{\boldsymbol{q}}^{r}\left(\xi_{1}\right)=\boldsymbol{\Psi}_{\mathbf{Z}}\left(\xi_{1}\right) \hat{\xi}_{2}\left(\xi_{1}\right) \tag{2.76}
\end{align*}
$$

where $\xi_{1} \in\left[\xi_{1}^{+}, \xi_{1}^{-}\right]$, and

$$
\begin{equation*}
\hat{\xi}_{2}\left(\xi_{1}\right)=\sqrt{2 \hat{E}_{2}\left(\xi_{1}\right)} \tag{2.77}
\end{equation*}
$$

is the inverse of the coordinate transformation in (D.13) computed from the energy. With the reconstruction being an estimated solution, physical constraints can be placed on the system, such as joint limits, torque limits, and energy constraints. ${ }^{3}$

In the context of these constraints, define the pre-impact and post-impact depen-

[^4]dent upon $\boldsymbol{\alpha}$ as:
\[

$$
\begin{align*}
& \boldsymbol{x}^{-}=\boldsymbol{\vartheta}_{\boldsymbol{x}}(\boldsymbol{\alpha})  \tag{2.78}\\
& \xi_{1}^{-}=\xi_{1}\left(\boldsymbol{x}^{-}\right)  \tag{2.79}\\
& \boldsymbol{x}^{+}=\boldsymbol{\Delta}_{R}\left(\boldsymbol{x}^{-}\right)  \tag{2.80}\\
& \xi_{1}^{+}=\xi_{1}\left(\boldsymbol{x}^{+}\right) \tag{2.81}
\end{align*}
$$
\]

define the zero dynamics trajectory as $\mathcal{D}_{\mathbf{z}_{\alpha}}$ using the reconstruction stated in (2.75):

$$
\begin{equation*}
\mathcal{D}_{\mathbf{z}_{\alpha}}=\left\{\boldsymbol{x}^{r}\left(\xi_{1}, \boldsymbol{\alpha}\right): \xi_{1} \in\left[\xi_{1}^{+}(\boldsymbol{\alpha}), \xi_{1}^{-}(\boldsymbol{\alpha})\right]\right\} . \tag{2.82}
\end{equation*}
$$

As shown in [3], there is a constraint on the foot height which uses the reconstruction. First, the normalized polynomial is defined, $f_{\text {poly }}(s, b)$, under the following constraints: (a) $f_{\text {poly }}(0, b)=f_{\text {poly }}(1, b)=0$ and (b) $f_{\text {poly }}\left(\frac{1}{2}, b\right)=b$. This yields the simple logistic map polynomial:

$$
\begin{equation*}
f_{\text {poly }}(s, b)=4 b s(1-s) . \tag{2.83}
\end{equation*}
$$

In this case, we normalize $p_{n s f}^{x}$ on the interval $\left[p_{n s f}^{x}{ }^{+}, p_{n s f}^{x}{ }^{-}\right]$, and use the peak minimum foot height, $h_{\text {foot }}$, yielding the state-based polynomial:

$$
\begin{equation*}
\hat{f}_{\text {poly }}\left(\boldsymbol{q}, h_{f o o t}\right)=f_{\text {poly }}\left(\frac{p_{n s f}^{x}(\boldsymbol{q})-p_{n s f}^{x}+}{p_{n s f}^{x}-p_{n s f}^{x}+^{+}}, h_{f o o t}\right), \tag{2.84}
\end{equation*}
$$

where the goal is then to ensure that $h_{R}(\boldsymbol{q}) \geq \hat{f}_{\text {poly }}(\boldsymbol{q})$.
The physical constraints for each of the configurations are variants of the follow-
ing:

$$
\begin{align*}
& L^{E_{2}^{\approx \min }} \leq E_{2}^{\bar{\approx} \text { min }} \leq U^{E_{2}^{\approx \min }}  \tag{2.85}\\
& 0 \leq \Delta_{\xi_{2}} \leq U^{\Delta \xi_{2}}  \tag{2.86}\\
& \max _{\boldsymbol{x}^{r} \in \mathcal{D}_{\mathbf{z}_{\alpha}}}\left\|\dot{\boldsymbol{q}}^{r}\right\|_{\infty} \leq U^{\dot{\boldsymbol{q}}} \mathrm{rad} / \mathrm{s}  \tag{2.87}\\
& \hat{f}_{\text {poly }}(\boldsymbol{q})-h_{R}(\boldsymbol{q}) \leq 0 \mathrm{~m}  \tag{2.88}\\
& \max _{\boldsymbol{x}^{r} \in \mathcal{D}_{\mathbf{z}_{\alpha}}}\left|\boldsymbol{u}_{\boldsymbol{\alpha}, \varepsilon}\left(\boldsymbol{x}^{r}\right)\right| \leq U^{\boldsymbol{u}} \mathrm{Nm}  \tag{2.89}\\
& \min _{\boldsymbol{x}^{r} \in \mathcal{D}_{\mathbf{z}_{\alpha}}}\left|\theta_{s k}\left(\boldsymbol{q}^{r}\right)\right| \geq L^{\theta_{s k}} \operatorname{rad}  \tag{2.90}\\
& \max _{\boldsymbol{x}^{r} \in \mathcal{D}_{\mathbf{Z}_{\alpha}}}\left|\theta_{s k}\left(\boldsymbol{q}^{r}\right)\right| \leq U^{\theta_{s k}} \mathrm{rad}  \tag{2.91}\\
& \max _{\boldsymbol{x}^{r} \in \mathcal{D}_{\mathbf{z}_{\alpha}}}\left|\theta_{\text {tor }}\left(\boldsymbol{q}^{r}\right)\right| \leq U^{\theta_{\text {tor }}} \mathrm{rad}, \tag{2.92}
\end{align*}
$$

where $L^{\square}$ and $U^{\square}$ represent the lower and upper bounds, respectively, of a given value, $\square$, and $\boldsymbol{u}_{\boldsymbol{\alpha}, \varepsilon}\left(\boldsymbol{x}^{r}\right)$ represents the state-based controller torque for feedback linearization given the gait $\boldsymbol{\alpha}$ and control gain $\varepsilon$. Note that, for implementation, these constraints are appropriately incorporated into the vector-values function, $\boldsymbol{A}_{i q}^{\text {phys }}(\boldsymbol{\alpha})$. The parameters in Table 2.2 shows the parameters used to achieve the gait that yielded walking on hardware, in addition to the resulting parameters in Table 2.3.

Table 2.2: Optimization parameters for both configurations. A bound denoted by "." indicates that the corresponding constraint is unused.

| Configuration | $h_{\text {foot }}$ | $\varepsilon$ | $L^{E_{2}^{\approx_{m i n}}}$ | $U^{E_{2}^{* m i n}}$ | $U^{\Delta_{\xi_{2}}}$ | $U^{\dot{\boldsymbol{q}}}$ | $U^{\boldsymbol{u}}$ | $L^{\theta_{s k}}$ | $U^{\theta_{s k}}$ | $U^{\theta_{\text {tor }}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Light Torso | 0.05 | 10 | 7 | 100 | 0.9 | 4 | 50 | 0.15 | $\cdot$ | 0.1 |
| Heavy Torso | 0.05 | 10 | 60 | 100 | 0.9 | 4 | 60 | 0.1 | 0.2 | 0.1 |

Table 2.3: Gait parameters generated from the human-inspired optimization.

| $\boldsymbol{\alpha}_{i}$ | $b_{1}$ | $b_{2}$ | $b_{3}$ | $b_{4}$ | $b_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Light Torso |  |  |  |  |  |
| $v_{d}$ | 0.711 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| $\boldsymbol{\alpha}_{n s l}$ | 0.19 | 7.63 | 0.05 | -1.08 | 0.04 |
| $\boldsymbol{\alpha}_{s k}$ | 0.08 | 11.97 | 0.05 | 5.27 | 0.12 |
| $\boldsymbol{\alpha}_{n s k}$ | -0.31 | -11.58 | 0.01 | 0.51 | 0.43 |
| $\boldsymbol{\alpha}_{\text {tor }}$ | -0.001 | 10.47 | 0.01 | 3.29 | -0.09 |
| Heavy Torso |  |  |  |  |  |
| $v_{d}$ | 0.695 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| $\boldsymbol{\alpha}_{n s l}$ | 0.19 | 7.62 | 0.04 | -0.85 | 0.04 |
| $\boldsymbol{\alpha}_{s k}$ | 0.12 | 12.26 | 0.01 | 3.71 | 0.21 |
| $\boldsymbol{\alpha}_{n s k}$ | -0.28 | -11.11 | 0.02 | 0.67 | 0.51 |
| $\boldsymbol{\alpha}_{\text {tor }}$ | -0.01 | 10.46 | 0.07 | 3.27 | -0.03 |

## 3. HARDWARE CONTROLLERS

This chapter presents the basic math for the controllers implemented on hardware that yielded bipedal walking.

### 3.1 Position Control with the HZD Reconstruction

An elegant result of the Hybrid Zero Dynamics (HZD) reconstruction is the ability to use the actual states of the system, $\boldsymbol{x}^{a}$, to compute the desired states, $\boldsymbol{x}^{d}$, to (hopefully) be realized by the next control cycle. In an nutshell, the HZD reconstruction reduces the $2 n=10$ states to $n_{\mathbf{Z}}=2$ coordinates for position and velocity, and the computes the full order state using the inverse kinematics states in (2.70) and either (2.71) or (2.72). These states can then be passed to local, decoupled proportional-derivative (PD) controllers.

First, define the diagonal matrices of proportional and derivative gains, $\boldsymbol{K}_{P}, \boldsymbol{K}_{D} \in$ $\mathbb{R}^{m \times m}$, respectively, the effort for a generic input $\boldsymbol{\nu} \in \mathbb{R}^{m}$ that effects the actuated joints $\boldsymbol{q}_{m}$ may be stated as:

$$
\begin{equation*}
\boldsymbol{\nu}=\boldsymbol{K}_{P}\left(\boldsymbol{q}_{m}^{a}-\boldsymbol{q}_{m}^{r}\left(\hat{\xi}_{1}\right)\right)+\boldsymbol{K}_{D}\left(\dot{\boldsymbol{q}}_{m}^{a}-\dot{\boldsymbol{q}}_{m}^{r k}\left(\hat{\xi}_{1}, \dot{\hat{\xi}}_{1}\right)\right), \tag{3.1}
\end{equation*}
$$

noting that the kinematic desired velocities, $\dot{\boldsymbol{q}}^{r k}$, from (2.72) are used.

### 3.2 Position Control with the Ideal Model Resolved Motion Method

Although the HZD reconstruction is elegant and simple in its implementation, its properties as a PD control may yield to some issues in control, namely discontinuities in desired signals and the inability to easily incorporate velocity constraints. This section provides the novel contribution of this thesis, the ideal model resolved motion method (IM-RMM), which takes the actual state of the hardware, computes one time
step of dynamics, integrates forward, and yields the desired positions and velocities in the next time instant. These values are then passed to a PD controller as the given objective.

To begin, the closed loop dynamics can be formed by incorporating the statebased control input $\boldsymbol{u}(\boldsymbol{x})$ into the vector field yielding the autonomous system:

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\boldsymbol{f}_{c l}(\boldsymbol{x})=\boldsymbol{f}(\boldsymbol{x})+\boldsymbol{g}(\boldsymbol{x}) \boldsymbol{u}(\boldsymbol{x}) . \tag{3.2}
\end{equation*}
$$

Integration can then be performed using any valid method for explicitly solving an ordinary differential equation (ODE) given a fixed time step $\Delta t$. To provide a brief discrete perspective, given the current cycle $k$ at time $t[k]$, the current state may be defined as $\boldsymbol{x}^{a}[k]=\left(\boldsymbol{q}^{a}[k], \dot{\boldsymbol{q}}^{a}[k]\right)^{T}$, and the desired state that will be sent corresponding to this frame is defined as $\boldsymbol{x}^{d}[k]=\left(\boldsymbol{q}^{d}[k], \dot{\boldsymbol{q}}^{d}[k]\right)^{T}$. With this notation, the flow of data can be defined as

$$
\begin{equation*}
\boldsymbol{x}^{d}[k]=\operatorname{ODE}\left(\boldsymbol{f}_{c l}(\cdot), \boldsymbol{x}^{a}[k], t[k], \Delta t\right), \tag{3.3}
\end{equation*}
$$

where $\operatorname{ODE}(\cdot)$ takes the state, $\boldsymbol{x}^{a}[k]$ at time $t[k]$ and integrates it forward a time step of $\Delta t$, yielding the desired state $\boldsymbol{x}^{d}[k]$ which is intended to be achieved at $t[k+1]=t[k]+\Delta t$, implying the intent that $\boldsymbol{x}^{a}[k+1] \rightarrow \boldsymbol{x}^{d}[k]$. If this objective is achieved, then this would impose the dynamics of $\boldsymbol{f}_{c l}\left(\boldsymbol{x}^{a}\right)$ on the physical system. These desired position can then be used in a PD controller in the form of (3.1).

The development process for going from hardware, to a hybrid system model, to the human-inspired framework, and ultimately implementing these behaviors on hardware, is shown in Fig. 3.1.


Figure 3.1: High-level diagram of process for realizing the theory.

## 4. IMPLEMENTATION

The controllers stated in Section 2 are first validated in simulation, and then transitioned to real-time controllers for controlling the hardware. This chapter introduces the techniques that were used to implement the simulation and optimization, then leads into the specifications for the low-level real-time control framework provided by SRI International and the high-level interfaces that were implemented. For maintaining both the simulation and optimization code, git ${ }^{1}$ was used to facilitate distributed, non-invasive version control.

### 4.1 Simulation and Optimization

The simulation framework that provided the AMBER 1 models was effectively used in the context of this project [71], in order to provide provably stable walking gaits with sufficiently small errors. This framework combined prior work of Ryan Sinnet in the implementation of Dr. Murray's Screws software package ${ }^{2}$ and initial MATLAB implementation of the simulation for hybrid systems, Dr. Aaron Ames's additions for the simulation, his implementation of the Human-Inspired Optimization, Shishir Yadukumar's modifications, and human walking data that were analyzed by Huihua Zhao and Shu Jiang. Another variant was also implemented using Roy Featherstone's spatial_v2 library ${ }^{3}$. However, the optimization had not yet been implemented with this variant and it was deemed unnecessary to sacrifice additional effort to reproduce the same functionality.

The optimization was implemented by Dr. Aaron Ames using MATLAB, and modified by Shishir Yadukumar, Matthew Powell, and the author. The core mathe-

[^5]matical expressions were generated using Mathematica. Wolfram Mathematica was used in conjunction with the Screws package to produce the expressions for the kinematics, dynamics, and zero dynamics in MATLAB. The simulation then used these expressions to produce the vector fields for the dynamics of the system using the ode45 variable step integrator with event detection to handle the detection of the switching surface. The HZD reconstruction, feedback linearization, and the CLF-QP were all implemented in the simulation.

### 4.2 Real-Time Control

This section provides additional descriptions of the hardware and software provided by SRI International to control DURUS, in addition to the software designed by the real-time software developed by the author in order to achieve bipedal walking.

There are a total of five 13-bit incremental encoders, with four placed at the output shaft of each motor, calibrated to incorporate the gear ratio and measure the angle and velocity of the joint $j$ as $q_{j}^{H}$ and $\dot{q}_{j}^{H}$. and one to measure the boom angle and velocity, $q_{b o o m}$ and $\dot{q}_{b o o m}$. The hardware configuration itself, $\boldsymbol{q}^{H} \in \mathbb{R}^{n}$, is defined as:

$$
\boldsymbol{q}^{H}=\left[\begin{array}{ccccc}
q_{l k}^{H} & q_{l h}^{H} & q_{r h}^{H} & q_{r k}^{H} & q_{t o r}^{H} \tag{4.1}
\end{array}\right]^{T},
$$

with the convention that positive rotation is counterclockwise about axis along the motor shaft facing outward.

To map from hardware to stance coordinates, the hardware coordinates, $\boldsymbol{q}^{H}$, are first converted to coordinates with the left leg as stance, $\boldsymbol{q}^{L}$, and then relabeled as
necessary to yield $\boldsymbol{q}$. This results in the linear transformation:

$$
\begin{gather*}
\boldsymbol{q}^{L}=\left[\begin{array}{ccccc}
-1 & -1 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right] \boldsymbol{q}^{H}  \tag{4.2}\\
\boldsymbol{q}= \begin{cases}\boldsymbol{q}^{L}, & \text { left leg is stance } \\
\mathcal{R} \boldsymbol{q}^{L}, & \text { right leg is stance }\end{cases} \tag{4.3}
\end{gather*}
$$

which, due to its linearity, may also be applied to velocity and torque. Note that the stance ankle position and velocity in left stance coordinates are computed as:

$$
\begin{align*}
& q_{s a}^{L}=q_{b o o m}^{H}-q_{s k}^{L}-q_{s h}^{L}  \tag{4.4}\\
& \dot{q}_{s a}^{L}=\dot{q}_{b o o m}^{H}-\dot{q}_{s k}^{L}-\dot{q}_{s h}^{L} . \tag{4.5}
\end{align*}
$$

At each joint, there is a strain gage to measure the actual torque, $u_{j}^{a}$, experienced at the coupling between each joint's predecessor and successor link.

There are a total of five microcontrollers: one per joint, controlling the motors and processing sensor data from incremental encoders, absolute encoders, and load cell sensor data, and one in order to process encoder information detecting the rotation of the boom. The microcontrollers and sensors are powered by an off-board logic power supply, while the motors are powered by four on-board batteries, which provide a total of approximately 500 Wh of energy. The microcontrollers communicate with a real-time enabled Linux host computer running a real-time process. The real-
time process, designed by SRI International, is implemented using the EtherLAB ${ }^{4}$ software coupled with MATLAB Simulink Coder ${ }^{5}$, and is set to run at 1 kHz .

The high-level controllers were implemented using C++ for the purpose of having complete control over the math and discrete transitions. The Eigen ${ }^{6}$ library was used for linear algebra, and general care was taken to avoid unnecessary memory allocations for temporary working variables. The ROS catkin ${ }^{7}$ build system was used due to its nature as a modular and tightly integrated build system supporting CMake, unittests, and pkg-config. The ROS parameter server ${ }^{8}$ was used as a simple mechanism for providing atomic configuration for the controllers in order to easily capture experiment configurations every time data were recorded.

The symbolic expressions from Mathematica were also ported to Eigen C++ code and used to implement feedback linearization, the HZD reconstruction, and the CLFQP. In order to realize the quadratic programs, a few small modifications were made to Ben Stephen's EQuadProg $++^{9}$ in order to better accommodate error tolerances and add additional error handling. This was selected in lieu of CVXGEN [39] for dynamic reconfiguration and for speed improvements using the Eigen library (which can perform 1-12 times as fast as CVXGEN with optimization enabled). For more information on these benchmarks, please see the Appendix.

IM-RMM was implemented using the ODEINT ${ }^{10}$ template library which interfaced seamlessly with the Eigen data types. For both the input-output linearization and the CLF-QP cases, the control rates were fast enough on the host computer such that the fourth-order Runge-Kutta method (runge_kutta4) could be used while still

[^6]running the control at 1 kHz . In the case of a more complex controller, the simpler Euler method (euler) could be employed.

In order to test the ideal controller implementations, the integration can be performed as

$$
\begin{equation*}
\boldsymbol{x}_{d}[k]=\operatorname{ODE}\left(\boldsymbol{f}_{c l}(\cdot), \boldsymbol{x}_{d}[k-1], t[k], \Delta t\right), \tag{4.6}
\end{equation*}
$$

where, with $k$ starting at 1 , the initial value value $\boldsymbol{x}_{d}[0]$ is the fixed point of the gait provided by the optimization. This modification of (3.3) turns the controller into an open-loop playback of simulation trajectories. This can be used to assess the stability of the simulation implemented on hardware and heuristically check that the controller will run within the desired control rate.

To allow for controllers that may need to run at a slower rate, a separate thread is created whose control rate can be regulated at runtime. Since only position and velocity commands are considered in this paper, it was possible to interpolate these commands at the higher mid-level real-time rate, 1 kHz , to prevent step inputs from increasing the effort required by the position control loops. Care had to be taken, however, to minimize delay using multi-threading. The resulting high-level diagram of the position controller options, either the HZD reconstruction or the torque controllers through IM-RMM, are shown in Fig. 4.1.

With the three control variants, two different loop rates were used for the PD control on the hardware. For the HZD reconstruction, a 1 kHz PD controller producing current commands ran in the host's real-time process. This produced a more compliant command and minimized feedback oscillations due to the state-based $\tau$. While there was substantial tracking error, robust and efficient walking was still achieved. When using IM-RMM, the tighter, the 10 kHz PD controller at the embedded level was used to achieve tighter tracking at the local position and velocity level and gave


Figure 4.1: High-level diagram of the continuous time control.
the method more control authority.

### 4.2.1 Deviations from Theory

In order to achieve walking on the hardware, certain adjustments had to be made to the phase variables so that relatively smooth desired signals were produced. The phase variable, $\tau$, was saturated between zero and its value at impact, $\tau^{-}$as in [65]:

$$
\tau= \begin{cases}0, & \tau(\boldsymbol{q})<0  \tag{4.7}\\ \tau^{-}, & \tau(\boldsymbol{q})>\tau^{-} \\ \tau(\boldsymbol{q}), & \text { otherwise }\end{cases}
$$

It was found that using the velocity data read from the system produced desired velocities that caused the system to oscillate. Two fixes were made: saturation, and then replacing with a polynomial fit as a function of $\tau$.

The saturation was placed on $\dot{\tau}$ with a lower bound of 0 and upper bounded of its maximum value encountered in simulation, $\dot{\tau}^{\max }$ :

$$
\dot{\tau}= \begin{cases}0, & \dot{\tau}(\dot{\boldsymbol{q}})<0  \tag{4.8}\\ \dot{\tau}^{\max }, & \dot{\tau}(\dot{\boldsymbol{q}})>\dot{\tau}^{\max } \\ \dot{\tau}(\dot{\boldsymbol{q}}), & \text { otherwise }\end{cases}
$$

This saturation on $\dot{\tau}$ was also enforced as a rate limit for $\tau$, enforcing that $\tau$ be monotonic and avoid excessive oscillations due to feedback between the actuation and the phasing variable.

The polynomial fit of $\dot{\tau}$ as a function of $\tau$ was made using a fifth-order polynomial of $\dot{\tau}$, with coefficients parameterized by $\boldsymbol{p}^{\tau}$, such that the final resulting value of $\dot{\tau}$ was computed after adjustments were made to $\tau$ itself:

$$
\begin{equation*}
\dot{\tau}_{p}(\tau)=\sum_{i=0}^{5} p_{6-i}^{\tau} \tau^{i} \tag{4.9}
\end{equation*}
$$

The value of these coefficients, and the corresponding limits, are shown in Table 4.1.

Table 4.1: Gait coefficients for light and heavy torso cases.

| Configuration | $\tau^{-}$ | $\dot{\tau}^{\max }$ | $p_{1}^{\tau}$ | $p_{2}^{\tau}$ | $p_{3}^{\tau}$ | $p_{4}^{\tau}$ | $p_{5}^{\tau}$ | $p_{6}^{\tau}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Heavy Torso | 0.53 | 2.01 | 109 | -167 | 77.6 | 3.40 | -6.202 | 1.611 |
| Light Torso | 0.55 | 1.323 | 106.074 | -179.979 | 96.496 | -8.186 | -4.071 | 1.113 |

It was also found that, if $\tau$ and $\dot{\tau}$ were very inconsistent, the system would encounter oscillations that significantly increased the cost of transport. Given the saturation of $\tau$ and the recalculation of $\dot{\tau}$, the values of $\xi_{1}$ and $\dot{\xi}_{1}$ were redefined as:

$$
\begin{align*}
\hat{\xi}_{1}\left(\tau\left(\boldsymbol{q}^{a}\right)\right) & =\xi_{1}^{+}+v_{d} \tau  \tag{4.10}\\
\dot{\hat{\xi}}_{1}\left(\dot{\tau}\left(\boldsymbol{q}^{a}, \dot{\boldsymbol{q}}^{a}\right)\right) & =v_{d} \dot{\tau} \tag{4.11}
\end{align*}
$$

such that they solve for the position of the hip from $\tau$. The state of the system, $\boldsymbol{x}$, also had to be consistent to prevent additional feedback oscillations. To resolve this issue, the state was recomputed as $\hat{\boldsymbol{x}}$ :

$$
\begin{align*}
& \hat{\boldsymbol{q}}=\left[\begin{array}{cc}
\boldsymbol{J}_{\tau} \\
\mathbf{0}_{4 \times 1} & \boldsymbol{I}_{4 \times 4}
\end{array}\right]^{-1}\left[\begin{array}{c}
\tau-\frac{p_{h i p}^{x}+}{v_{d}} \\
\boldsymbol{q}^{m}
\end{array}\right]  \tag{4.12}\\
& \dot{\hat{\boldsymbol{q}}}=\left[\begin{array}{c}
\boldsymbol{J}_{\tau} \\
\mathbf{0}_{4 \times 1} \\
\boldsymbol{I}_{4 \times 4}
\end{array}\right]^{-1}\left[\begin{array}{c}
\dot{\tau} \\
\dot{\boldsymbol{q}}^{m}
\end{array}\right] \tag{4.13}
\end{align*}
$$

which solves for $\left(q_{s a}, \dot{q}_{s a}\right)$ in terms of $\left(\tau, \dot{\tau}, \boldsymbol{q}^{m}, \dot{\boldsymbol{q}}^{m}\right)$, where $\boldsymbol{J}_{\tau}=\frac{\partial \tau}{\partial \boldsymbol{q}}$.

## 5. RESULTS

This chapter first introduces the cost metrics used to measure progress in performing experiments, and then compares the resulting behaviors from simulation and experiments.

### 5.1 Cost Metrics

The specific energetic cost of transport, ${ }^{1} c_{\text {et }}$, is computed as in [12], which is total energy consumed over the product of weight and distance traveled, represented for step $i$ as:

$$
\begin{align*}
c_{e t, i} & =\frac{1}{m g d_{i}} \int_{t_{i}^{+}}^{t_{i}^{-}} P_{e t}(t) d t  \tag{5.1}\\
P_{e t}(t) & =P_{e l}+P_{e m}(t)  \tag{5.2}\\
P_{e m}(t) & =\sum_{j=1}^{4} I_{j}(t) V_{j}(t), \tag{5.3}
\end{align*}
$$

where $P_{e l}=58.25 \mathrm{~W}$ is the logic power consumed by the host computer (37.5W, measured using a Kill-a-Watt meter with the real-time process, the GUI, and data logging) and five microcontrollers $(20.75 \mathrm{~W})$, and $I_{j}(t)$ and $V_{j}(t)$ are the currents and voltages recorded for the $j^{\text {th }}$ motor, with the sum resulting in the electrical motor power, $P_{\text {em }}(t)$. The distance traveled is computed as

$$
\begin{equation*}
d_{i}=p_{n s f}^{x}\left(\boldsymbol{q}_{i}^{-}\right)-p_{n s f}^{x}\left(\boldsymbol{q}_{i}^{+}\right), \tag{5.4}
\end{equation*}
$$

where $\boldsymbol{q}_{i}^{+}$is the post-impact configuration at the beginning of the step, and $\boldsymbol{q}_{i}^{-}$ is the pre-impact configuration at the end of the step. In addition to the specific

[^7]costs of transport, the values of average amount of electrical power consumed by all of the motors, $\bar{P}_{e m}$, and the ratio of negative (regenerated) $W_{e m}^{-}$versus consumed positive (consumed) $W_{e m}^{+}$motor electrical work, $r_{e m}=W_{e m}^{-} / W_{e m}^{+}$, are computed and presented here.

Given that the load cell torque, $u_{j}^{a}$, and velocity, $\dot{\boldsymbol{q}}_{j}^{a}$ were measured for each actuated joint $j$, the cost of mechanical transport is computed as

$$
\begin{equation*}
c_{m t, i}=\int_{t_{i}^{+}}^{t_{i}^{-}} \sum_{j=1}^{n} P_{m t, j}(t) d t \tag{5.5}
\end{equation*}
$$

where $P_{m t, j}(t)=\Gamma_{j} \dot{q}_{j}$ is the nominal mechanical power required for the degree of freedom $j$, which may then be modified by the three options mentioned in [28]:

1. Total power, $c_{m t}^{ \pm}$, where $P_{m t, j}^{ \pm}(t)=\operatorname{regen}_{C_{m}}\left(P_{m t, j}(t)\right)$, where regen $C_{C}(x)=[x]^{+}-$ $C[-x]^{+}$accounts for regeneration with loss, $[x]^{+}$takes the value of $x$ if it is positive or zero otherwise, and $C_{m}=1$ is the coefficient of mechanical energy loss, used by [12];
2. Positive-only power, $c_{m t}^{+}$, where $P_{m t, j}^{+}(t)=\left[P_{m t, j}(t)\right]^{+}$, used by $[28,60]$; and
3. The 1-norm of power, $c_{m t}^{1}$, where $P_{m t, j}^{1}(t)=\left|P_{m t, j}(t)\right|$, used by $[38,51]$.

The electrical cost, $c_{e t}$, was chosen as the primary metric after discussion among SRI, the Dynamic Robotics Laboratory, and the AMBER Lab.

### 5.2 Experiments and Results

Each controller was run at 1 kHz , and when performing IM-RMM for these experiments, the fourth-order Runge-Kutta method was employed given feedback linearization ran in IM-RMM with an average run time of $60 \mu \mathrm{~s}$, while the CLF-QP ran with an average run time of 0.13 ms . For each of the experiments, data were logged
at 200 Hz using EtherLAB's TestManager interface and processed in MATLAB.
For each configuration, Light Torso and Heavy Torso, the resulting limit cycles are shown in Fig. 5.1 and Fig. 5.2, the local joint-level tracking is shown in Fig. 5.3, Fig. 5.4 Fig. 5.7, Fig. 5.8. The nominal output tracking comparison and variations, for the overall control objective, are shown in Fig. 5.5, Fig. 5.6, Fig. 5.9, and Fig. 5.10. Note that the nominal outputs in this case are the those defined by the zero dynamics surface, and are different the ultimate positions and velocities to be tracked by the IM-RMM desired positions and velocities. The variations are the errors with respect to the nominal outputs which are effectively replanned by the embedding of torque controllers via IM-RMM.

The worst joint-level tracking errors occur once again in the nonstance joints, and the joint-level tracking error for the stance knee is large at the beginning of the step due to the large error in the nonstance leg in the previous step, prior to the relabeling that occurs at impact. Note that the joint-level tracking errors for IM-RMM are substantially less than for the HZD reconstruction cases, due to the fact that IM-RMM produces desired positions and velocities that are only a small distance away from the actual state of the system, effectively replanning the desired trajectories which are much more easily achieved. The worst nominal output surface tracking occurred at the non-stance leg, for both $\delta m_{n s l}$ and $\theta_{n s k}$, while the best nominal output tracking occurred for the stance joints, $\theta_{s k}$ and $\theta_{t o r}$. This was due to the large travel experienced by the nonstance joints as a function of the phase variable, $\tau$, and their reduced physical impedance.

The power consumption, torques, phase variables, and the values of $V_{\varepsilon}$ and $\dot{V}_{\varepsilon}$ are included in the appendix in Section A. It may be noted that the torques are of similar magnitude, and $\tau$, according to the monotonic constraints, evolved forward. Although the results are not shown here, no saturation nor rate limiting was necessary


Figure 5.1: Comparison of limit cycles for the Light Torso configuration. The dotted limit cycles indicate an overlay of the feedback linearization cycle. The lighter solid lines represent the raw limit cycles, while the darker solid lines represent the average limit cycles.
for $\tau$ when using IM-RMM. The resulting cost of transport numbers for each method and configuration are shown in Table 5.1.

An Analysis of Variance (ANOVA) test [23] was performed on the data with a $95 \%$ confidence interval. The costs of transport were computed for each step (where the values reported in Table 5.1 are the mean) and the variable of interest was the walking method: either the HZD reconstruction, IO via IM-RMM, or CLF-QP via IM-RMM. The results of ANOVA are displayed in Table 5.2. As seen, all $p$ -


Figure 5.2: Comparison of limit cycles for the Heavy Torso configuration. The dotted limit cycles indicate an overlay of the feedback linearization cycle. The lighter solid lines represent the raw limit cycles, while the darker solid lines represent the average limit cycles.
values indicate that the null-hypothesis (that the data sets have similar means) is rejected, thus implying that there is a statistically significant difference in the costs of transport for each of the walking methods for the experiments presented.

An important note with IM-RMM is that the controllers applied more effort than in the open-loop ideal model because the ideal dynamics were clearly not achieved on hardware using the IM-RMM. Additionally, the gains had to be raised according to the selected control rate, $\Delta t$. For $\Delta t=0.001$, the IO controller walked with


Figure 5.3: Comparison of position tracking for the Light Torso configuration where the solid lines are the actual positions and the dotted lines are the desired positions. The regions shaded with gray represent steps where the right leg is stance, and the unshaded regions represent where the left leg is stance.
minimal oscillation with $\varepsilon=80$, and the unrelaxed, unbounded CLF-QP walked with minimal oscillation with $\varepsilon=120$. When increasing $\Delta t=0.002$, the IO gain had to be decreased to $\varepsilon=50$, while the $c_{e t}$ increased for the walking, possibly due to increased phase delay for the feedback.

The walking itself shown in Figure 5.11. For the phase variables, it may be noted that IM-RMM did not require any saturation of the phase variable itself in order to achieve walking. The record for longest duration and distance traveled for walking


Figure 5.4: Comparison of position errors for the Light Torso configuration.
was using the CLF-QP method via IM-RMM for Heavy Torso configuration, lasting 2 hours and 53 minutes and covering approximately 7 km ( 425 laps). The walking duration for this experiment was too long to record, so the lap count was estimated by diving the total duration by the average time to complete one lap, 24.4 s . The experiment only stopped due to low voltages on one cell of the motor power batteries.

In comparing to literature, Table 5.3 shows the corresponding Cost of Transport numbers.


Figure 5.5: Comparison of actual outputs versus nominal desired outputs for the Light Torso configuration. The solid lines are actual values, while the dashed lines are desired values.

Table 5.1: Resulting gait performance, including costs of transport and power consumption.

| Method | $c_{e t}$ | $c_{m t}^{1}$ | $c_{m t}^{+}$ | $c_{m t}^{ \pm}$ | $\bar{P}_{e m}(\mathrm{~W})$ | $r_{e m}$ | $\bar{v}_{\text {hip }}(\mathrm{m} / \mathrm{s})$ | $n_{\text {step }}$ | $\bar{t}_{\text {step }}(\mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Light Torso |  |  |  |  |  |  |  |  |  |
| HZD | 1.1 | 0.19 | 0.1 | 0.02 | 64.56 | 0.07 | 0.53 | 65 | 0.78 |
| IO | 0.86 | 0.25 | 0.12 | -0.01 | 64.03 | 0.14 | 0.66 | 66 | 0.6 |
| CLF-QP | 0.85 | 0.27 | 0.14 | 0.02 | 71.91 | 0.13 | 0.74 | 64 | 0.58 |
| Heavy Torso |  |  |  |  |  |  |  |  |  |
| HZD | 0.73 | 0.14 | 0.05 | -0.05 | 71.77 | 0.06 | 0.6 | 64 | 0.75 |
| IO | 0.68 | 0.18 | 0.08 | -0.03 | 83.38 | 0.15 | 0.7 | 64 | 0.63 |
| CLF-QP | 0.63 | 0.18 | 0.08 | -0.03 | 67.72 | 0.13 | 0.68 | 63 | 0.68 |



Figure 5.6: Comparison of variations in the nominal outputs for the Light Torso configuration. Note that the values of the joint-level tracking errors in Fig. 5.4 are substantially less for IM-RMM.

Table 5.2: Null hypothesis values ( $p>0.05$ that data sets are similar) resulting from ANOVA comparison of the three controllers for the costs of transport for 60 steps.

|  | $p$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Method | $c_{e t}$ | $c_{m t}^{1}$ | $c_{m t}^{+}$ | $c_{m t}^{ \pm}$ |
| Light Torso | $3.17 \cdot 10^{-63}$ | $7.39 \cdot 10^{-12}$ | $4.24 \cdot 10^{-17}$ | $2.07 \cdot 10^{-09}$ |
| Heavy Torso | $1.62 \cdot 10^{-13}$ | $7.38 \cdot 10^{-05}$ | $2.18 \cdot 10^{-18}$ | $1.52 \cdot 10^{-05}$ |



Figure 5.7: Comparison of position tracking for the Heavy Torso configuration where the solid lines are the actual positions and the dotted lines are the desired positions. The regions shaded with gray represent steps where the right leg is stance, and the unshaded regions represent where the left leg is stance.


Figure 5.8: Comparison of position errors for the Heavy Torso configuration.


Figure 5.9: Comparison of actual outputs versus nominal desired outputs for the Heavy Torso configuration. The solid lines are actual values, while the dashed lines are desired values.


Figure 5.10: Comparison of variations in the nominal outputs for the Heavy Torso configuration. Note that the values of the joint-level tracking errors in Fig. 5.8 are substantially less for IM-RMM.


Figure 5.11: Walking tiles of the behavior on hardware and in simulation for feedback linearization (IO). Mirrored to so that walking occurs left to right.

Table 5.3: Cost of Transport Metrics for various Robots.

| Name | $m(\mathrm{~kg})$ | $v(\mathrm{~m} / \mathrm{s})$ | $L_{\text {leg }}(m)$ | $c_{e t}$ | $c_{m t}^{1}$ | $c_{m t}^{+}$ | $c_{m t}^{ \pm}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Human [12] | $\cdot$ | $\cdot$ | $\cdot$ | 0.2 | $\cdot$ | 0.05 | $\cdot$ |
| Cornell Biped [12] | 13 | 0.4 | $\cdot$ | 0.2 | $\cdot$ | 0.055 | $\cdot$ |
| Cornell Ranger [10] | 9.9 | $\cdot$ | $\cdot$ | 0.19 | $\cdot$ | $\cdot$ | $\cdot$ |
| Spring Flamingo [51, 60] | 14.2 | 1.25 | 0.9 | $0.93{ }^{a}$ | 0.07 | $\cdot$ | $\cdot$ |
| RABBIT [45, 66, 60] | 32 | 1.2 | 0.8 | $\cdot$ | $\cdot$ | 0.38 | $\cdot$ |
| MABEL [45, 60] | 60 | 1.5 | 1 | $\cdot$ | $\cdot$ | 0.15 | $\cdot$ |
| ERNIE [38] | 21.5 | 0.75 | 0.76 | $\cdot$ | 0.34 | $\cdot$ | $\cdot$ |
| AMBER 1 [73] | 3.3 | 0.44 | 0.6 | 1.88 | $\cdot$ | $\cdot$ | $\cdot$ |
| ATRIAS [26] | 62 | 0.85 | $\cdot$ | 1.13 | $\cdot$ | $\cdot$ | $\cdot$ |
| ASIMO [12] | 52 | 0.44 | $\cdot$ | 3.23 | $\cdot$ | 1.6 | $\cdot$ |
| ATLAS [10] | 102 | 2 | $\cdot$ | 5 | $\cdot$ | $\cdot$ | $\cdot$ |
| DURUS | 31.5 | 0.68 | 0.89 | 0.63 | 0.18 | 0.08 | -0.03 |

[^8]
## 6. CONCLUSION

This thesis completes the objective of developing IM-RMM and obtaining bipedal underactuated walking using IM-RMM as a method to test ideal torque controllers and achieve better cost metrics than using the HZD reconstruction. Using two different physical configurations of the hardware, walking was achieved using a total of three different techniques, with the lowest specific cost of electrical transport being 0.63. The controllers were used to achieve walking for a record of 2 hours and 53 minutes using the CLF-QP controller implemented via IM-RMM, covering 425 laps yielding approximately 6.7 km covered.

### 6.1 Future Directions

The challenges that now lay ahead are to minimize the zero dynamics surface tracking error, implement the actual torque controllers to compare performance, refine the control using advanced MPC techniques [49], and extend these results first to compliant systems $[41,19]$ that may more gracefully handle the impacts and next to more complex, 3D humanoid robots.

Though lofty, the implementation of this and future work could be improved through integration with the drake framework ${ }^{1}$; better utilization of MATLAB Simulink Coder; integration with the IHMC Yobotics ${ }^{2}$, Gazebo ${ }^{3}$, and V-Rep ${ }^{4}$ simulators; and incorporating additional design components from the ATRIAS control framework [46] and other real-time enabled software frameworks [13].

[^9]
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## APPENDIX A

## ADDITIONAL RESULTS

For both configurations, Light Torso and Heavy Torso, plots are shown for electrical motor power consumption, per joint and overall, in Fig. A.1, Fig. A. 2 and Fig. A.8, Fig. A.9. As a means of reference to the mean, the electrical costs of transport for individual step shown in these plots are shown in Table A.1.

In addition, plots are shown for torques in Fig. A. 3 and Fig. A.10, phase variables in Fig. A. 4 and Fig. A.11, and Lyapunov function values, $V_{\varepsilon}$ and $\dot{V}_{\varepsilon}$, in Fig. A. 5 and Fig. A. 12.

Table A.1: The average cost of electrical transport for a given trial, in addition to the individual costs of transport for each step shown in the plots presented.

| Method | $\bar{c}_{e t}$ | $c_{e t, i}$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Light Torso |  |  |  |  |  |
| HZD | 1.1 | 1.06 | 1.1 | 1.04 | 1.2 |
| IO | 0.86 | 0.87 | 0.85 | 0.88 | 0.83 |
| CLF-QP | 0.85 | 0.82 | 0.8 | 0.87 | 0.82 |
| Heavy Torso |  |  |  |  |  |
| HZD | 0.73 | 0.74 | 0.69 | 0.81 | 0.69 |
| IO | 0.68 | 0.6 | 0.67 | 0.63 | 0.64 |
| CLF-QP | 0.63 | 0.62 | 0.58 | 0.65 | 0.59 |
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(a) Experiment, HZD


Figure A.1: Comparison of electrical power for individual motors, $P_{e m, j}$, for the Light Torso configuration.


Figure A.2: Comparison of electrical power for all motors, $P_{\text {em }}$, for the Light Torso configuration.


Figure A.3: Comparison of torques measured on the system for the Light Torso configuration.


Figure A.4: Comparison of phase variable for the Light Torso configuration.


Figure A.5: Comparison of Lyapunov function evolution through 4 steps for the Light Torso configuration.


Figure A.6: Comparison of velocity tracking for the Light Torso configuration where the solid lines are the actual positions and the dotted lines are the desired positions.


Figure A.7: Comparison of velocity errors for the Light Torso configuration.
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(a) Experiment, HZD


Figure A.8: Comparison of electrical power for individual motors, $P_{\text {em }, j}$, for the Heavy Torso configuration.


Figure A.9: Comparison of electrical power for all motors, $P_{e m}$, for the Heavy Torso configuration.


Figure A.10: Comparison of torques measured on the system for the Heavy Torso configuration.


Figure A.11: Comparison of phase variable for the Heavy Torso configuration.


Figure A.12: Comparison of Lyapunov function evolution through 4 steps for the Heavy Torso configuration.


Figure A.13: Comparison of velocity tracking for the Heavy Torso configuration where the solid lines are the actual positions and the dotted lines are the desired positions.


Figure A.14: Comparison of velocity errors for the Heavy Torso configuration.

## APPENDIX B

## KINEMATIC MODELING

This section reviews basic definitions of kinematic modeling as a means to distinguish different conventions used in literature. A coordinate frame is defined as an origin and an orientation. A Cartesian coordinate for a point $\boldsymbol{p}$ represented in coordinate frame $A$, in the scope of relevant literature, is a vector in either a two- or three-dimensional space, with the common ordering of values specified as $(x, y, z)$, which are the distances of point $\boldsymbol{p}$ from the origin of $A$ along each of the axes defined as $\left[\boldsymbol{e}_{A x} \boldsymbol{e}_{A y} \boldsymbol{e}_{A z}\right]$, which are orthogonal unit vectors. These axes together define a special orthonormal group, $S O(2)$ for two-dimensional and $S O(3)$ for three-dimensional.

As shown in robotics literature [59, 42, 15], a rotation matrix can be defined as a linear transformation that projects coordinates from the orientation of frame $A$ to the orientation of frame $B$ :

$$
{ }^{B} \boldsymbol{R}_{A}=\left[\begin{array}{lll}
{ }^{B} \boldsymbol{e}_{A x} & { }^{B} \boldsymbol{e}_{A y} & { }^{B} \boldsymbol{e}_{A z} \tag{B.1}
\end{array}\right]
$$

where ${ }^{B} \boldsymbol{e}_{A i}$ is the axis $i$ of frame $A$ expressed in the coordinates of $B$, following the notation of Featherstone [15]. ${ }^{1}$ Note that these rotation matrices all necessarily belong to $S O(3)$.

In order to simplify analysis, authors in literature have introduced the notion of homogeneous transformations, which allows linear algebra to be used for performing what normally would be affine transformations in Cartesian space when translation is involved. When transforming the coordinates of a point, $\boldsymbol{p}$, from frame $A$ to $B$,

[^10]we may define the homogeneous transformation:
\[

{ }^{B} \boldsymbol{T}_{A}=\left[$$
\begin{array}{cc}
{ }^{B} \boldsymbol{R}_{A} & { }^{B} \boldsymbol{p}_{A}  \tag{B.2}\\
\mathbf{0}_{1 \times 3} & 1
\end{array}
$$\right]
\]

where ${ }^{B} \boldsymbol{R}_{A}$ transforms the orientation of $\boldsymbol{p}$, and ${ }^{B} \boldsymbol{p}_{A}$ translates the point which takes the value of frame $A$ 's position in $B$ 's coordinates. If ${ }^{A} \boldsymbol{p}$ and ${ }^{B} \boldsymbol{p}$ are the coordinates of point in frames $A$ and $B$, respectively, we have the relationship ${ }^{B} \boldsymbol{p}={ }^{B} \boldsymbol{T}_{A}{ }^{A} \boldsymbol{p}$.

For a rigid body manipulator, multiple techniques may be used to define the chain of transformations necessary to compute the forward kinematics, or the Cartesian coordinates, of a manipulator. These techniques range from the Denavit-Hartenberg convention [59] to exponential twists [42]. Since there was existing code from others in the lab for defining the system using exponential twists, this convention was employed. For a frame $i$ driven by a degree of freedom $i$ and an offset ${ }^{i} \boldsymbol{o}$ representing a point $\boldsymbol{p}_{i}$, the coordinates in the "root" frame 0 are represented as:

$$
\begin{equation*}
{ }^{0} \boldsymbol{p}_{i}(\boldsymbol{q})=\left(\prod_{k \in \kappa(i)}{ }^{\lambda(k)} \boldsymbol{T}_{k}\right) \cdot{ }^{i} \boldsymbol{O} \tag{B.3}
\end{equation*}
$$

where $\kappa(i)$ is the sorted chain of parents, including joint $i$, and $\lambda(i)$ is the immediate parent of joint $i$, as defined in [15, p. 72].

Since rotation is primary concept in the modeling of rigid bodies, the rotational velocity is also important. Given a rotation matrix, $\boldsymbol{R}(\boldsymbol{q}) \in S O(3)$, it's timederivative, shown in $[59,15]$ is

$$
\begin{equation*}
\dot{\boldsymbol{R}}=\boldsymbol{\omega} \times \boldsymbol{R} \tag{B.4}
\end{equation*}
$$

where $\boldsymbol{\omega}$ is the angular velocity of the body whose orientation is defined by $\boldsymbol{R}$.

## APPENDIX C

## CONSTRAINED AND PINNED DYNAMICS

## C. 1 Constrained Dynamics

Dynamics with a holonomic constraint, a function of only configuration or time which requires no work, represented as $\boldsymbol{h}_{c}(\boldsymbol{q})$, where $\boldsymbol{h}_{c}: \mathcal{Q} \rightarrow \mathbb{R}^{n_{c}}$, is modeled using Lagrange multipliers such that $\dot{\boldsymbol{h}}_{c}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\mathbf{0}_{n_{c}}$, and by relation, $\ddot{\boldsymbol{h}}_{c}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\mathbf{0}_{n_{c}}$. First, the dynamics are modified resulting in:

$$
\begin{equation*}
\boldsymbol{D}(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\boldsymbol{H}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\boldsymbol{B} \boldsymbol{u}+\boldsymbol{J}_{c}^{T} \boldsymbol{\lambda}, \tag{C.1}
\end{equation*}
$$

which combined with the acceleration-based constraint

$$
\begin{equation*}
\ddot{\boldsymbol{h}}_{c}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\boldsymbol{J}_{c} \ddot{\boldsymbol{q}}+\dot{\boldsymbol{J}}_{c} \dot{\boldsymbol{q}}=\mathbf{0} \tag{C.2}
\end{equation*}
$$

where $\boldsymbol{\lambda}$ are the multipliers, or constraint forces, which are solved for by substituting the expression for $\ddot{\boldsymbol{q}}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{u})$, which yields the dynamics as in [54]:

$$
\begin{align*}
\boldsymbol{D} \ddot{\boldsymbol{q}}+\overline{\boldsymbol{N}}_{c} \boldsymbol{H} & =\overline{\boldsymbol{N}}_{c} \boldsymbol{B} \boldsymbol{u}-\boldsymbol{J}_{c}^{T} \overline{\boldsymbol{D}}_{c} \dot{\boldsymbol{J}}_{c} \dot{\boldsymbol{q}}  \tag{C.3}\\
\overline{\boldsymbol{D}}_{c}(\boldsymbol{q}) & =\left(\boldsymbol{J}_{c} \boldsymbol{D}^{-1} \boldsymbol{J}_{c}^{T}\right)^{-1}  \tag{C.4}\\
\overline{\boldsymbol{N}}_{c}(\boldsymbol{q}) & =\boldsymbol{I}_{n \times n}-\boldsymbol{J}_{c}^{T} \overline{\boldsymbol{D}}_{c} \boldsymbol{J}_{c} \boldsymbol{D}^{-1}  \tag{C.5}\\
\boldsymbol{\lambda}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{u}) & =-\overline{\boldsymbol{D}}_{c}\left[\dot{\boldsymbol{J}}_{c} \dot{\boldsymbol{q}}+\boldsymbol{J}_{c} \boldsymbol{D}^{-1}(\boldsymbol{B} \boldsymbol{u}-\boldsymbol{H})\right] \tag{C.6}
\end{align*}
$$

where $\overline{\boldsymbol{D}}_{c}$ is the constrained inertia matrix, and $\overline{\boldsymbol{N}}_{c}$ is the dynamically consistent null space of the constraints. In the context of control, the following cases are used
for defining the cases of actuation, with $n_{u}=n-n_{c}$ is the number of unconstrained degrees of freedom [56, 35]:

1. $m=n_{u}$ : the system is fully actuated;
2. $m>n_{u}$ : the system is over actuated; and
3. $m<n_{u}$ : the system is underactuated.
C. 2 Constraining Configuration Variables and State Space Reduction

For the author's satisfaction, the following steps were taken to mathematically ensure identical dynamics when constraining multiple degrees of freedom versus eliminating the coordinates from the equations of motion.

Assume that the coordinates are (re)arranged such that $\boldsymbol{q}=\left(\boldsymbol{q}_{c}, \boldsymbol{q}_{u}\right)^{T}$, with $\boldsymbol{q}_{c} \in \mathbb{R}^{n_{c}}$ and $\boldsymbol{q}_{u} \in \mathbb{R}^{n_{u}}$, and the constraint be defined as $\boldsymbol{h}_{c}(\boldsymbol{q})=\boldsymbol{q}_{c}$, such that

$$
\boldsymbol{J}_{c}=\left[\begin{array}{ll}
\boldsymbol{I}_{n_{u} \times n_{u}} & \mathbf{0}_{n_{c} \times n_{c}}, \tag{C.7}
\end{array}\right]
$$

and subdivide the inertia tensor, $\boldsymbol{D}(\boldsymbol{q})$, as:

$$
\boldsymbol{D}=\left[\begin{array}{ll}
\boldsymbol{D}_{c c} & \boldsymbol{D}_{c u}  \tag{C.8}\\
\boldsymbol{D}_{u c} & \boldsymbol{D}_{u u}
\end{array}\right],
$$

where $\boldsymbol{D}_{u c}=\boldsymbol{D}_{c u}^{T}$ due to the fact that $\boldsymbol{D}=\boldsymbol{D}^{T}$.
Given the constrained dynamics from (C.3), with $\dot{\boldsymbol{J}}_{c}=\mathbf{0}_{n_{c} \times n}$ incorporated, and
rearranging the equations to yield:

$$
\begin{gather*}
\ddot{\boldsymbol{q}}=\left[\begin{array}{c}
\ddot{\boldsymbol{q}}_{c} \\
\ddot{\boldsymbol{q}}_{u}
\end{array}\right]=\boldsymbol{D}^{-1} \overline{\boldsymbol{N}}_{c} \boldsymbol{b}  \tag{C.9}\\
\boldsymbol{b}=\left[\begin{array}{l}
\boldsymbol{b}_{c} \\
\boldsymbol{b}_{u}
\end{array}\right]=-\boldsymbol{H}+\boldsymbol{B} \boldsymbol{u}, \tag{C.10}
\end{gather*}
$$

the goal is to show that constraining $\ddot{\boldsymbol{q}}_{c}=\mathbf{0}_{n_{c}}$ via Lagrange multipliers yields dynamics identical to:

$$
\begin{equation*}
\ddot{\boldsymbol{q}}_{u}=\boldsymbol{D}_{u u}^{-1} \boldsymbol{b}_{u} . \tag{C.11}
\end{equation*}
$$

To begin, let $\boldsymbol{E}=\boldsymbol{D}^{-1}$, and subdivide it equivalently as:

$$
\boldsymbol{E}=\left[\begin{array}{ll}
\boldsymbol{E}_{c c} & \boldsymbol{E}_{c u}  \tag{C.12}\\
\boldsymbol{E}_{u c} & \boldsymbol{E}_{u u}
\end{array}\right] .
$$

Next, we incorporate the identity of the block-wise matrix inversion ${ }^{1}$, which may be generically defined as:

$$
\left[\begin{array}{ll}
\boldsymbol{A} & \boldsymbol{B}  \tag{3}\\
\boldsymbol{C} & \boldsymbol{D}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
\boldsymbol{A}^{-1}+\boldsymbol{A}^{-1} \boldsymbol{B}\left(\boldsymbol{D}-\boldsymbol{C A}^{-1} \boldsymbol{B}\right)^{-1} \boldsymbol{C} \boldsymbol{A}^{-1} & -\boldsymbol{A}^{-1} \boldsymbol{B}\left(\boldsymbol{D}-\boldsymbol{C A}^{-1} \boldsymbol{B}\right)^{-1} \\
-\left(\boldsymbol{D}-\boldsymbol{C} \boldsymbol{A}^{-1} \boldsymbol{B}\right)^{-1} \boldsymbol{C A}^{-1} & \left(\boldsymbol{D}-\boldsymbol{C A}^{-1} \boldsymbol{B}\right)^{-1}
\end{array}\right]
$$

which will be used later.

[^11]First, we compute the constrained inertia matrix,

$$
\begin{aligned}
\overline{\boldsymbol{D}}_{c}^{-1} & =\boldsymbol{J}_{c} \boldsymbol{D}^{-1} \boldsymbol{J}_{c}^{T}=\boldsymbol{J}_{c} \boldsymbol{E} \boldsymbol{J}_{c}^{T} \\
& =\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{E}_{c c} & \boldsymbol{E}_{c u} \\
\boldsymbol{E}_{u c} & \boldsymbol{E}_{u u}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{I} \\
\mathbf{0}
\end{array}\right]=\boldsymbol{E}_{c c},
\end{aligned}
$$

followed by the dynamically consistent null-space:

$$
\begin{aligned}
\overline{\boldsymbol{N}}_{c} & =\boldsymbol{I}_{n \times n}-\boldsymbol{J}_{c}^{T} \overline{\boldsymbol{D}}_{c} \boldsymbol{J}_{c} \boldsymbol{D}^{-1} \\
& =\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{I}
\end{array}\right]-\left[\begin{array}{l}
\boldsymbol{I} \\
\mathbf{0}
\end{array}\right] \boldsymbol{E}_{c c}^{-1}\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{E}_{c c} & \boldsymbol{E}_{c u} \\
\boldsymbol{E}_{u c} & \boldsymbol{E}_{u u}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\mathbf{0} & -\boldsymbol{E}_{c c}^{-1} \boldsymbol{E}_{c u} \\
\mathbf{0} & \boldsymbol{I}
\end{array}\right] .
\end{aligned}
$$

Incorporating this into (C.9) yields:

$$
\begin{aligned}
{\left[\begin{array}{c}
\ddot{\boldsymbol{q}}_{c} \\
\ddot{\boldsymbol{q}}_{u}
\end{array}\right] } & =\left[\begin{array}{ll}
\boldsymbol{E}_{c c} & \boldsymbol{E}_{c u} \\
\boldsymbol{E}_{u c} & \boldsymbol{E}_{u u}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{0} & -\boldsymbol{E}_{c c}^{-1} \boldsymbol{E}_{c u} \\
\mathbf{0} & \boldsymbol{I}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{b}_{c} \\
\boldsymbol{b}_{u}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\boldsymbol{E}_{c c} & \boldsymbol{E}_{c u} \\
\boldsymbol{E}_{u c} & \boldsymbol{E}_{u u}
\end{array}\right]\left[\begin{array}{c}
-\boldsymbol{E}_{c c}^{-1} \boldsymbol{E}_{c u} \boldsymbol{b}_{u} \\
\boldsymbol{b}_{u}
\end{array}\right] \\
& =\left[\begin{array}{c}
-\boldsymbol{E}_{c c}^{-1} \boldsymbol{E}_{c c} \boldsymbol{E}_{c u} \boldsymbol{b}_{u}+\boldsymbol{E}_{c u} \boldsymbol{b}_{u} \\
-\boldsymbol{E}_{u c} \boldsymbol{E}_{c c}^{-1} \boldsymbol{E}_{c u} \boldsymbol{b}_{u}+\boldsymbol{E}_{u u} \boldsymbol{b}_{u}
\end{array}\right] \\
{\left[\begin{array}{c}
\ddot{\boldsymbol{q}}_{c} \\
\ddot{\boldsymbol{q}}_{u}
\end{array}\right]=} & {\left[\begin{array}{l}
\mathbf{0} \\
\left(\boldsymbol{E}_{u u}-\boldsymbol{E}_{u c} \boldsymbol{E}_{c c}^{-1} \boldsymbol{E}_{c u}\right) \boldsymbol{b}_{u}
\end{array}\right] . }
\end{aligned}
$$

Note that, according to (C.13),

$$
\begin{equation*}
\boldsymbol{D}_{u u}^{-1}=\boldsymbol{E}_{u u}-\boldsymbol{E}_{u c} \boldsymbol{E}_{c c}^{-1} \boldsymbol{E}_{c u} \tag{C.14}
\end{equation*}
$$

thus yielding the final results:

$$
\left[\begin{array}{c}
\ddot{\boldsymbol{q}}_{c}  \tag{C.15}\\
\ddot{\boldsymbol{q}}_{u}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{D}_{u u}^{-1} \boldsymbol{b}_{u}
\end{array}\right] .
$$

## APPENDIX D

## REVIEW OF REDUCED ORDER ZERO DYNAMICS

Given the HZD reconstruction in Sec. 2.3.2, and repeating the zero dynamics coordinates from (2.66): ${ }^{1}$

$$
\begin{align*}
\xi_{1}(\boldsymbol{q}) & =\delta p_{h i p}^{x}(\boldsymbol{q})=\boldsymbol{J}_{h i p}^{x} \boldsymbol{q}  \tag{D.1}\\
\xi_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =\gamma_{0}(\boldsymbol{q}) \dot{\boldsymbol{q}}:=\gamma(\boldsymbol{x}), \tag{D.2}
\end{align*}
$$

the solution of $\boldsymbol{\xi}\left(t, \boldsymbol{\xi}_{0}\right)$ may be integrated using the zero dynamics $\left.\boldsymbol{f}\right|_{\mathbf{Z}}(\boldsymbol{\xi})$ defined as:

$$
\begin{align*}
\dot{\xi}_{1} & =\kappa_{1}\left(\xi_{1}\right) \xi_{2}  \tag{D.3}\\
& =\boldsymbol{J}_{h i p}^{x} \dot{\boldsymbol{q}}^{r}\left(\xi_{1}, \xi_{2}\right)=\boldsymbol{J}_{h i p}^{x} \boldsymbol{\Psi}_{\mathbf{Z}}\left(\xi_{1}\right) \xi_{2} \\
\dot{\xi}_{2} & =\kappa_{2}\left(\xi_{1}\right)  \tag{D.4}\\
& =-G_{1}\left(\boldsymbol{q}^{r}\left(\xi_{1}\right)\right)=-G_{1}\left(\mathbf{\Phi}_{\mathbf{Z}}\left(\xi_{1}\right)\right)
\end{align*}
$$

where $G_{1}(\boldsymbol{q})$ is the first entry in the gravity vector $\boldsymbol{G}(\boldsymbol{q})=\frac{\partial \nu}{\partial \boldsymbol{q}}(\boldsymbol{q})$. The dynamics of $\xi_{1}$ in (D.3) is easy to see as $\delta \dot{p}_{h i p}^{x}\left(\boldsymbol{q}^{r}\right)$.

The dynamics of $\xi_{2}$ in (D.4) come from Remark 5.2 in the proof of Theorem 5.1 found in [67, p. 122], first noting that $q_{s a}$ is a cyclic coordinate, ${ }^{2}$ implying that the state itself does not affect the kinetic energy, $\frac{\partial \mathcal{T}}{\partial q_{s a}}=0$.

[^12]The direct derivative of $\xi_{2}$ is:

$$
\begin{equation*}
\dot{\xi}_{2}=\frac{d}{d t}\left(\gamma_{0} \dot{\boldsymbol{q}}\right)=\gamma_{0} \ddot{\boldsymbol{q}}+\dot{\boldsymbol{\gamma}}_{0} \dot{\boldsymbol{q}}=\boldsymbol{D}_{1, *} \ddot{\boldsymbol{q}}+\dot{\boldsymbol{D}}_{1, *} \dot{\boldsymbol{q}}=\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial \dot{q}_{s a}}, \tag{D.5}
\end{equation*}
$$

noting that:

$$
\begin{equation*}
\xi_{2}=\boldsymbol{\gamma}_{0} \dot{\boldsymbol{q}}=\frac{\partial \mathcal{L}}{\partial \dot{q}_{s a}} \tag{D.6}
\end{equation*}
$$

and taking the Lagrangian of the dynamics of the non-actuated $q_{s a}$ and incorporating the property of the cyclic coordinate yields:

$$
\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial \dot{q}_{s a}}-\frac{\partial \mathcal{L}}{\partial q_{s a}}=\frac{d}{d t} \frac{\partial \mathcal{T}}{\partial \dot{q}_{s a}}+\frac{\partial \mathcal{V}}{\partial q_{s a}}=0
$$

which then simplifies to:

$$
\dot{\xi}_{2}=\frac{d}{d t} \frac{\partial \mathcal{T}}{\partial \dot{q}_{s a}}=-\frac{\partial \mathcal{V}}{\partial q_{s a}}=-G_{1}\left(\boldsymbol{q}^{r}\right)
$$

Using these reduced coordinates, numeric constraints can be made that (a) ensure that the walking gait does not fall forward with increasing velocity, and that (b) that a nontrivial periodic orbit exists using energy methods. In order to consider these quantities, we consider the pre-impact fixed point $\boldsymbol{x}^{-}=\left(\boldsymbol{q}^{-}, \dot{\boldsymbol{q}}^{-}\right)^{T}$ and its resulting post-impact value, $\boldsymbol{x}^{+}=\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)^{T}$, and considering the reduced zero dynamics coordinates $\boldsymbol{\xi}^{-}\left(\boldsymbol{x}^{-}\right)=\left(\xi_{1}^{-}, \xi_{2}^{-}\right)^{T}$ and $\boldsymbol{\xi}^{+}\left(\boldsymbol{x}^{+}\right)=\left(\xi_{1}^{+}, \xi_{2}^{+}\right)^{T}$. Addressing (a)
is straightforward, shown in $[3,67]$, that $\xi_{2}^{+}$may be computed as:

$$
\begin{align*}
\xi_{2}^{+} & =\Delta_{\xi_{2}}\left(\xi_{1}^{-}\right) \xi_{2}^{-}  \tag{D.7}\\
\Delta_{\xi_{2}}\left(\xi_{1}^{-}\right) & =\boldsymbol{\gamma}_{0}\left(\boldsymbol{q}^{r+}\left(\xi_{1}^{-}\right)\right) \boldsymbol{\Delta}_{\dot{\boldsymbol{q}}}\left(\boldsymbol{q}^{r+}\left(\xi_{1}^{-}\right)\right) \boldsymbol{\Psi}_{\mathbf{Z}}\left(\xi_{1}\right)  \tag{D.8}\\
\boldsymbol{q}^{r+}\left(\xi_{1}^{-}\right) & \left.=\boldsymbol{\Delta}_{\boldsymbol{q}} \boldsymbol{\Phi}_{\mathbf{Z}}\left(\xi_{1}^{-}\right)\right) \tag{D.9}
\end{align*}
$$

and knowing that the walking gait can be stable if the result velocity is forward moving and does not grow:

$$
\begin{equation*}
0<\Delta_{\xi_{2}}<1 \tag{D.11}
\end{equation*}
$$

The more challenging construction is proving that there is a nontrivial periodic orbit for the reduced coordinates that implies a fixed point in the effective underactuated momentum defined by $\xi_{2}$. First, with the goal of finding a coordinate that is integrable in terms of solely $\xi_{1}$, first define the ratio:

$$
\begin{equation*}
\frac{\dot{\xi}_{2}}{\dot{\xi}_{1}}\left(\xi_{1}, \xi_{2}\right)=\frac{d \xi_{2}}{d \xi_{1}}\left(\xi_{1}, \xi_{2}\right)=\frac{\kappa_{2}\left(\xi_{1}\right)}{\kappa_{1}\left(\xi_{1}\right) \xi_{2}}, \tag{D.12}
\end{equation*}
$$

and with the goal of eliminating $\xi_{2}$ on the denominator, define the "effective momentum" energy: ${ }^{3}$

$$
\begin{equation*}
E_{2}\left(\xi_{2}\right)=\frac{1}{2}\left(\xi_{2}\right)^{2} \tag{D.13}
\end{equation*}
$$

noting that

$$
E_{2}^{+}=\Delta_{\xi_{2}}^{2} E_{2}^{-}
$$

[^13]where $\Delta_{\xi_{2}}=\Delta_{\xi_{2}}\left(\xi_{1}^{-}\right)$, and compute its derivative with respect to $\xi_{1}$ yielding:
\[

$$
\begin{equation*}
\frac{d E_{2}}{d \xi_{1}}\left(\xi_{1}\right)=\frac{\kappa_{2}\left(\xi_{1}\right)}{\kappa_{1}\left(\xi_{1}\right)}, \tag{D.14}
\end{equation*}
$$

\]

and thus the integration to find $\hat{E}_{2}\left(\xi_{1}\right)$ may defined as: ${ }^{4}$

$$
\begin{equation*}
\hat{E}_{2}\left(\xi_{1}\right)=E_{2}^{+}+\delta E_{2}\left(\xi_{1}\right) \tag{D.15}
\end{equation*}
$$

where ${ }^{5}$

$$
\delta E_{2}\left(\xi_{1}\right)=\int_{\xi_{1}^{-}}^{\xi_{1}} \frac{d E_{2}}{d \xi_{1}}\left(\hat{\xi}_{1}\right) d \hat{\xi}_{1}
$$

An important constraint mentioned by $[67]$ is that $\hat{E}_{2}\left(\xi_{1}\right)>0$ for all $\xi_{1} \in\left[\xi_{1}^{-}, \xi_{1}^{+}\right]$, since the value itself must be positive. Thus we have the constraint:

$$
\begin{align*}
\min _{\xi_{1}} \hat{E}_{2}\left(\xi_{1}\right) & =E_{2}^{+}+\delta E_{2}^{\min }>0  \tag{D.16}\\
\delta E_{2}^{\min } & =\min _{\xi_{1}} \delta E_{2}\left(\xi_{1}\right)
\end{align*}
$$

Using this identity, we may then define the Poincaré return map of $E_{2}\left(\xi_{1}\right)$ at impact as:

$$
\begin{equation*}
\rho\left(E_{2}^{-}\right)=\hat{E}_{2}\left(\xi_{1}^{-}\right)=\Delta_{\xi_{2}}^{2} E_{2}^{-}+\delta E_{2}\left(\xi_{1}^{-}\right) \tag{D.17}
\end{equation*}
$$

which can the be used to find the fixed-point energy for a nontrivial periodic orbit, $\rho\left(E_{2}^{\bar{F}}\right)=E_{2}^{\bar{F}}$, which results in:

$$
\begin{equation*}
E_{2}^{\bar{*}}=\frac{1}{1-\Delta_{\xi_{2}}^{2}} \delta E_{2}\left(\xi_{1}^{-}\right) \tag{D.18}
\end{equation*}
$$

[^14]For this fixed point to exist, it must be positive and be a member of the zero dynamics energy domain:

$$
\begin{align*}
\mathcal{D}_{\mathbf{Z}}^{E_{2}} & =\left\{E_{2}^{-}>0: E_{2}^{-\min }>0\right\}  \tag{D.19}\\
E_{2}^{-\min } & =\Delta_{\xi_{2}}^{2} E_{2}^{-}+\delta E_{2}^{\min } \tag{D.20}
\end{align*}
$$

which reinforces that the energy must always be positive. This results in the constraints:

$$
\begin{gather*}
E_{2}^{\bar{*}}>0  \tag{D.21}\\
E_{2}^{\bar{*} \min }=\Delta_{\xi_{2}}^{2} E_{2}^{\bar{*}}+\delta E_{2}^{\min }>0 \Leftrightarrow E_{2}^{\bar{\kappa}} \in \mathcal{D}_{\mathbf{Z}}^{E_{2}} . \tag{D.22}
\end{gather*}
$$
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