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ABSTRACT

Magnesium (Mg) based materials are now some of the most promising materials

for hydrogen storage due to their light weight and high hydrogen capacity. Their

most significant limitation, however, is the high de-hydrogenation temperature and

low kinetics. Niobium (Nb) has been proposed for improving the hydrogen sorption

kinetics in Mg thin films. In this work, Mg/Nb multi-layered thin films were investi-

gated by theoretical methods and compared to experimental results. Some selected

properties such as structural, elastic, energetic and electronic charge properties of

the bulk and thin films have been investigated.

Firstly, classical thermodynamic models and first-principles calculations based

on Density Functional Theory (DFT) were used for describing the pseudomorphic

growth in Mg/Nb multi-layered films observed in experiments. Calculations of the

thermodynamic, electronic and structural stability of a body-centered cubic (bcc)

Mg show that this structure is in fact metastable under thin film conditions, when

Mg grows epitaxially on the bcc Nb, in agreement with experiments. The predicted

bi-phase diagram of Mg/Nb multilayers indicated that not only the metastable bcc

Mg can be stabilized, but also a hexagonal close packed (hcp) Nb can be stabilized

under the specific range of the bilayer thickness and the volume fractions of the

constituents.

Next, the hydrogen desorption properties of the free standing Mg films and

Mg/Nb multilayers were elucidated by DFT calculations. The computational tools

were used for assisting the experimental characterization. As a result, two metastable

orthorhombic magnesium hydrides (Os-MgH2 and Om-MgH2) were observed in those

films. Due to the influence of stress and corresponding formation of these metastable

ii



phases, significant destabilization of MgH2 provides ultra-low hydrogen desorption

temperature in both free-standing Mg and multilayer Mg/Nb films. Formation of

enthalpies (∆Hf ) and estimating desorption temperatures (Td) were determined by

DFT calculations and indicated that either tension or compression will lead to desta-

bilization of MgH2. Moreover the hydrogen diffusion mechanisms were studied in

both bulk and thin film structures. The site preference and diffusion activation

energy calculations successfully describe hydrogen sorption behavior in Mg/Nb mul-

tilayers in experiments.

It is expected that the results of this research will foster further work on the devel-

opment of the solid-state hydrogen storage systems necessary to bring the hydrogen

economy closer to reality.
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NOMENCLATURE

BZ Brillouin Zone

CALPHAD CALculation of PHAse Diagram

CI-NEB the Climbing Image Nudged Elastic Band

DFT Density Functional Theory

DOE the US Department of Energy

DOS Density of State

ELF Electron Localization Function

FFT the Fast–Fourier Transform

IUPAC International Union of Pure and Applied Chemistry

MEP the Minimum Energy Path

ML Monolayer

MC Monte Carlo

MD Molecular Dynamics

P Pressure

PCI the Pressure–Composition Isotherm

PCT the Pressure–Composition Temperature

SGTE Scientific Group Thermodata Europe

SSA Specific surface area

T Temperature

VASP Vienna abinitio simulation package

ZPE Zero point energy
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1. INTRODUCTION AND LITERATURE REVIEW

1.1 Hydrogen technology and applications

The so-called hydrogen economy is based on the use of clean, renewable hydrogen-

based energy generation systems. In this technology, hydrogen gas (H2) is not a

primary energy source, but rather it is an energy carrier [1]. Fig. 1.1 shows a simple

schematic of the ideal hydrogen cycle [2]: First, hydrogen is generated from electrol-

ysis of water, with the energy necessary for this reaction coming from other energy

sources. Once hydrogen and oxygen are separated, the former can be stored (in gas

tanks or in solid-state storage systems). The store hydrogen can then be recom-

bined with hydrogen in a fuel cell—essentially reversing the electrolysis reaction—

generating electricity with water being a byproduct of the reaction. The percentage

present in Fig. 1.1 is the approximated conversion efficiency of each step. This

hydrogen cycle is similar to the carbon cycle. However, in this case hydrogen can

be considered to be an ideal clean fuel, as the combustion reaction of hydrogen with

oxygen produces water vapor without emitting toxic or greenhouse gases, such as

carbon monoxide (CO) or carbon dioxide (CO2). Moreover, the chemical energy per

mass of hydrogen is greater than that of other chemical fuels. In fact, the energy

content of hydrogen is three times larger than that of liquid hydrocarbons of the

same mass [3].

Hydrogen-based energy generation and storage is a promising technology that

could in principle at least partly alleviate some of the considerable environmental

problems we currently phase. However, there are many challenges that need to be

resolved in order to further develop this technology. For instance, the hydrogen

production, hydrogen storage as well as combustion processes are required to be
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Figure 1.1: The ideal Hydrogen cycle [2]

convenient, efficient, safe and economical.

1.1.1 Hydrogen production

Hydrogen can in principle be obtained from different processes but one of the most

effective approaches is through reforming of natural gas, which is produced from

other fossil fuel sources or coal gasification. Unfortunately, these sources produce

significant amounts of greenhouse (and other toxic) gases, negating the benefits—

in terms of curtailing detrimental emissions—of hydrogen-based power generation.

In the long term, the hydrogen economy cannot be realized unless renewable and

sustainable sources are used for hydrogen production.

Many possible techniques have been proposed for producing hydrogen [1, 3]. The

most widely used technique is electrolysis, which is a process that consists of the

decomposition of water into hydrogen and oxygen using electricity. The reduction

and the oxidation produce H2 at cathode and O2 at anode, respectively. Potential
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energy sources of electrical power for electrolysis are solar power, nuclear power,

hydro power, wind turbine, etc. Furthermore, hydrogen can be obtained from fer-

mentation of biomass by using bacteria or high temperature. Another technique

is based on thermochemical approaches. This technique splits water molecules by

applying very high temperature. The difficulties associated with this latter approach

are thermal management, heat extraction, and improvement of high temperature

materials used. In addition, this method requires multistep thermochemical pro-

cesses. In 2013, Munich et al. have developed the so-called isothermal water split-

ting (ITWS) technique. This technique is based on the solar thermal water-splitting

(STWS), which generates hydrogen from water and sunlight [4]. Sunlight is con-

centrated into a tower and heat is delivered into a reactor containing a metal oxide

compound. Normally, two steps of reduction and oxidation (redox) are involved

in production of H2. The ITWS technique developed by Munich and collaborators

complete the two reactions at single temperature (∼1350oC), instead of two different

temperatures for two reactions used in traditional techniques. This latter aspect

increases the overall efficiency of the hydrogen production cycle. All in all, there are

many more technologies for the clean production of hydrogen, and it is very likely

that this progress will continue as it has for the past decades.

1.1.2 Hydrogen storage

While there are still many challenges associated to the clean and efficient produc-

tion of hydrogen, one of the most critical problems that prevent a wider deployment

of the so-called hydrogen economy is the lack of feasible solution for the storage of

hydrogen once it has been produced. At ambient conditions, hydrogen is a gas which

is non-toxic. Its combustion with oxygen produces energy and water. Although its

combustion with nitrogen will produce nitric oxide, which is an air pollutant, this
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product can be controllable [5]. A high volumetric density (ρv), which is an amount

of hydrogen stored per unit volume of a material, and a high gravimetric density

(ρm), which is an amount of hydrogen stored per mass of a material, are required for

a hydrogen storage. Because hydrogen is colorless and odorless, it is difficult to detect

a leakage. Therefore, not only an efficiency issue but a safety issue must be consid-

ered in practical applications. Typically, hydrogen may be stored as a pressurized

gas, a cryogenic liquid, or a solid form. Hydrogen has very low density (0.089886

kg/m3 at 0oC and 1 bar) in the gaseous state. The high-pressure storage can be

used for compressing volume and storing hydrogen in a gas phase. This method is

restricted by the weight of the storage tank and the potential of a leakage causing

safety concerns. At the present, a maximum pressure of 20 MPa is retained in a

traditional high-pressure gas cylinders. The wall of a gas cylinder is capped with two

hemispheres shown in Fig. 1.2. The relationship of the ratio of the wall thickness

dw to the outer diameter (do) of the cylinder, the overpressure (∆ρ) and the tensile

strength of the material (σv) is given as the following equation:

dw
do

=
∆p

2σv +∆p
(1.1)

Thus, the capability of storing gas at a given pressure depends on the tensile

strength of the material and the thickness of a cylinder. Recently, high pressure (80

MPa) hydrogen storage has been achieved in new lightweight composite cylinders [2].

In contrast of a volumetric density, a gravimetric density decreases, when pressure

is increased. Both volumetric- and gravimetric-densities need to be satisfied to get

a suitable storage solution. Nowadays, a 110 kg and 70 MPa vessel, which has a

gravimetric density of 6 mass% and a volumetric density of 30 kg/m3, is a target

for industry [1]. Important safety issues that pressurized cylinders need to comply
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Figure 1.2: Comparison of volumetric density as a function of gas pressure of H2 gas
(a red line), ideal gas (a blue dashed line) and liquid hydrogen (Hliq

2 , a light blue
line). The dw/do values of steel with a tensile strength of 460 MPa (labelled on the
right vertical axis) as a function of gas pressure are represent as a black line. [7]

with are: temperature increase during high rate gas cylinder filling, hydrogen embrit-

tlement of metals at ambient temperatures, etc. [6]. A three layered vessel, which

consists of a polymer inner layer, a middle carbon-fiber composite (the stress-bearing

component) layer and an outer layer constructed from an aramid-based material (for

preventing mechanical and corrosion damage), has been proposed as feasible high-

pressure hydrogen storage solution [1]. Unfortunately, the problems that need to be

overcome are quite complex and it is very likely that they will remain unanswered

over the foreseeable future.

In case of liquid hydrogen (LH2) tanks, a refrigeration and super-insulated low

temperature storage units are required, due to hydrogen’s low boiling point (-252

oC) at 1 bar [8]. On the other hand, a high pressure of 104 bar must be applied

to keep hydrogen as a liquid form at room temperature. A liquefaction process is
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used for cooling hydrogen from room temperature to its boiling point. This process

consumes large amounts of energy and is thus a highly inefficient method for the

storage of a clean energy carrier. Another limitation of this approach is the fact that

the storage vessel needs to be very well insulated in order to keep hydrogen in the

liquid state [2].

Another method for hydrogen storage is to use solid-state approaches. One of

the main advantages of this method over the two conventional methods discussed

above is a significant enhancement in the volumetric hydrogen-storage capacity—

hydrogen is stored in specific surface or volume lattice sites of the structure and the

resulting hydrogen-hydrogen interatomic spacing is orders of magnitude smaller than

what would be expected if it were to be stored in the gas phase. In addition to the

improvements in volumetric capacity, storing hydrogen in the solid state results in

significant improvements in safety.

In this case, hydrogen may be adsorbed (or absorbed), interact with a host me-

dia and be released from the host media for usage. Materials-based storage can be

characterized by the hydrogen sorption behavior (e.g. physisorption or chemisorp-

tion) or the class of storage materials (e.g. metal hydride, carbon-based materials,

metal-organic frameworks (MOFs), etc. ). Typical sorption mechanisms of hydrogen

in materials-based storage are represented by simple schematics shown in Fig. 1.3.

Fig. 1.3(a) illustrates physisorption (or physical adsorption) of hydrogen in high

porosity materials. In this case, the hydrogen atoms and the host material do not

have chemical interactions with each other. In contrast, Fig. 1.3(b) to 1.3(c) repre-

sent typical chemisorption processes. Firstly, H2 chemically interacts at a surface of

material shown in Fig. 1.3(b). Fig. 1.3(c) shows the splitting of the H2 molecule on

the material surface. After the dissociation of H2 into molecular H, H forms chemical

bonding (i.e. metallic, covalent or ionic bonds) with the host atoms, forming a new
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Figure 1.3: Mechanisms of storing hydrogen in solid materials (a) physisorption in
a high porosity material, (b) chemisorption of H2 on a surface of a material, (c)
split H atoms have chemical interaction with host atoms, and (d) forming a hydride
compound with periodic arrangement [5]

phase, as illustrated in Fig. 1.3(d).

In order for a material to be suitable for hydrogen storage applications, there

are some criteria that must be met, such as large hydrogen capacity (>6 % wt.),

good reversibility in the hydrogen sorption-desorption at relatively low tempera-

tures, favorable thermodynamics, fast kinetics (required for high hydrogen sorption

rate), cyclic stability, high thermal conductivity and low cost [9]. In 2009, the US

Department of Energy (DOE) proposed the revised targets for hydrogen storage in

light-duty vehicles shown in Table 1.1 [10]. Development of materials-based storage

will be further discussed in the literature review section.

1.1.3 Hydrogen combustion: fuel cells

Fuel cells are electrochemical devices that essentially reverse the electrolysis pro-

cess. H2 and O2 are recombined by electrochemical processes and the resulting

electrons are then used to do useful work. A schematic of a typical fuel cell is shown

in Fig. 1.4. H2 is loaded to an anode, converted to protium (H0
2), and then split into
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Table 1.1: Selected hydrogen storage targets for light-duty vehicles proposed by DOE
in 2009[10]

Target 2010 2015 Ultimate

Gravimetric density (%wt) 4.5 5.5 7.5
Volumetric density (g/L) 0.028 0.04 0.07
Min/max operating temperature (oC) -30/50 -40/60 -40/60
Fueling rate for 5kg H2 (minute) 4.2 3.3 2.5

Note: 1 kg H2 ≈1 gal gasoline equivalent

two protons (H+) and two electron (e−). At the anode (negative electrode), there

is typically a Pt-based catalyst, which is used as hydrogen adsorbent that facilitates

the dissociation between hydrogen diatomic molecule and molecular hydrogen. The

electrons generated at the anode are then passed through an external circuit for

generating a current, and they flow further to a cathode (positive electrode). Mean-

while, H+ ions penetrate through a polymer electrolyte membrane to the cathode

side. On another side of the cell, air is supplied for feeding O2 to the cathode. A

reaction of electrons, oxygen and protons form water as byproduct.

Many types of fuel cells have been developed, such as alkaline fuel cells (AFC),

polymer electrolyte membrane fuel cells (PEMFC), direct methanol fuel cell (DMFC),

phosphoric acid fuel cells (PAFC), molten carbonate fuel cells (MCFC) and solid-

oxide fuel cell (SOFC) [1]. They are classified based on the electrolyte. The operating

temperatures of those fuel cells increase in the following order: AFC (80 oC), PEMFC

(<40 oC - 90 oC), DMFC(60 oC - 120 oC), PAFC (150 oC - 200 oC), MCFC (650 oC)

and SOFC (>800 oC). Recently, polymer electrolyte membrane fuel cells (PEMFC)

have emerged as the most appropriate type of fuel cells for hydrogen technologies

due to their low operating temperature, high power density, quick startup and fast
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response to load changes [11]. The most common electrolyte used in the cells is an

organic polymer polyperfluorosulfonic acid (PFSA) electrolyte membrane. However,

their catalysts are expensive and they are highly sensitive to fuel impurities. For

other types of fuel cells, there are different pros and cons. For example, AFC con-

sists of potassium hydroxide (KOH) as the electrolyte. The important advantages

of this type of cell are its cheap component, high performance, low operating tem-

perature. The major problem is that the electrolyte reacts with CO2 and decrease

the cell performance. Therefore, it is required to incorporate expensive CO2 removal

systems. SOFC employs ceramics materials (i.e. yttria-stabilised zirconia (YSZ)) as

its electrolyte and electrodes. SOFC has high efficiency and a variety of catalysts

can be used in this cell. However, its high operating temperature is the biggest draw-

back. The main challenge is developing of low cost materials with high durability

at working temperatures [12]. Each fuel cell technology has its own advantages and

disadvantages. Further development is required in this field.

1.1.4 Applications and outlook

In summary, hydrogen-based energy technologies are promising approaches to-

wards clean, renewable, environmentally-benign energy. This technology has been

proposed to be used in stationary, compact devices, mobile applications, etc. The

three main aspects of hydrogen energy technologies—hydrogen production, hydrogen

storage and hydrogen combustion—require the solution of significant technological

challenges. For example, hydrogen production needs to be in large scale and ideally

using sustainable and renewable energy resources. Hydrogen storage need to be effi-

cient, safe and viable. Now, pressurized hydrogen tank have been used in laboratory

applications. Cryogenic liquid hydrogen tank is suitable for applications with a short

consuming time of gas, such as air and space applications [8, 7]. Solid-state storage
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Figure 1.4: A schematic of hydrogen fuel cell: an example of the polymer electrolyte
membrane fuel cells (PEMFC) [5]

systems constitute very attractive alternatives for hydrogen storage technologies due

to their significant volumetric storage capacity as well as the significant improve-

ments in safety that result from decreasing the need of using gas tank at very high

pressures. Unfortunately, most of the materials that have been proposed as solid-

state storage solutions have only been used at a laboratory scale. Moreover, while a

lot of emphasis has been placed on improving the sorption/desoprtion characteristics

of hydrogen storage, technical aspects such as the charging, discharging, charging cy-

cle, operating conditions need to be signficantly improved. Additionally, other issues

such as hydrogen delivery, refuelling station, price, etc. , need to be developed for

mobile applications.

1.2 Literature review: development of materials-based hydrogen storage

For materials-based hydrogen storage, hydrogen can be stored in host materials

by physisorption or chemisorption processes. This method greatly reduces storing
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volume compared to the conventional methods. However a gravimetric density needs

to be considered, because host materials are in some cases not very light. In this

section, some important classes of materials-based hydrogen storage, which have been

actively studied, are selected and reviewed.

1.2.1 Physisorption materials

The first type of materials-based hydrogen storages are physisorption materials

(or adsorptive materials), which are high-surface area or porous materials. In this

type of materials, molecular hydrogen (H2) is adsorbed and adhered to a storage me-

dia by physisorption process. Van der Waal forces arise between hydrogen molecules

and atoms on the surface of adsorbing materials (or adsorbents). Considering the

van der Waals interaction, the energy between the sorbent and hydrogen molecule

(ES−H2) relates to:

ES−H2 ∼
αH2αS

R6
(1.2)

where αH2 and αS is the polarizibilities of H2 and the sorbent, respectively. R is

the distance between H2 and the sorbent. Because αH2 is constant, increasing the

polarizibility of the sorbent is the only method to enhance the interaction between

sorbent and hydrogen[13]. Also, there are short range repulsive interactions. The

Lennard-Jones equation is used to described a potential energy curve arisen by those

attractive- and repulsive-interactions between H2 and absorbent atoms. The poten-

tial energy changes as a function of a distance between H2 and adsorbent atoms.

For porous materials, types of pores can be categorized by a size of dimension,

that are micropores (<2 nm), mesopores (2 nm to 50 nm) and macropores (>50 nm),

according the International Union of Pure and Applied Chemistry (IUPAC) [14]. In

microporous materials, the properties of pores such as the pore dimensions, the spe-
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cific surface area, the micropore volume and the pore shape affect on their hydrogen

adsorption behavior. Typically, the specific surface area of adsorptive materials can

be measured and calculated by two techniques, which are Brunauer-Emmett-Teller

(BET) and Langmuir methods. The Langmuir equation is generally used for mate-

rials which form a monolayer adsorption with adsorbed molecules, while the BET

method includes multilayer adsorption. The surface areas obtained by using the BET

method are usually larger than values calculated by using the Langmuir method [15].

An adsorption process is an exothermic process which releases heat. The heat of

adsorption for physisorption (1 kJ/mol - 10 kJ/mol) is about ten times smaller than

that observed in storage materials in which chemisorption is the dominant mechanism

for hydrogen sorption. This is because the interaction between H2 and host materials

is weak. Releasing low heat during the adsorption process and rapid kinetics of

hydrogen adsorption are good for refueling in mobile applications. However, the

weak interaction results in low capacity of storing hydrogen at room temperature.

Hydrogen storage capacities of this type of materials increase when temperature

decreases. Bhatia and Myers [16] predicted the the optimum heat of adsorption of

adsorptive materials should be about 15 kJ/mol·H2 at 298 K. These optimal values

is predicted for storing a large amount of hydrogen molecules at a charging pressure

(∼30 bar) and for releasing most of them at a discharging pressure (∼1.5 bar). None

of present absorbent materials satisfy this value [17].

1.2.1.1 Carbon-based materials

Carbon-based materials are attractive candidates for a hydrogen storage applica-

tions because they reveal high specific surface area (SSA), low mass, good adsorption

and micro-porosity. In pure carbon, their hydrogen binding energies are in range of

4 kJ/mol to 5 kJ/mol, which are too weak for storing hydrogen at ambient tem-
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perature [13]. From Eq. 1.2, αS can be changed by modifying polarization or curva-

ture of a surface. Various porous carbon-based materials, such as activated carbons

(ACs), single-walled carbon nanotubes (SWCNTs), multi-walled carbon nanotubes

(MWNTs), graphites and expanded graphites, have been explored for hydrogen sto-

rage propose.

Selected porous carbon materials are discussed in this section. Typically, ac-

tivated carbons contains high micropores with large SSA (>3000 m2/g) and high

total pore volume (>1.5 cm3/g). They are attractive, because they can be produced

in a large scale. ACs is one of commercial candidates for carbon-based hydrogen

storage materials. Various organic precursors such as coconut shells, soil bean and

other agricultural wastes can be used. Their highly porous characteristics can be

synthesized by physical activation or chemical reaction [18]. At 77 K, their average

hydrogen capacity is ∼2.5 wt% at low pressure (1-10 bar), the higher capacity of 5.5

wt% can be gained at high pressures (∼60 bar) [19, 20]. However, the low adsorption

(<1 wt% was measured at room temperature and 100 bar [21].

In 1997, the hydrogen adsorption in SWCNTs was first investigated by Dillion

et al. [22]. Carbon nanotube is a rolled graphene sheet and its two ends are closed

by two fullerene-like hemispheres. The curvature in carbon nanotubes plays an im-

portant role on their hydrogen adsorption properties. Their heat of adsorption is

∼25% higher than that in the flat graphite [8]. At room temperature, hydrogen ad-

sorption capacities of SWCNTs are in the range of 0.1wt%-0.2 wt%. For MWNTs,

their hydrogen storage densities are affected by the number of shell (Ns) and the

tube diameter as shown in Fig. 1.5. Other forms of carbon nanotubes, such as bun-

dle of single-walled carbon nanotubes, decorated carbon nanotubes, etc. , have been

reported [23, 24]. However, carbon nanotubes show no significant advantage over

other carbon materials because of difficulties in synthesis and purification for a large
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Figure 1.5: Calculated hydrogen storage density as a function of the number of shell
Ns (blue) and as a function of the tube diameter (red).[8]

scale production.

There are many attempts to improve hydrogen adsorptions by other carbon based

materials. Recently, new carbon materials called carbon aerogels (CAs) have been

discovered for storing hydrogen [25, 26]. CAs are amorphous activated carbons

which have large surface area up to 3200 m2/g. At 77K, the maximum gravimetric

density of 5.3 wt.% can be achieved under pressure of 20-30 bar. In a variety class

of carbon nanomaterials, such as fullerenes, carbon nanofibers, graphite nanofibers,

etc. , hydrogen uptake capacities are in range from 0.1wt% to >10 wt% [27, 28].

Nevertheless, carbon nanofibres, which have a capacity 67 wt% reported by Chembers

et al. [29], cannot be reproduced consistently.

1.2.1.2 Metal-organic frameworks

Metal-Organic Frameworks (MOFs) are crystalline solids, which consist of metal

ions (or clusters) bridged by organic ligands. The adsorption enthalpy of typical
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MOFs is about 6 kJ/mol [30]. MOFs are attractive for storing hydrogen. In these

materials not only is physisorption present, but H2 can form sigma bonds with un-

saturated metal centers. They have more choices for designing the structure com-

pared with carbon materials. For instance, the choice of ligand sizes can modify

the void spaces. The choice of constituent elements and structures can modify the

polarization of frameworks. The choice of metals, which have different oxidation

states, different electronic properties and different degrees of unsaturation, affects

the number and strength of metal-hydrogen interactions [31].

Zn(II) and Cu(II) are the most common metal ions used in MOFs. Other me-

tals such as Mn, Co, Ni, Cr, Mg, Al, alkali metals and lanthanide metals are also

used for synthesis MOFs. For organic building blocks, various carboxylic acids

and heterocyclic compounds with nitrogen donors can be used as linkers. There-

fore, numerous MOFs can be synthesized and their hydrogen sorption capabilities

have been investigated [32, 15]. For example, Rosi et al. reported that MOF-5

of composition Zn4O(BDC)3(BDC=1,4-benzenedicarboxylate) with a cubic three-

dimensional extended porous structure can store hydrogen up to 4.5 wt% at 78 K

and 20 bar, and reduce to 1 wt% at room temperature. When the organic linkers

were modified from the BDC linkers of MOF-5 to cyclobutylbenzenes of isoreticular

metal-organic framework-6 (IRMOF-6) and naphthalene linkers of isoreticular metal-

organic framework-8 (IRMOF-8), the capacity is enhanced from ∼1.9 to 4.2 and 9.1

H2 per formula unit, respectively, at room temperature and 10 bar [33]. Fig. 1.6

presents the three dimensional structures of MOF-5 , IRMOF-6, and IRMOF-8.

In the high pressure hydrogen uptake process, the quantity of adsorption can

be represented by the total amount of adsorption (Ntot) or excess amount of ad-

sorption (Nex). The excess adsorption, known as the Gibbs excess, denotes the

difference amounts of H2 present in the same volume of adsorptive materials which
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Figure 1.6: Three dimensional structures of (a) MOF-5, (b) IRMOF-6, and (c)
IRMOF-8. The largest sphere which can be fit in the cavities is illustrated by
the large yellow spheres that contact the van der Waals radii of the framework
atoms(Zn:blue polyhedron, O:red spheres, C:black spheres). [33]

filled with hydrogen and absence of hydrogen. The relationship of Ntot and Nex is

Ntot = Nex + dgasVpore, where dgas is the compressed gas at a given temperature and

pressure and Vpore is the pore volume [15]. The hydrogen storage capacities in MOFs

increase linearly when the surface areas increase. So far, there are many efforts to

enhance the adsorption interaction between H2 and MOFs such as using functional

ligands, generating open metal sites, catenation, constraining pore size, alkali metal

ion inclusion, embedding of nanoparticles (i.e. Pt or Pd) [33]. For constraining pore

size method, the pore size and the surface area have to be balanced since smaller pore

relates to smaller surface area. Catenation is the intergrowth of two or more identical

frameworks that can reduce pore size of MOFs. This method shows improvement

of hydrogen adsorption in MOFs [34]. Doping MOFs with catalyst can enhance the

storage capacity because catalyst hydrogen molecules are split and stored as hydro-

gen atoms. However, embedded nanoparticles (i.e. Pd or Pt) may block the pore and

reduce pore volume of MOFs [15]. Fig. 1.7 shows the hydrogen storage capacities at

77 K as a function of the surface area of some selected MOFs.

Similar to other physisorption materials, their hydrogen uptake quantities dra-

matically reduces at room temperature. One important thing that should be con-
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Figure 1.7: The hydrogen storage capacities at 77 K as a function of the BET surface
areas for selected MOFs [15]

sidered is the stability of MOFs in operating conditions. Most MOFs are sensitive

to moisture, acids or bases. Hence, designing of MOFs need be considered in afore-

mentioned issues.

1.2.1.3 Other microporous materials

Zeolites are the three-dimensional alluminosilicates. Even though zeolites seem to

be a good hydrogen capacity owing to their highly porous and high surface area. In

fact, their hydrogen adsorption capacities are low due to their limited pore volume.

They can store hydrogen less than 2 wt% at liquid nitorgen temperature and very

low capacity (<1 wt%) at room temperature[1, 35]. They are not good candidates for

hydrogen storage applications. Nevertheless, many adsorptive materials demonstrate

good hydrogen storage capacities at 77 K (the liquid nitrogen temperature) and high

pressures, those capacities become low at ambient conditions. These features are not
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suitable for practical applications. This is the main disadvantage of these materials.

Concisely, among physisorption materials, ACs and MOFs are the most promising

candidates for hydrogen storage applications.

1.2.2 Reversible metal-based hydrides

Hydrogen can be stored as hydride compounds by chemisorption processes. A

good volumetric hydrogen capacity can be achieved by this procedure. Molecular

H2 are dissociated into hydrogen atoms (H), bound to host atoms and form hydride

compounds. When hydrogen atoms are attached in host materials by chemical bond-

ing, heat is required for breaking chemical interaction and releasing hydrogen in the

dehydrogenation step. The desorption temperature strongly relates to the stability

of the hydride structure. The stability of metal hydrides can be explained by the en-

thalpy of formation/the heat of formation (∆H). Generally, the sorption properties

of metal hydrides can be probed by pressure–composition temperature (PCT) study,

which is also called the pressure-composition isotherm (PCI) method. This method

depicts the relationship between the hydrogen pressure and hydrogen composition in

films under isothermal loading and unloading conditions. An example of PCT curve

is illustrated in Fig. 1.8. The corresponding transformation from solid solution (α)

to hydrided phase (β) is displayed at the bottom of Fig. 1.8. The logarithm of the

plateau pressure can be plotted versus 1/T. This correlation can be described by

Van’t Hoff’s equation in Eq. 1.3.

ln[
peq(H2)

p0eq
] =

∆H

RT
− ∆S

R
(1.3)

where peq(H2) and p
0
eq are the plateau (equilibrium) pressure and the thermody-

namic reference pressures, respectively. Typically, p0eq refers to atmospheric pressure,

which is 1 bar. R and T are the gas constant and absolute temperature, respectively.
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Figure 1.8: The relationship between Pressure-Concentration-Temperature (PCT)
curve (left) and Van’t Hoff plot (right). The simple schematic of the solid solu-
tion phase (α), the fully hydrided phase (β) and the coexisted phases (α+β) are
represented at the bottom. [36]

∆H and ∆S represent the corresponding variation of enthalpy and entropy. Van’t

Hoff’s equation can be used to estimate the desorption temperatures of metal hy-

drides through their formation entropy (∆Sf ) and formation enthalpy (∆Hf ) [8, 17]

The first absorption hydrogen in metals was observed in paladium (Pd) in 1866 [37].

Although Pd provides an excellent sorption property, its cost is the main problem

for usage. Other metals have been sought out to replace Pd. As mentioned before,

the weight of host materials affects the gravimetric density. The light metal hydrides

have been focused for satisfying the weight requirement.

1.2.2.1 Light weight binary metal hydrides

The reaction of M + x
2
H2 �MHx describes a formation of binary metal hydride

(MHx). Following the periodic table, the various hydride forms of light elements
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(i.e. lithium (Li), beryllium (Be), sodium (Na), magnesium (Mg), boron (B) and

aluminium (Al), have been investigated for hydrogen storage purpose [31]. Starting

from the first row of the periodic table, lithium hydride (LiH) provides 12.7 wt.%.

However, it is too stable and it needs very high temperature (∼850 oC) to release

hydrogen. Beryllium can store hydrogen up to 18.3 wt.% and release hydrogen

at lower temperature (∼250 oC) than in LiH. However, it is toxic and expensive.

Sodium hydride (NaH) has the capacity less than 5 wt.%, and its stability is as high

as LiH [31]. The next candidate is Mg. Its hydride phase is MgH2, which stores

hydrogen up to ∼7.6 wt.%. It is abundant and inexpensive. Again, typical MgH2

is very stable (∆Hf ∼-75 kJ/molH2), it requires >300
oC for dehydrogenation [38].

Among light binary metal hydrides, MgH2 is the most promising candidate for storing

hydrogen due to their advantages. The development of Mg-based hydrogen storage

will be reviewed in a further section. For Al, aluminium hydride (AlH3) shows 10.1

wt.% hydrogen capacity and has less stability (∆Hf ∼-10 kJ/molH2). However,

this material stores hydrogen irreversibly [28, 39]. In summary, these binary metal

hydrides are not satisfied the on-board applications. Therefore, many methods, such

as adding transition metals as catalysts, forming more complex hydrides, etc. have

been used for enhancing their thermodynamics.

1.2.2.2 Complex hydrides

For complex hydrides, sodium alanates (NaAlH4) are now considered promising

materials due to their low cost and high reversible capacities of the bulk materials. In

1997, Bogdanović first proposed that the reversible hydrogen absorption/desorption

in NaAlH4 can be achieved by doping transition metal catalysts (e.g. Ti) [40]

The reversible hydrogen sorption of NaAlH4 have two individual steps presented
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in the following reactions,

3NaAlH4 � Na3AlH6 + 3Al + 3H2 (∆H = 37kJ/molH2) (1.4)

Na3AlH6 � 3NaH + Al +
3

2
H2 (∆H = 37kJ/molH2) (1.5)

The first reaction discharges 3.7wt.% of hydrogen at ∼190oC, while the second re-

action releases 1.8wt.% of hydrogen at ∼225oC. NaH also releases hydrogen at above

400oC, but this temperature is higher than the temperature of interest. Hence, their

hydrogen capacity is reduced from 7.5 wt.% to 5.6 wt.%, when the high temperature

is neglected.

Nevertheless, more improvements are required for realistic use. First, their hy-

driding and dehydriding kinetics need to be improved. Some methods have been

applied for enhancing their kinetics, such as doping of catalysts (i.e. Ti, Ce-based

species and Sc) and reducing their particle size [41, 42, 43]. Reducing the particle

size of NaAlH4 leads to lowering of their gravimetric densities. However, their ki-

netics remain slow for the real fuel cell vehicle [44]. Another issue is the 5.6 wt.%

theoretical capacity cannot be reached, because Na3AlH6 is too stable in working

condition. These compounds are highly sensitive with water and air, raising safety

concerns during operation.

Other complex hydrides, which have an alkali cation and an anion similar to

NaAlH4 and have lower molecular weights, have been studied. For instant, replac-

ing of Na by Li to form lithium aluminum hydride shows better kinetics and lower

dehydrogenation temperature, but the reversible hydrogenation is difficult. Another

example is substituting Al with B. Unexpectedly, sodium borohydride is decomposed

to other products easily. Therefore, it is difficult to obtain reversible sorption reac-

tions like NaAlH4 does. Another well known complex hydride is Lithium borohydride
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(LiBH4). This compound show the attractive capacity of 18.5 wt.% and less stability

of its hydride form compared to others. This compound has been actively studied

for the hydrogen storage applications [31].

1.2.3 Other materials

1.2.3.1 Clathrates

Another method of storing hydrogen is the encapsulation by forming clathrates.

In 1999, Dyadin et al. firstly proposed that hydrogen can form clathrates. Hydrogen

molecules (guest molecules) are trapped in hydrates/water host lattices (cage mate-

rial), and form hydrogen clathrate hydrates at high pressure (up to 1.5 GPa) [45].

There are three common clathrate hydrate lattices, called sI (Pm3̄n lattice), sII

(F d̄3m lattice) and sH (P6/mmm hexagonal lattice). Fig. 1.9 displays forming of

each type clathrate hydrate from different types of cavities, such as 512 (small cavity

containing 12 pentagonal faces), 435663 (medium cavity containing 3 square, 6 pen-

tagonal and 3 hexagonal faces), and so on. The second hydrate form (sII) has been

widely elucidated for hydrogen storage applications.

There are many advantages of using hydrogen clathrate hydrates in the hydrogen

technology. For example, the by-product of hydrates is water, which is reusable,

clean and compatible with fuel cells. Their kinetics of formation and decomposition

are fast. Low heat is released due to their low hydrogen binding energy. However, the

main limitation of using hydrogen clathrate hydrates is they require high pressures

(or very low temperature at ambient pressure) for forming and stabilizing the struc-

tures [27]. In 2004, Florusse et al. introduced Tetrahydrofuran (THF) as the second

guest molecule (called promoter) for stabilizing the hydrogen clathrate hydrate at

lower pressure. Comparing with the formation of pure hydrogen clathrate hydrates,

this binary H2-THF sII clathate is formed at much lower pressure (∼5 MPa) at
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Figure 1.9: Three common clathrate hydrate lattices [27]

280K [46]. Other promoters were introduced, such as furan (F), 2,5-dihydrofuran

(DHF), tetrahydropyran (THP) and 1,3-dioxolane (Diox). However, those suggested

promoters are not as good as THF [17]. The main challenge of this materials is

enhancement their hydrogen storage capacities under suitable working conditions.

So far, each of the current materials under investigation has advantages and

disadvantages, but none of them fulfils all the requirements. For example, complex

hydrides have good reversibility only at high temperatures and pressures. The more

complex the structure is, the less effective reversibility can be attained. The carbon-

based materials, such as carbon nanotubes, activated carbons and carbon nanofibers,

provide high capacity and fast kinetics by physisorption process. Like other phy-

sisorption materials, MOFs also show impressive hydrogen sorption properites at

liquid nitrogen temperature. However, the hydrogen uptakes in those adsorptive
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Figure 1.10: Comparison of volumetric and gravimetric hydrogen density of some
selected hydrides [2]

materials are low at ambient conditions, which can be improved only at cryogenic

temperatures and/or high pressures. Volumetric and gravimetric hydrogen density of

selected hydrogen storage are compared in Fig. 1.10. Apparently, hydrogen storage

materials need to be improved for practical applications.

1.2.4 Mg-based materials for hydrogen storage

As described in the preceding section, MgH2 has promising aspects such as

good gravimetric capacity, reversibility, cheap price and abundant. In bulk Mg,

a tetragonal/rutile-type MgH2 (T-MgH2) is its stable phase at ambient conditions.

However the hydrogen sorption properties of this bulk hydride form are hindered by

kinetics and thermodynamic limitations. Because of the high stability of T-MgH2, it

releases hydrogen at a very high temperature and required hydrogen pressure greater

than 3 MPa. In addition, the oxidation occurs, when it is exposed to air. MgO is
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formed at the surface and impedes the hydrogenation process. MgO layer need to be

dissociated before absoption process occurs. This process requires high temperature

at the initial step. Even those Mg-O bonds are broken, the rate of hydrogen disso-

ciation at the Mg surface is still slow due to a high dissociation energy. In addition,

forming of MgH2 phase at the surface obstruct the diffusion of other hydrogen atoms.

Hydrogen atoms prefer diffusing along the interface than moving through the hydride

layer. Therefore, it requires several hour to be fully loaded hydrogen in Mg, even at

high temperature [47, 38]. The hydrogen pressure also affects on the grow rate of

MgH2. From literature, the adsorption and desorption properties in Mg-based ma-

terials can be enhanced by many approaches such as adding catalysts or additives,

reducing size by using a ball milling approach, and using thin film engineering.

In 1999, Hout et al. reported that hydrogenation kinetics in bulk MgH2 can be

improved by using the ball (mechanical) milling method[48]. Sorption kinetics of

milled MgH2 shows five time faster than that of typical MgH2. Using the ball milling

technique would change a crystal structure, introduce structural defects and increase

the specific surface area, which shorten the diffusion lengths and increase the nu-

cleation sites in the materials. These factors promote the faster hydrogen sorption

kinetics in MgH2. In spite of the enhancement in kinetic property, its thermodynamic

remains poor. The full absorption and desorption occur at ∼300oC and ∼350oC, re-

spectively. Nowadays, ball milling techniques (i.e. mechanical grinding, mechanical

alloying and reactive ball milling) are most widely used in preparation of Mg-based

hydrogen storage materials [49].

On the other hand, improving the sorption properties of Mg hydride can be

performed by adding catalysts. The transition metals or their oxides such as Nb, Ti,

V, Sc, Ni, Fe, Mn and others have shown the catalytic effect on the sorption properties

of Mg hydride[50, 51, 52, 53, 54, 55]. The addition of catalyst can be done by using
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ball milling methods also. For example, catalytic effects of several metal oxides (i.e.

Nb2O5, Fe3O4, Cr2O3, V2O5, TiO2) prepared by the ball milling technique, were

compared by Barkhordarian et al. [53]. As a result, the Nb2O5 additive exhibits the

most enhancement of hydrogen sorption properties compared to other studied metal

oxides. At 250oC, this Nb2O5 catalyzed MgH2 desorbs hydrogen faster than the Nb

catalyzed MgH2. At that temperature, it releases amount of 6.6wt%H2 which is

greater than that in the Nb catalyzed MgH2 (4.5wt%H2). The alloy formation with

other metals is another useful method. The mechanical alloying and milling can

be used for preparing materials. Lowering of hydrogen desorption temperature was

observed in Mg2NiH4. This aspect was first proposed by J.J Reilly and R.H. Wiswall

[56]. ∆Hf reduces to -65 kJ/mol H2 in Mg2NiH4 alloy [38]. More improvement has

been found in Mg20−xLaxNi10, when La substitutes at Mg position in Mg2Ni [57].

Mg20−xLaxNi10 (x=2) optimizes hydrogen desorption kinetics at 200oC.

Thin films technology is one useful tools for improving in hydrogenation prop-

erties of metal hydrides [58, 59]. This technique provides many advantages such as

increasing surface area and raising hydriding/dehydriding rate. In addition, the sur-

face of thin films can be coated to avoid oxidation of Mg. Also, the catalyst layer can

be deposited on top of the films to assist the hydrogen dissociation process at the

surface. The surface orientation and degree of crystallinity play an important role on

the sorption kinetics of hydrogen in Mg thin films [60]. The significant improvement

of the thermodynamics was observed in three layered Pd/Mg/Pd films proposed by

Higuchi et al. [61]. The films releases hydrogen at much lower temperature (∼360K)

than bulk MgH2, but the hydrogen capacity also decreases to 5 wt.%. Yoshimura

et al. reported that the observed intermixing of Mg and Pd at the interface results

faster forming of MgH2 phase at room temperature

Desorption properties of selected Mg-based materials are compared to the prop-
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Figure 1.11: Van’t Hoff plot for desorption of different Mg-based nanoparticles. [49]

erty of bulk MgH2 shown in Fig. 1.11. As stated before, the desorption tempera-

ture influenced by the stability of the hydride structure and it can estimated from

∆Hf and ∆Sf by using Van’t Hoff’s equation (Eq. 1.3). As present in Fig. 1.11,

the stability of these hydrides decreases as the following order; Mg2CoH5, MgH2,

MgH2+MgCu2, Mg3CoH5 and Mg2NiH4.

Besides those methods mentioned previously, there are other procedures for en-

hancing Mg-based hydrogen storage materials. In one interesting example, buried

MgH nanocrystals (NCs) inside a PMMA gas selective polymer matrix provides

a good hydrogen sorption kinetics (30 minutes at 200oC). This Mg NCs/PMMA

nanocomposite displayed in Fig. 1.12 is an air-stable material which allow only hydro-

gen gas pass through the polymer shell. This composite material can store hydrogen

up to 4 wt.% for the composite.

In summary, the Mg-based materials is one of the most promising hydrogen stor-

age. The ultimate goal is achieving all good sorption properties and good capacity
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Figure 1.12: Schematic of hydrogen storage of Mg nanocrystals are encapsulated by
a selectively gas-permeable polymer [62]

required in the practical applications. The development of Mg-based materials will

still be the on-going step.
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2. METHODOLOGY: COMPUTATIONAL METHOD

2.1 Computational methods used in hydrogen storage materials

Computational methods such as density Functional Theory (DFT), Monte Carlo

(MC), Molecular Dynamics (MD), Phase Field modeling, etc. have become use-

ful tools for investigating properties and understanding important phenomena in

materials [63, 64]. For instance, MC simulations have been used for elucidating

hydrogen storage properties in carbon-foam, nanostructured graphite platelets and

MOFs [65, 66, 67]. The DFT method is one of the most powerful tools for investi-

gating the fundamental properties of hydrogen storage materials. This method has

been widely used for predicting free energies and formation enthalpies of hydrides,

predicting the equilibrium phases of hydride structures, calculating thermodynamic

properties, investigating the dissociation of hydrogen on the surface of materials,

studying hydrogen diffusion mechanisms inside materials and predicting novel hy-

drogen storage materials [68, 69, 15, 70, 71, 1]. In this study, DFT methods have

been used to investigate properties of Mg-based materials and their hydrogenation

properties. The basic theory of the DFT method, its applications and its limitations

are introduced in this chapter.

2.2 Density Functional Theory (DFT)

2.2.1 The many body electronic system

In quantum mechanics, behavior of any electronic systems can be predicted by

solving the Schrödinger equation. The Schrödinger equation of many electron system

29



is expressed in Eq. 2.1.

ĤΨ(r1, r2, ..., rN) = EΨ(r1, r2, ..., rN) (2.1)

where Ĥ is the Hamiltonian operator. Ψ and E are eigenstates of the Hamiltonian

(or electron wave functions) and associated eigenvalues (or the ground state energy

of the electrons), respectively. N represents the number of electrons.

In a complex system, which consists of many interacting electrons and many

nuclei, the Hamiltonian can be written as:

Ĥ = − ~2

2me
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(2.2)

where me is the electron mass. ei and ZI denote the charges of an electron i and a

nucleus I, respectively. The first and the fourth terms represent the kinetic energy

terms of the electrons and the nuclei, respectively. The second term represents the

interaction between nuclei and electrons. The third term shows the electron-electron

interaction. Lastly, the interaction between a nucleus and another nucleus is denoted

by the last term. The full electronic wave function (Ψ) is a function of each of the

spatial coordinates of each N electrons that is represented as:

Ψ = Ψ(r1, ..., rN) (2.3)

In general complex systems, there are many electrons involved, and solving the

Schrödinger equation is much more difficult than when studying a simple system.

In fact, only very simple systems, such as an hydrogen atom, have been rigorously

solved using explicit solutions to the Schrödinger equation. In order to simplify the
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problem, the Born-Oppenheimer approximation is used. Under this approximation,

the nuclei are assumed to remain static while the electrons are free to ’move’ or

relax. This approximation is justified in most cases since the nuclei, having much

larger masses, move at a much slower rates than the electrons. This approximation,

however, becomes invalid under very energetic conditions or when processes occur

at very fast rates. In the particular case under study, the Oppenheimer assumption

holds, and the therefore the kinetic term of the nuclei can be neglected. Eq. 2.2 can

be rewritten as:

Ĥ = T̂ + V̂ ext + V̂ int + EII (2.4)

where T̂ is the first term in Eq. 2.2. V̂ ext is the potentials acting on the electrons

due to the nuclei. The last term, EII , is the interactions among nuclei [72].

Even under the Oppenheimer approximation, however, we still have a many-

body system that is extremely difficult to solve explicitly, and other approximation

methods have been proposed for simplifying this many-body problem. Examples of

these approximations are the non-interacting (Hartree-like) electron approximation

and the Hartree-Fock approximation. These two methods assume that the electrons

are uncorrelated to each other but that they obey the exclusion principle. While

powerful, these approximations are still difficult to implement in a practical way

whenever the number of electrons is large. The solution to the resulting equations

needs to account for the individual electronic degrees of freedom explicitly.

2.2.2 The Kohn-Sham equation in DFT method

In 1964, the DFT method was introduced by Kohn and Sham [73]. This method

reduces the complexity of the electronic many-body interactions into an effective one

electron potential (the exchange correlation functional), which depends exclusively on
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the electron density (n(r)). The key insight of this theory is the idea that the energy

of a system in its ground state is variational with respect to the electron density:

there is only one electron density distribution consistent with the ground state of the

system. If this electron density is found, then it is possible to describe the electronic

degrees of freedom as well as their changes when the system is perturbed. Thanks

to this powerful idea it is possible to calculate many important and fundamental

physical properties of atomic arrangements. The electron density (n(r)) can be

calculated by sums of the orbitals for each spin (σ) as the following expression:

n(r) =
∑
σ

n(r, σ) =
∑
σ

Nσ∑
i=1

|ψσ
i (r)|2 (2.5)

Within DFT, the many-electron Schrödinger equation is reformulated in terms

of the Kohn-Sham equation shown in Eq. 2.6. From now on, Hartree atomic units,

~=me=e=4π/ϵ0=1, will be used for simplifying the equations.

[
− 1

2
∇2 + V σ

eff (r)
]
ψσ
i (r) = ϵσi ψ

σ
i (r) (2.6)

V σ
eff (r) = V σ

KS(r) = Vext(r) + VHartree(r) + V σ
xc(r) (2.7)

where the effective potential (V σ
eff (r)) or the Kohn-sham potential (V σ

eff (r)) can be

described by three separate terms expressed in Eq. 2.7. Vext(r) represent the external

potential, which includes any interaction between electrons and the nuclei, and any

interaction due to other external fields. The second term is the Hartree potentials

(VHartree(r)) that describe the self-interaction (or the Colombic interaction) of the

electron density n(r). Since VHartree term includes a Coulomb interaction between the

electron and itself, the self interaction can not be described explicitly. Then, the last

potential term (V σ
xc(r)) is provided for the correction of several effects. This V σ

xc(r) is
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the exchange-correlation potential. While the exact form of this exchange-correlation

functional is unknown for complex systems, it has been calculated using Quantum

Monte Carlo methods for a simple electron gas and from the parametrization of this

functional, general expression for this potential can be derived in terms of local and

non-local (i. e. gradients) properties of the electronic charge distribution.

The ground state energy functional derived from the Kohn-Sham method is

present in Eq 2.8. In this equation, a functional of the density n(r, σ) is expressed

by [n].

EKS = Ts[n] +

∫
drVext(r)n(r) + EHartree(n) + EII + Exc[n] (2.8)

2.2.3 The exchange-correlation approximation

As stated above, the real form of Vxc can not described explicitly. The exchange-

correlation term needs to be approximated in order to achieve the ground state

properties of the many-body electronic system. The examples of approximation

approaches are the local density approximation(LDA)[74], the generalized-gradient

approximation (GGA)[75], and the hybrid functionals [76, 77]. In the LDA method

(or Local Spin Density Approximation (LSDA)), Exc[n] is an integral over all space

with the exchange-correlation energy density at each point, which have the same

exchange-correlation energy per electron of homogenous electron gas at a same den-

sity n (ϵhomxc ). The general form of ELSDA
xc is:

ELSDA
xc [n ↑, n ↓] =

∫
d3r n(r)ϵhomxc (n ↑ (r), n ↓ (r)) (2.9)

Secondly, the GGA method uses both the local electron density and the local

gradient in the electron density (∇n). Its exchange-correlation energy is expressed
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in the following equation:

EGGA
xc [n ↑, n ↓] =

∫
d3r n(r)ϵxc(n ↑, n ↓, |∇n ↑ |, |∇n ↓ |, ...) (2.10)

Another example is the hybrid functional, this method combines orbital-dependent

Hartree-Fock and an explicit density functional (i.e. LDA and GGA) together. For

example, the half-and-half form can be represent as:

Exc =
1

2
(EHF

x + EDFA
xc ) (2.11)

HF and DFA stand for the explicit density functional and orbital-dependent Hartree-

Fock terms, respectively. The well known functional is B3LYP (Becke,3-parameter-

Lee-Yang-Parr) hybrid functional [76, 77]. This hybrid functional is widely used

in molecular calculations in computational chemistry. In addition, other function-

als such as the self-interaction correlation (SIC), the optimized effective potential

method (OEP) and the exact exchange (EXX) were also developed [72].

2.2.4 Solving the Kohn-Sham equation

Because all the effective potential V σ
eff (r), electron density n(σ, r) and the wave

function (ψσ(r)) are related to each other, the Kohn-sham equation needs to be solved

by a self-consistent method illustrated in Fig. 2.1. The criteria of the calculations

are the consistency of V σ
eff (r) and n(σ, r) [72].

At the beginning, a trial electron density—for example, an electron density con-

sistent with that of isolated atoms—is defined and used for calculating the effective

potential in the next step. Next the Kohn-Sham equation is solved and gives the

new electron density. The calculated electron density is compared to the input one.

If these two electron densities are the same, this electron density is the ground state
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Figure 2.1: A schematic of a self-consistent calculation [72]
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electron density. It will be used for determining other properties such as energies,

forces, and stresses. On the other hand, if the calculated electron density differs from

the previous value, the initial electronic density will be updated (i.e. linear mixing

and Broyden mixing) and put into the new loop again.

2.2.4.1 Wave functions

Typically, the electron wave functions (ψi(r)) are described as a linear combina-

tion of a finite number of basis functions. In practice, using the full form of the wave

functions needs expensive computational resources, especially in complex systems.

Three applicable methods, which are linear combinations of atomic orbitals (LCAOs),

plane wave, augmented plane waves (APWs), are widely used for the calculation of

independent-particle electronic states of materials [72, 78]. Firstly, in the LCAOs

approach, wave function are written as a linear combination of localized atomic-like

orbitals (i.e. Gaussian-type orbitals (GTOs) and Slater-type orbitals (STOs)). This

method is famous in Chemistry and it can enable efficient calculations with appro-

priate choices of basis sets, and small number of basis sets can be used to get a

reasonable result. Nevertheless it depends on the position of atoms and the Pulay

force is needed for correcting the error [79].

In plane wave (PW) approach, wave functions are expanded as a summation of

plane waves. This method is simple to implement and suitable for periodic lattices.

The Fast-Fourier transform (FFT) can expedite the calculations. Moreover, plane

waves do not rely on the atomic positions. The forces are calculated directly from

the Hellmann-Feynman theorem [80] without the Pulay correction term. However a

large number of plane waves are needed to reach a good convergence.

In APWs, the atomic sites and interstitial regions are separated and represented

in different ways. Spherical harmonic functions are used for the wave functions
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inside the atomic sites, while plane waves are used at the interstitial sites. Even if

the suitable functions are applied to specific regions, those functions are required to

be matched. Examples of APWs methods are the multiple-scattering theory (MST),

the muffin-tin orbital (MTO), and the linearized augmented plane waves (LAPWs).

Full-potential-linearized-APW (FLAPW) method is the all-electron calculation. It

does not apply any shape approximation to the effective one-electron potential. This

approach provides the most accurate result, but requires a high computational cost.

To overcome the difficulties of the LCAO approach, the pseudopotential approach

was introduced. The pseudopotential approach treats atomic sites as the core orbitals

and the valence orbitals. The wave functions of the core region and the valence

orbitals close to the core region are reshaped from the nodal characteristic to the

nodeless pseudo-wave function as show in Fig. 2.2. In another word, wave functions

of a nucleus and core electrons are substituted by a fixed effective one, while the outer

valence orbitals, which significant to the chemical bonding, remain the same. Many

pseudopotentials have been developed. The two important keys of development of

pseudopotentials are the transferability, which means it can be used in all system

(i.e. molecule, cluster, surface), and the softness, that refers to fewer plane waves are

involved the softer it is. The examples of pseudopotentials are the norm-conserving

pseudopotential (NCPPs) and the ultra-soft pseudopotentials (US-PP).

Based on the pseudopotential method, the projector-augmented-wave (PAW)

method was developed [82]. This method incorporates both the pseudopotential

approach and the augmented wave method together. A basic idea of this method

is given in Fig. 2.3. This method applies auxiliary localized function around each

atom similar to the US-PP approach, and keeps the full all-electron wave functions

in atomic sites like APW method. This approach is as accurate as the all electron

approach.
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Figure 2.2: Pseudopotantial and Pseudo wave function. The blue dash lines re-
present the real wave function and the real potential. The red lines are the pseudo-
wave function and the pseudopotential rc is the cut off radius. [81]

Figure 2.3: A simple schematic of PAW approach. AE and pseudo stand for an all
electron and a pseudopotential regimes. [81]

2.2.5 The DFT calculations in periodic solids

In periodic solids, atoms in their crystal structures arrange periodically in space.

The Bloch theorem can be applied for describing the wave function in this type of

materials. When the plane wave-based methods are comprised in periodic materials,

some important variables should be considered in order to get a good result. For

example, cutoff kinetic energy (Ecut) relates to the number of plane waves involving

in the calculation. In the plane wave-based methods the calculations are performed
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in the reciprocal spaces and FFT is used for transforming the wave functions and

electron density between the reciprocal and real spaces. The number of k-point

meshes, sampling in Brillouin zone (BZ) of the reciprocal space, affects on the ac-

curacy and the computational effort of calculation. Monkhorst-Pack scheme[83] is

the most popular method for generating k-points. BZ integration methods (i.e. the

special-point scheme[84] and the tetrahedron method[85]) are also significant. The

famous method is tetrahedron method.

In summary, the suitable choices of parameters, such as the exchange-correlation

functional, basis sets, pseudopotentials, k-point meshes affect, and numerical meth-

ods for solving KS equations, need to be considered in DFT calculations.

2.3 Properties evaluated from DFT calculations

2.3.1 Applications and limitations

Generally, DFT calculations are performed at 0 K. The ground state properties

of materials such as equilibrium structure, cohesive energy, phase transitions, elastic

properties, charge density, magnetic order, etc. , can be attained by using the DFT

method. For instance, the energy (E), pressure (P ) and bulk modulus (B) can be

gained from DFT calculations as shown in the following relationship[72]:

E = E(Ω) ≡ Etotal(Ω) (2.12)

P = −dE
dΩ

(2.13)

B = −Ω
dP

dΩ
= Ω

d2E

dΩ2
(2.14)

where Ω stands for a cell volume. A number of particles is fixed in all quantities.

One example is the calculation of equation of state (EOS). The energies (E) are

calculated as a function of volume (Ω). The plot is fit analytically (e.g. using
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Murnaghan equation). At the minimum E, the volume equivalent to the equilibrium

volume (Ω0) and P is zero. B can be obtained by calculating the second derivative

of the plot.

DFT approaches have been used to elucidate the many phenomena in materials,

such as phase transitions under pressure, thermal properties (by using the quantum

molecular dynamics (QMD) method, atomic diffusion, defects in materials, surface

or interface studies, etc. [86, 72, 78].

On the contrary, there are some limitations of using DFT calculations. For ex-

ample, they cannot be used for studying excited states. Calculated band gaps in

semiconductors and insulators are always underestimated. However better band

gaps can be elucidated by using hybrid functionals. LDA approach usually provides

large cohesive energies leading smaller lattice parameters and higher bulk moduli.

Although it provides the better results in most cases, GGA was developed for solving

the over binding problem in LDA method by including the local variations of electron

densities. In some cases, the GGA method presents overcorrection and results in an

underbinding issue. Another example is that GGA fails to estimate the strength of

hydrogen bonds, which is better determined by using the hybrid functional meth-

ods. The van-der-Walls interactions are not included in the DFT approach. At the

present, DFT calculations can be performed very fast for tens of atoms and their

capability is usually up to a few hundred of atoms for regular calculations [78, 86, 72].

The details of some approaches used in this study are explained in the following

sections.

2.3.2 Ground state electronic properties

Electronic properties at the ground state can explain the bonding and character-

istic of structures. The DFT calculations can be used for determining the density of
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states (DOSs), electronic charge density, and Electron Localization Function (ELF)

properties in the materials. The meaning of ELF property and its application is ex-

plained more in this section. ELF was first proposed by Becke and Edgecombe [87].

ELF is originally defined by the probability density to find the second like-spin elec-

tron near the reference location. According to its magnitude of 0 to 1, it can verify

the strength of repulsion between two electrons having same spin. In the other words,

ELF can measure the same-spin pair density. The ELF is a useful tool to distinguish

chemical bonding types in solids, such as metallic, covalent, and ionic bonds. ELF

analysis has been used for identifying type of bonding [88, 89]. The bonding type

can be classified by the topology and magnitude of ELF. ELF analysis of a given

valence region informs about bonding in that region as they concern only on the

bonding electrons of the relevant valence shell. By definition, the ELF value is 0.5

represented an electron gas, it closes to 1.0 for paired electron in covalent bond and

unpaired electron in a dangling bond [90]. However, the ELF values lower than 0.5

cannot be defined evidently.

2.3.3 Lattice Dynamic properties

The lattice dynamic or phonon properties can be derived from the relation be-

tween forces and displacements of atoms in the crystals expressed via the force con-

stant matrix. In general, there are two methods used to calculate these properties in

crystals, which are the linear response [91] and the direct methods [92]. The direct

method, sometimes called the supercell method, was used in this study. Theoretical

background of this direct method is briefly explained in this section.

In a crystal, the potential energy (V ) can be written in terms of the position of

atomic nuclei:

V = V (..., R(n, µ), ..., R(m, ν), ...) (2.15)
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where n and m are the lattice sites, and µ and ν are the primitive unit cell n and

m, respectively. In harmonic approximation, the expansion of this potential energy

in terms of displacements, u(n, µ) = R(n, µ)−R0(n, µ):

V = V (..., R0(n, µ), ...) +
1

2

∑
n,µ,m,ν

ϕ(n, µ;m, ν)u(n, µ)u(m, ν) (2.16)

R0(n,µ) is the position at the minimum of the potential energy. The first term is the

athermal crystal ground-state energy. The 3×3 matrix of force constant connecting

atoms (n,µ) and (m,ν) can be defined as:

ϕ(n, µ;m, ν) =
∂2V

∂R(n, µ)∂R(m, ν)
(2.17)

For the direct method, the periodic boundary conditions of the super cell are

applied. The force F (n, µ) of the super cell is

F (n, µ) = −
∑

(m,ν)∈SC

ϕ(SC)(n, µ;m, ν) · u(m, ν) (2.18)

where ϕ(SC) stands for the supercell force constant. Next, the eigenvalue problem

can be applied to the phonon frequencies (k, j) as the following equation:

ω2(k, j)E(k, j) = D(k)E(k, j) (2.19)

where k is the wave vector, and j are the phonon branches. E(k, j) and D(k) terms

are the polarization vector and the dynamical matrix, respectively. For the supercell,
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its dynamical matrix can be expressed in term of the force constant as

DSC(k;µν) =
1√

MµMν

∑
m∈SC

ϕ(SC)(0, µ;m, ν)× exp{−2πik · [R(0, µ)−R(m, ν)]}

(2.20)

The atom (0,µ) locates at the center of the supercell, and M represents mass of each

displacive particle.

In the direct force constant method, each unequivalent atom is displaced from its

ordinary position. The forces constant matrix can be derived from the Hellmann-

Feynman (HF) forces acting on atoms in the supercell. The fourier transformation

of the forced constants represents in term of the dynamical matrix. Finally, the

phonon dispersion and the phonon density of states (DOSs) can be obtained from

the force constant calculations. The thermodynamic properties, such as free energy,

heat capacity and thermal expansion coefficient, can be calculated from the phonon

DOSs by using statistical mechanics [93, 94].
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3. POLYMORPHIC PHASE TRANSITION IN MG/NB MULTILAYERS AT

AMBIENT PRESSURE∗

The goal of this study is to investigate the polymorphic phase transition in Mg/Nb

multilayers by using theoretical methods. First, the concept of classical thermody-

namics was applied for understanding the phase stability in Mg/Nb multilayered

thin films. The so-called bi-phase diagram of Mg/Nb multilayers was constructed for

predicting the phase change as a function of thickness and a volume fraction of con-

stituent element. Next, the deeper investigation of the stabilized metastable bcc Mg

phase was further performed by calculating the lattice dynamics, the electronic den-

sity of states (e-DOS), and the mechanical properties of bcc Mg. Moreover, Burgers’

transformation, which is one of possible bcc-hcp transformation paths, was studied

in the last section.

3.1 Introduction: polymorphic phase transition in thin films

On the basis of the underlying thermodynamic constraints, phase stability of

constituents in metallic multilayer thin films can be markedly different from the sta-

bility of the same material in bulk form [95]. In the absence of size effects, metastable

(and even unstable) phases can only be stabilized in bulk form under further con-

straints, such as elevated-pressures and temperatures. On the other hand, interfacial

effects resulting from the growth of nanolayer systems has been shown to stabilize

these metastable phases under ambient conditions, albeit under coherency constraints

arising from the epitaxial growth of these films. The stabilization of these so-called

∗Part of this chapter is reprinted with permission from “Stabilization of bcc Mg in thin films
at ambient pressure: experimental evidence and ab initio calculations”by A. Junkaew, B. Ham, X.
Zhang, A. Talapatra and R. Arróyave. Materials Research Letters, 1(3):161-167, 2013, Copyright by
Taylor & Francis, available online at: http://www.tandfonline.com/10.1080/21663831.2013.804218.
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pseudomorphic phases results from the competition between bulk and interfacial

contributions to the free energies of the multilayer systems [96].

Over the past decades, the stabilization of metastable phases has been observed

in nanolayer thin films consisting of at least two layers of dissimilar materials. For

example, the metastable face-center-cubic (fcc) structure of Ti was observed in Ti/Ag

thin films[97], Ti/Al multilayers [98, 99], and Ti thin films on a (100) Si substrate

[100]. The metastable tetragonal Ta phase was formed in Ta/Cu multilayers [101].

The metastable rhombohedral Fe phase was observed in the Fe/Sb multilayers [102].

Examples of stabilization are not limited to metastable phases. In fact, thin film

conditions have been shown to stabilize structures that are mechanically unstable

under bulk conditions. For example, bcc Zr has been shown to be stable in Nb/Zr

multilayers [103, 104]. Although, bulk bcc Zr is dynamically unstable, with the

high-symmetry phonon branch [ξξξ] (with ξ = 23) exhibiting pronounced softening

at low temperatures. The displacement pattern generated by this phonon mode

corresponds to the bcc → ω transformation [105]. The epitaxial conditions arising

from the growth of Zr on Nb suppresses this unstable mode and stabilizes the bcc

structure. Similarly, the fcc Nb structure has been observed to become stable in

Cu/Nb multilayers [106]. Many studies reported the formation of the unstable bcc

Co or the metastable hcp Cr in Co/Cr multilayers [107, 108, 109].

3.2 Polymorphic phase transition in Mg/Nb multilayers

3.2.1 Experimental observation of metastable bcc Mg phase

Magnesium (Mg) itself is one of the most attractive metals for the aerospace

and automotive industries due to its high specific strength [110]. Under ambient

conditions, bulk Mg exists in the hexagonal close packed (hcp) crystal structure,

which has limited ductility due to the reduced number of active slip systems at room
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temperature [110]. In bulk systems, alloying with cubic elements can be used to

stabilize Mg-based cubic solid solutions. Unfortunately, Mg either forms miscibility

gaps or numerous intermetallic compounds when alloyed with cubic elements. A

notable exception is the Mg-Li system, in which an fcc solid solution is stabilized

with only 30 at.% Li[110, 111, 112].

Under non-bulk thermodynamic constraints (i. e. in thin film or nano-structures),

phase stability can be modified through the introduction of coherency constraints [113]

and it is likely that Mg-based solid solutions with a wider range of alloying elements

can be stabilized. Recent work aimed at improving the limited hydrogen storage

properties of Mg-based systems by Tan et al. [114] has shown that it is possible to

stabilize a bcc Mg-based solid solution with the addition of 25 at.% Nb in co-sputtered

thin films.

Although theoretical and experimental work shows that Mg can be stabilized in

fcc and bcc structures (under bulk and thin-film conditions) through alloying, pure

Mg in the bcc structure has only been stabilized at extremely high pressures (∼50

GPa) in the work reported by Olijnyk et al. [115]. In fact, bcc Mg turns out to be

dynamically unstable under normal conditions, as will be discussed below. The phase

diagram and phase transformation of Mg have been investigated by others [116, 117],

but these studies have been limited to the stable bulk phases.

Recently, Ham and Zhang [118] showed that bcc Mg can be stabilized in Mg/Nb

thin-film multilayers under ambient conditions. These results may constitute the first

instance of experimental evidence showing that it is possible to stabilize pure bcc Mg

under ambient temperature/pressure conditions. Mg/Nb multilayers with a thickness

of a few nanometers have a much higher mechanical strength compared to bulk

Mg[118] and much better hydrogenation performance compared to bulk Mg [119].

As an example, a high resolution transmission electron microscopy (HRTEM)
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image of the interface in Mg/Nb 5 nm multilayers in Fig. 3.1(a) shows an occurrence

of bcc Mg in the region close to the interface along with Nb. bcc Mg grows epitaxially

on top of Nb, as confirmed by the Fast Fourier Transform (FFT) of the high resolution

image in Fig. 3.1(b). The X-ray diffraction (XRD) pattern in Fig. 3.1(c) shows the

major peak to be located at the Nb(110) position. Superlattice peaks are observed

on the shoulder of the Nb peak. The signal for hcp-Mg (0002) is weak and overlaps

with a satellite peak due to the formation of bcc Mg near the Nb layer interface.

Figure 3.1: (a) HRTEMmicrograph of Mg/Nb 5 nm multilayers showing the interface
between Mg and Nb. Mg with bcc phase has grown epitaxially on Nb. (b) The FFT
of Mg and Nb confirms the epitaxial relation between bcc Mg and Nb. (c) The XRD
pattern of the specimen. [120]

In this work, theoretical studies were used for understanding this phenomenon in

Mg/Nb multilayers.
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3.2.2 A phase stability analysis by classical thermodynamic approach

3.2.2.1 Classical thermodynamic approach

In the past decades, there have been significant efforts to investigate the ef-

fect of epitaxial constraints on the phase stability of alloys. Zunger and collabora-

tors [121, 122, 123], for example, have considered the effect of epitaxial constraints by

constraining the lattice parameters of the alloy system along the epitaxial plane and

have used cluster expansion techniques to predict theoretical phase diagrams of alloy

systems. The theory considers long-range elastic interactions resulting from biaxially

deforming a structure from its own ground state lattice parameters on the plane of

the substrate. Formally, they used a mixed basis approach through the use of the

so-called Constituent Strain Energy (CSE) in which the long-range elastic interac-

tions are defined in reciprocal space, while the chemical configurational contributions

are treated in the real space. This approach has already yielded important theoreti-

cal results, such as the stabilization of solid solutions—and even ordered phases—in

systems, such as (In,Ga)N [122], that in the bulk state exhibit phase separation

behavior.

While ab-initio based microscopic approaches have been shown to be very power-

ful to investigate the effect of small scales (and coherency) on the phase stability of

systems, other approaches based on classical (continuum) thermodynamic approaches

have been shown to be rather useful. The so-called nano-CALPHAD (CALculation

of PHAse Diagram) approach [124] proposes to use the number of atoms in the sys-

tem as another thermodynamic variable. This approach results in the re-definition

of thermodynamic concepts, such as the Gibbs phase rule, tie-lines, etc. Perhaps one

of the salient aspects of this recent work is the realization that concepts used in

bulk thermodynamics are sometimes not adequate to represent equilibria (i.e. phase
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diagrams) in nano-systems.

In the very specific case of nanolayer films, a formalism to understand the phase

stability observed in experiments was developed by Dregia et al. [95]. Classical ther-

modynamics was applied to systematically understand equilibria in metallic multi-

layers. Specifically, the unit bilayer consisting of component A and B in their strain-

free, stable crystal structures, is a reference state. Two independent thermodynamic

degrees of freedom are used to completely define a thermodynamic state. The first

degree of freedom is the bilayer thickness (λ), which is defined as the summation of

the thicknesses of the individual component layers A and B (λ = hA + hB). The

other degree of freedom corresponds to the overall composition of the bilayer and this

is expressed in terms of the volume fractions of component A (fA) and component

B (fB), satisfying fA + fB = 1. The free energy of the reference bilayer is denoted

by G. If at least one of the components of the bilayer is transformed to a metastable

(or unstable) structure, the total free energy of the bilayer system is G′.

G = NAGA +NBGB + 2γS (3.1)

G′ = NAG
′
A +NBG

′
B + 2γ′S (3.2)

where Ni and Gi are the number of atoms and chemical potential of species i (i = A

and B), respectively. S and γ stand for the area of interface and the interfacial

energy, respectively. Assuming that the interface area between layers A and B is

invariant during the transformation, the specific free energy of formation of the

bilayer—normalized per interfacial area—, ∆g, is given by:

∆g = 2∆γ + [∆GAfA +∆GBfB]λ (3.3)
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In this equation, ∆γ is the change in the interfacial energy upon transformation,

∆Gi is the allotropic free energy change (normalized per volume) of the reference

component, i. Note that ∆γ is affected by chemical and structural interfacial effects

and that ∆Gi may include not only the difference in the thermodynamic bulk free

energies of the phases but also include other volume effects, such as those associated

to strain energy.

If one considers that 1/λ and fi are the thermodynamic degrees of freedom in

the system, it is then possible to determine the thermodynamic state of the system

as a function of 1/λ and fi and encode the results in so-called bi-phase diagrams. In

these diagrams, the transitions from different configurations in the A/B multilayers

can be expressed in terms of so-called coexistence lines.

A simplification can be made if one assumes that ∆γ and ∆Gi are independent of

the layer thickness. Along the coexistence lines, ∆g is equal to zero, in an analogous

fashion to the conditions for equilibrium for coexistence lines in single-component,

multi-phase systems. From this condition, a (linear) function relating 1/λ and fi

can be derived. The slope and intercepts of each of the bi-phase boundary lines can

be calculated from ∆Gi, ∆γ, and the constrained coordinates (fi,1/λ) such as the

(0,0) and the (1,0) points. This approach was used to predict the bi-phase diagram

of Co/Cr and Al/Ti multilayer thin-films and compared to experimental results.

The stabilization of the metastable phases was described by the decreasing of the

interfacial energy (∆γ)[95, 125].

Based on the pioneering work of Dregia et al. , there were some studies including

the effect of coherency strains in the theoretical models. For example, Banerjee

et al. investigated the pseudomorphic growth of fcc Ti in Ti/Al multilayers. The

strain energy (Wel) term, which is derived from a biaxial elastic modulus (Yi) and

a coherency strain of component i (ϵi), is included into Eq. 3.3. The predicted bi-
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phase diagram of Ti/Al multilayers compared well to experimental data. Thompson

et al. studied the Nb/Zr multilayers [104] and proposed the bi-phase diagram by

using the classical thermodynamic approach, including both coherency effect and

the chemical component of the interfacial energy. For the structural component of

∆γ, a misfit dislocation network model, evaluated from the Bollman’s O-lattice [126]

formalism, was used for a semi-coherent interface.

An alternative method for estimating the interfacial free energy is considering a

liquid as a solid with a high concentration of dislocation cores. At melting point, a

solid-solid interfacial energy (γss) is shown to be approximately twice of the solid-

liquid interfacial energy (γsl) [127, 128]. This concept was applied for estimating the

first order approximation of γss from mean values of both constituent substances in

multilayers. It was used to approximate interfacial energies of various interfaces such

as Cu/Mo, Cu/W, Ni/Mo, Ni/W, Cu/Ni and Mo/W systems, and approximated val-

ues provided a good agreement with other works [128]. Li et al. applied this method

for estimating an incoherent interfacial free energy (γinc) expressed in Eq. 3.4 [96].

γinc ≈ 2γsl =
4d̄S̄vibH̄m

3V̄mR
(3.4)

The properties present in Eq. 3.4 are mean values of both constituent elements. S̄vib

and H̄m are the mean values of the vibrational melting entropy and the melting

enthalpy, respectively. d̄ and V̄m denote the mean values of the atomic diameter and

molar volume, respectively. The R is the ideal gas constant. In case of coherent or

semi-coherent interfaces, γc is in turn obtained from γc = Nud/S. N and S denote

the number of dislocations and the interfacial area between film and substrate. ud

defines the misfit energy of a single dislocation. This ud can be derived for an edge

dislocation without dislocation core energy presented in the following equation [129]:
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ud ≈
µAµBb

2l

2π(µA + µB)(1 + ν)
[ ln

δ

b
+ 1] (3.5)

where the Burger’s vector b = d̄ and l is the dislocation length. µ and ν are the

shear modulus and the Poisson ratio, respectively. δ represent a half of the distance

between two adjacent dislocations.

δ

d̄
=

dA
2|dA − dB|

(3.6)

and the total number of dislocations on the interface is N = S/δ. After substituting

δ/d̄ and N into Eq. 3.5, γc can be found from:

γc =
µAµBd̄|dA − dB|

π(µA + µB)(1 + ν)dA
[ ln

dA
2|dA − dB|

+ 1] (3.7)

The expressions for γinc and γc can be used to obtain the change in interfacial energy

(∆γ) according the phase transformation in multilayers. Finally, taking into account

the coexistence condition ∆g = 0, one can obtain expressions for each slope of the

boundary lines in a typical bi-phase diagram in which constituents A and B have

different ground state crystal structures [96]. This approach was used for investi-

gating the bi-phase diagrams of the Co/Cr, the Ti/Nb, the Zr/Nb and the Ti/Al

multilayers [96] and it has recently been used to explain the observation of fcc Nb in

Cu/Nb multilayers [106].

3.2.2.2 Theoretical procedure

Following the formalism by Dregia and Li [95, 96], the bi-phase diagram in Mg/Nb

multilayers was predicted in this work. In Fig. 3.2, three zones of microstructures,

which are consisted of hcp Mg/bcc Nb, bcc Mg/bcc Nb and hcp Mg/hcp Nb, are

separated by three boundaries labelled by the Arabic number. In this paper, line(1)
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to (3) are the boundary between hcp Mg/bcc Nb and bcc Mg/bcc Nb, the boundary

between hcp Mg/hcp Nb and bcc Mg/bcc Nb, and the boundary between hcp Mg/bcc

Nb and hcp Mg/hcp Nb, respectively. From Eq. 3.3, slopes (m) and constants (c) of

three linear lines can be derived by setting ∆g = 0.

For example, hcp Mg/bcc Nb → bcc Mg/bcc Nb transformation is considered

for determining the boundary line (1). In this case, ∆GNb is zero, because Nb has

the same bcc phase. A slope (m1) and a constant (c1) of line (1) are ∆GMg/2∆γ1

and −∆GMg/2∆γ1, respectively. The free energy change of Mg (∆GMg) can be

calculated from Gbcc
Mg − Ghcp

Mg. The free energy of each phase was obtained from

the thermodynamic data for the pure elements by SGTE (Scientific Group Thermo-

data Europe)[130], developed by the CALPHAD approach[131, 132]. ∆γ1, which is

∆γ1=γbcc/bcc-γhcp/bcc, denotes the interfacial energy difference between bcc Mg/bcc

Nb and hcp Mg/bcc Nb interfaces. Details of the calculations of free energies from

Calphad method are given in Appendix A. Slopes and constants of other two lines

can be elucidated by using the same procedure. Eq. 3.4 was used for calculating

γhcp/bcc of hcp Mg/bcc Nb interface. γbcc/bcc of bcc Mg/bcc Nb interface and γhcp/hcp

of hcp Mg/hcp Nb interface were estimated by using Eq. 3.7.

Parameters of hcp Mg and bcc Nb used in the calculations are given in Table 3.1.

The atomic diameters of atoms in metastable phases are obtained from the Gold-

schmidt premise [133]. When the coordination number of the lattice is changed from

8 in bcc to 12 in hcp, the atomic diameter contracts by 3%, and vice versa. Gibbs

free energies (G) of Mg and Nb structures were calculated at 298.15 K and reported

in Table 3.2. The calculated γ value of each type of interfaces are shown in Table 3.2.
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Table 3.1: Properties of hcp Mg and bcc Nb

Properties Mg Nb

d (Å)a 3.20 2.86
Tm (K)a 922 2740
Hm (kJ/mol)a 8.7 26.4
Vm (cm3/mol)a 14.0 10.9
∆Svib (J/mol·K)a 7.73 8.15
µ (GPa)b 17.3 37.7
ν b 0.29 0.39

a Ref. [134], b Ref. [135]

3.2.2.3 Pridicted bi-phase diagram of Mg/Nb multilayers

As a result, the predicted bi-phase diagram is illustrated in Fig. 3.2. Three

regions, which are hcp Mg/bcc Nb (green), bcc Mg/bcc Nb (blue) and hcp Mg/hcp

Nb (red) phases, are separated by three boundary lines. The pseudomorphic growth

of the bcc Mg and hcp Nb phases can be indicated at the particular bilayer thickness

and fNb values. The triple point, which consisted of all three phases, is located at

fNb = 0.15 and 1/λ = 0.29 nm−1 or at the bilayer thickness of 3.5 nm.

3.2.2.4 Experimental validation

To verify the predicted bi-phase diagram, additional experiments were performed

by B. Ham and X. Zhang. Mg/Nb multilayers with different layer thickness were

deposited by DC magnetron sputtering at room temperature onto Si (100) substrates

with 1 µm thermal oxides. The base pressure of the sputter chamber was around 5×

10−8 Torr before the deposition. Mg and Nb targets, with 99.99% purity, were used.

The films were deposited under v2.5 mTorr UHP Argon. The deposition rates for

Mg and Nb were v2 and v0.5 nm/s, respectively. Transmission electron microscopy

(TEM) specimens were prepared by grinding, polishing and finished by low energy
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Table 3.2: Calculated interfacial energy (γ) and the allotropic free energy per unit
volume (G) of Mg and Nb

Properties Calculated valued
γ (J/m2)

γhcp/bcc 0.544
γbcc/bcc 0.284
γhcp/hcp 0.285

G at 298.15 K (J/m3)
Ghcp

Mg -6.96×108

Gbcc
Mg -5.20×108

Gbcc
Nb -9.98×108

Ghcp

Nb -9.07×106

Figure 3.2: The predicted diagram of Mg/Nb multilayers is plotted as a function of
1/λ and fNb.
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ion milling. TEM was performed using a JEOL 2010 microscope operated at 200 kV.

XRD experiment was performed on a Bruker-AXS D8-focus BraggBrentano X-ray

diffractometer.

Since metastable bcc Mg and hcp Nb cannot be observed in bulk systems, at

ambient conditions. DFT methods provided a good agreement of lattice parameters

of their stable lattices, which are hcp Mg and bcc Nb [120]. Therefore, the lattice

parameters of hcp and bcc forms of Mg and Nb were calculated by using DFT calcu-

lations. The generalized gradient approximation (GGA-PW91) [136] with projector

augmented-wave (PAW) pseudo-potentials [82], implemented in the Vienna ab initio

simulation package (VASP) [137], was used. A self-consistency convergence criterion

of 10−6 eV and the plane-wave cut-off of 520 eV were used. Monkhorst-Pack grids

used for hcp and bcc structures are 18 × 18 × 11 and 18 × 18 × 18, respectively.

The 2θ values of these optimized structures were predicted by using Powder Cell

software [138] and used as the reference values shown in Fig. 3.4.

The predicted bi-phase diagram was validated by selecting specimens from three

different zones in Fig. 3.2. As the results show, the formation of metastable phases

in Mg/Nb multilayers was observed in HRTEM micrographs. For the first example,

Mg 1.5 nm/Nb 0.5 nm multilayers shown in Fig. 3.3(a) shows that metastable bcc

Mg structure formed and the interface was coherent between bcc Mg and Nb. This

is consistent with the prediction based on the calculated bi-phase diagram. Mg

appears to grow epitaxially on Nb as confirmed by the inserted fast fourier transforms

(FFTs) of the image examined along Nb [1̄11] zone axis. Also the layer interface was

chemically-abrupt. In the second case, HRTEM micrograph of Mg 1.8 nm/Nb 0.2

nm multilayers (Fig. 3.3(b)) shows that hcp Nb has grown epitaxially on hcp Mg.

The orientation of crystals was confirmed by the inserted FFT of the micrograph

examined along hcp [21̄1̄0] zone axis. HRTEM micrograph and FFT patterns of Mg
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5 nm/Nb 5 nm multilayers shown in (Fig. 3.3(c)) explain growth of bcc Nb on hcp

Mg.

Figure 3.3: (a) High resolution TEM image and corresponding fast Fourier transform
(FFT) pattern of Mg 1.5 nm/Nb 0.5 nm multilayers, (b) HRTEM micrograph of
Mg 1.8 nm/Nb 0.2 nm multilayers and correlated FFT pattern, and (c) HRTEM
micrograph of Mg 5 nm/Nb 5 nm multilayers and correlated FFT patterns in Mg
and Nb

Fig. 3.4 shows XRD profiles of representative specimens from three different re-

gions in the bi-phase diagram. The dashed vertical lines represent the reference 2θ

values of hcp Mg (a=3.2Å and c=5.19Å), bcc Mg (a=3.57Å), bcc Nb (a=3.32Å) and

hcp Nb (a=2.88Å and c=5.26Å) obtained from DFT calculations. Mg 11.58nm/Nb
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0.42nm multilayers (Fig. 3.4(a)) shows fully coherent Mg and Nb hcp structure. Mg

1.8nm/Nb 0.2nm nanolayers (Fig. 3.4(b)) indicates that Mg lattice is slightly dis-

torted and a small bcc Nb peak is observed. However, coherent hcp Mg and hcp

Nb peaks are dominant. As the fraction of Nb in the bilayer increases, a major

Mg with coherent Nb peak shifts toward the bcc Mg position. The predominant

peak in Mg 1.5nm/Nb 0.5nm multilayers (Fig. 3.4(c)) shifted from hcp to bcc Mg

position and bcc Nb peak with higher intensity than Fig. 3.4(b) specimen is also

shown. However the hcp Nb peak is still observed indicating a small fraction of hcp

lattice exists. These three specimens correspond to the Mg-rich region of the phase

diagram. Instead of aligning epitaxially with bcc Nb, hcp Mg is distorted towards

bcc Mg’s lattice parameter in Fig. 3.4(b) and (c). For the same bilayer thickness,

changing of volume ratio of components has an effect on the magnitude of distortion

from the hcp to bcc structures.

In order to achieve a better understanding of the experiments, the predicted bi-

phase diagram is replotted as the function of fNb and λ and illustrated in Fig. 3.5.

The experimental points are compared in this figure. The expanded boundary lines

corresponds to the distorted structures observed in the experimental results. As Nb

is much stronger than Mg, metastable bcc Mg can be stabilized under thin films with

the small ratio of Nb thickness (fNb ∼0.15). On the other hand, metastable hcp Nb

phase can be observed in the region in which the volume fraction of Nb is low with

a few layer thick and larger fraction of Mg thick. For larger λ, increasing of fNb is

required for stabilizing bcc Mg phase and vice versa in case of hcp Nb. Likewise,

the interfacial energy has less contribution to the free energy of the system when the

thickness increases. The experimental data agrees well with the predicted bi-phase

diagram and shows that the coexistence of otherwise metastable interfaces can be

explained in great part by the competition between chemical free energy differences
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Figure 3.4: XRD profiles of three representative specimens from different regions
of the bi-phase diagram. (a) the Mg 11.58nm/Nb 0.42nm multilayers, (b) the Mg
1.8nm/Nb 0.2nm multilayers, and (c) the Mg 1.5nm/Nb 0.5nm multilayers

between stable and metastable (unstable) phases and simple models to calculate

differences in interfacial energies.

3.2.3 Stabilization of metastable bcc Mg phase studied by DFT calculations

Stimulated by the experimental observation, this section attempts to further elu-

cidate the apparent (meta)stability of bcc Mg through ab initio calculations at 0K.

While this section focuses exclusively on the particular case of epitaxially grown

Mg/Nb multilayers, this research can provide more general insight into the stabiliza-

tion of bcc Mg in nano-structured alloy systems.

3.2.3.1 Computational procedure

To theoretically investigate the stability of bcc Mg in multi-layered Mg/Nb thin

films, we performed DFT calculations based on pseudo-potentials as implemented
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Figure 3.5: Comparison of the predicted diagram of Mg/Nb multilayers and exper-
imental results. The bi-phase diagram are plotted as a function of λ and fNb. The
experimental results are represented by points.

in VASP [137, 139]. The generalized gradient approximation (GGA-PW91) [136],

with projector augmented-wave(PAW) pseudo-potentials[82] was used—blue In the

Supplementary Material section it is shown that the particular choice of exchange

correlation approximation used (GGA, LDA, PBE) does not have significant effect

on the results. Convergence of the electronic structure was assumed when changes

between two consecutive electronic steps fell below 10−7eV. During the optimization

stage of the calculations, Monkhorst-Pack grids of 18 × 18 × 11 and 18 × 18 × 18

were used for hcp- and bcc-structures, respectively. The lattice dynamics of bcc

Mg were calculated by using the direct force constant method implemented in the

PHONON code [94]. The supercell consisted of 54 atoms with an atomic displace-
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ment of ±0.05Å. The chosen atomic displacement corresponds to approximately 2%

of the interatomic distance in the structure and allows the accurate calculation of

interatomic forces without necessarily sampling the anharmonic regime of the crys-

tal potential. The force constant calculations were performed using VASP. A plane

wave cut-off energy of 520 eV and Monkhorst-Pack grids of 10×10×10 were used to

guarantee good convergence in the interatomic forces. For the Burgers transforma-

tion calculations, Monkhorst-Pack grids of 17× 17× 11 were used. The calculations

correspond to 0 K. However, since the temperatures of the films correspond to ap-

proximately 30% of the melting point of Mg anharmonic effects are not expected to

be important.

3.2.3.2 Thermodynamic Stability

The optimized structural parameters and formation enthalpies of the structures

mentioned above are reported in Table 3.3. The formation enthalpy (∆H) was

calculated by using the element in the gas phase as the reference state. The calculated

∆H of hcp Mg is higher than the experimental value by about 2%. Moreover, the

stability of simulated Mg crystals can be evaluated by comparing their ∆H values.

In hcp Mg, the calculated lattice constants show good agreement with previous work

[140]. ∆H of hcp Mg is lower (more negative) than both types of bcc Mg. This

implies that Mg is more stable in the hcp phase. The simulation shows that if

relaxation is allowed, both types of constrained bcc Mg (grown epitaxially on bcc

Nb with a = 2.953 Å and pressurized bulk with a = 2.953 Å) will relax to a lattice

parameter of 3.571 Å. On the other hand, bcc Mg relaxes to an atomic volume similar

to that calculated for hcp Mg (∼23 Å3). This relaxed structure corresponds to the

(unstable) equilibrium bcc Mg structure at 0 K.
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Table 3.3: Formation enthalpies (∆H) and calculated lattice parameters of hcp Mg,
bcc Mg and bcc Nb

Structure ∆H Lattice Parameter (Å)

(kJ/mol) Calculation References

hcp Mg
full relaxation -142.6 a=3.198 a=3.22

(-145.90 ± 0.80)c (c/a=1.621) (c/a=1.624)d

bcc Mg
full relaxation -139.7 a=3.571 a=3.571e

constraint -22.2 a=2.953 a=2.9530±0.002a

(high pressured lattice parameter)a

constraint -126.1 a=3.324
(lattice coherency with bcc Nb)b

bcc Nb
full relaxation -677.0 a=3.324 a=3.300f

alattice parameter corresponds to the experimental lattice parameter determined experimentally
at 50 GPa [115].
bbcc Mg with a = 3.324 Å was observed experimentally as Mg grew epitaxially on Nb.
c[141], d[142], e[143], f [144]

3.2.3.3 Lattice dynamics (Phonon) calculations

Further investigation of the effects of lattice parameter on the stabilization of bcc

Mg was done by examining the lattice dynamical properties of bcc Mg at multiple

lattice parameters. The phonon dispersion relations in the bcc Mg phase were in-

vestigated by using the direct force constant method. Three forms of bcc Mg were

considered: fully relaxed bcc Mg (a=3.571 Å), bcc Mg with the lattice parameter

of bcc Nb (a=3.324 Å) and bcc Mg under high pressure with a lattice parameter

of 2.953 Å [115]. Fig. 3.6(a) shows the phonon dispersion relations along selected

symmetry directions N [12,0,0] → Γ [0,0,0] → H [ 12,12,-12]→ P [14,14,14] → Γ

[0,0,0] for the three bcc structures. Since the primitive cell of bcc Mg consists of a
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single atom, there are only acoustic branches in the dispersion curve.

The figure clearly shows that the fully relaxed bcc Mg structure shows negative

(imaginary) frequencies along the Γ − N direction in the Brillouin zone. This in-

stability in the phonon structure indicates that this crystal is actually mechanically

unstable: any distortion along the directions corresponding to the unstable (imagi-

nary) phonon modes results in a spontaneous transformation to a dynamically stable

state of lower energy (hcp, for example). Remarkably, Fig. 3.6(a) shows that these

unstable modes are not observed in the constrained bcc Mg with a lattice parameter

corresponding to bcc Nb. The phonon branches are even harder (higher frequencies)

for the bcc Mg structure corresponding to high pressure experiments. This indicates

that the softening of the transverse acoustic (TA) branch tends to disappear as the

lattice parameter of the structure decreases. This hardening of the phonon branches

is consistent with the observed stabilization of bcc Mg in regions close to the Mg/Nb

interfaces.

We also notice that even though ∆H of both types of constrained bcc Mg is

greater than that of fully-relaxed bcc Mg, the (compressed) metastable structures

can be stabilized under the following specific conditions: either high hydrostatic

pressure or constraints arising from interfacial interactions between Nb and Mg. In

fact, interfacial and other thermodynamic effects important in nano-scale systems

can promote the stabilization of metastable phases in thin films [95, 104, 113].

Further insight into the stabilization of bcc Mg can be derived by studying the

evolution of the phonon dispersion with lattice parameter, varying from that corre-

sponding to the fully-relaxed bcc Mg 3.571 Å(a0, V0=22.769 Å3/atom) to bcc Mg

with the lattice parameter of Nb 3.324 Å(0.931a0, V=18.363 Å3/atom). The phonon

dispersion curves of bcc Mg with varied lattice constants were calculated using the

PHONON code.
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The gradual dynamic stabilization of bcc Mg can be observed as the lattice con-

stant deceases. In fact, Fig. 3.6(b) shows that the unstable transverse acoustic (TA)

mode vanishes with a decrease of 2%-3.4% in the lattice parameter. The appear-

ance of these soft modes agrees well with previous work[145]. The softening of the

TA mode along the Γ −N direction, represented by [ξ, ξ, 0], indicates an instability

along [11̄0] planes. The softening of this phonon branch has been deemed responsible

for structural transformations of bcc metals [146, 147]. It should be noted that the

calculated tetragonal shear constant C ′ = (C11−C12)/2 for the fully relaxed bcc Mg

structure is very close to zero (∼2 GPa) and those very close to the Born stability

limit [148, 149]. The detail will be explained in the following section.

Figure 3.6: Phonon dispersion curves along the symmetry directions (a) compari-
son of calculated phonon dispersion relations of fully relaxed bcc Mg, bcc Mg with
bcc Nb’s lattice parameter and high pressured bcc Mg (b) comparison of acous-
tic branches of varied lattice para-meters (frequency in THz versus wave vector in
arbitrary units).
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3.2.3.4 Comparison of the mechanical properties as a function of volume in bcc Mg

The elastic stiffness constants (Cij) have been calculated based on the stress-strain

method [150]. Elastic constants (Cij) as a function of atomic volume of bcc Mg are

compared in Fig. 3.7(a). For a cubic lattice, elastic stability can be explained by a

(C11−C12)/2 value [148, 149]. In Fig. 3.7(a), bcc Mg lattices are more mechanically

unstable, which are indicated by decreasing in (C11−C12)/2 values, when their atomic

volume increases. The fully relaxed bcc Mg has a low (C11 − C12)/2 (∼ 2.5 GPa).

Figure 3.7: (a) Elastic constants (Cij) as a function of atomic volume of bcc Mg and
(b) (C11 − C12)/2 as a function of atomic volume of bcc Mg

3.2.3.5 Electronic Density of States (e-DOS)

In this section, the electronic structure of Mg crystals is studied by analyzing

the e-DOS. Total and partial e-DOS plots of hcp Mg, relaxed bcc Mg, bcc Mg

with bcc Nb’s lattice parameter and bcc Mg under high pressure are presented in

Fig. 3.8(a)- 3.8(d), respectively. The figure shows that all structures exhibit metallic-
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Table 3.4: Elastic constants (Cij) in GPa of Mg structures calculated by using PAW-
GGA(PW91) method

Structure C11 C12 C13 C33 C44 C66

bcc Mg
full relaxation 38.07 33.07 23.77

hcp Mg
Calculation 72.70 18.99 17.88 69.54 17.83 26.86
Exp. (0K)[151]a 63.48 25.94 21.70 66.45 18.42 18.75
Exp. (298K)[151] 59.43 25.60 21.40 61.64 16.42 16.91

aThe extrapolated values from an experiment performed by using an ultrasonic pulse
technique[151]

type bonding with occupied states at the Fermi level. For the hcp Mg crystal, the

calculated e-DOS is in agreement with previous studies [152, 153]. DOS plots of

bcc Mg with decreasing cell volume are shown in Fig. 3.8(b) to 3.8(d), respectively.

Smaller bcc unit cell leads to a shifting of the Fermi energy level (EF ) to higher

energies and qualitative changes in the e-DOS close to EF . Decreasing the volume

of the bcc Mg cell leads to a reduction in the number of electronic states (at EF )

and the local maximum—which is an indication of instability—in the e-DOS at the

Fermi level observed in the fully relaxed bcc Mg ( Fig. 3.8(b)) no longer appears as

the volume decreases. These changes are also correlated to a larger partial e-DOS

in the p-channels at the expense of the s-states at energies close to EF . In fact,

close inspection of Fig. 3.8 suggests that s-states in a bcc-like environment make

the structure unstable and it is the slight dominance—most evident at the smallest

lattice parameter considered—of p-states with decreased volume which stabilizes the

bcc structure. The (slight) predominance of p-states at EF can also be observed

in fully relaxed hcp Mg (Fig. 3.8(a)). Moriarty et al. suggested that decreasing the
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atomic distance in compressed bcc Mg can result in lowering and partial filling of

empty 3d bands, which in the end results in stronger interatomic bonds and a more

stable structure [154].

Figure 3.8: Partial Density of States (DOS) in (a) hcp Mg, (b) relaxed bcc Mg, (c)
bcc Mg with bcc Nb’s lattice parameter and (d) high pressured bcc Mg. Fermi level
(EF ) is represented by an vertical dashed line.
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3.2.3.6 Burgers’ transformation

The transformation path proposed by Burgers when studying the bcc-hcp trans-

formation in Zirconium (Zr) [155] has been used to describe the bcc-hcp transition

in many metals such as barium (Ba) [156], titanium (Ti)[157], and iron (Fe) [158].

The crystallographic orientation relations (OR) during the bcc-hcp transition are

typically (110)bcc||(0001)hcp and [110]bcc||[112̄0]hcp [155]. This transition consists of

shearing and shuffling in specific directions and planes.

The simplest bcc to hcp transition occurs through the (intermediate) base-centered

orthorhombic structure (oS4) by keeping the atomic volume constant. Two indepen-

dent processes are necessary to realize this transformation: first, a shear deformation

from bcc (110) planes to the hexagonal basal plane and, second, an alternate shuffle

along the [11̄0] direction of the planes. The deformation during the Burgers transfor-

mation is quantified in terms of two order parameters denoted as λ1 and λ2, which

represent shear deformation and shuffle displacement, respectively. By starting with

the bcc lattice parameter a, the intermediate orthorhombic lattice parameters vary

during the transition according to the following relations:

a0(λ1) =
a

α(λ1)
, b0(λ1) = α(λ1)

√
2a, c0 =

√
2a, (3.8)

where

α(λ1) = 1 + [(
3

2
)
1
4 − 1]λ1, α = [(

1√
2
)tan(

θ

2
)]

1
2 (3.9)

In the bcc and hcp structures, θ takes values of 109.47◦ and 120◦, respectively. The

positions of the two atoms in the cell, x1 and x2 are given by [(3+λ2), (3+λ2)/12, 1/4]

and [−(3+λ2,−(3+λ2)/12,−1/4], respectively. (λ1, λ2) is (0,0) for the bcc structure,

and (1,1) for the hcp structure, respectively.
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Fig. 3.9(a) and 3.9(b) show the calculated total energy contours as a function

of (λ1,λ2) in relaxed bcc-Mg and bcc-Mg with bcc-Nb’s lattice parameter, respec-

tively. The Burgers path shown in Fig. 3.9(a) corresponds to the transformation

from bcc (a=3.571Å,V=45.538Å3/f.u.) to hcp (a=3.227Å, c=5.050 Å, c/a=1.565).

For the case of bcc Mg with Nb’s lattice parameter, the initial bcc structure with

a=3.324 Å(V=36.727 Å3/f.u.) is transformed to the hcp Mg (a=3.004 Å, c=4.701

Å, c/a=1.565) shown in Fig. 3.9(b). In both contours, the bcc structures are located

at unstable/metastable saddle points, while the hcp structures are located at the

global minima. This result is reasonable as the hcp Mg is more stable than the bcc

Mg structure in a bulk form.

Figure 3.9: The total energy contour (kJ/mol) as a function of λ1and λ2 for the
Burgers’ paths of (a) fully relaxed bcc Mg and (b) bcc Mg with bcc Nb’s lattice
parameter. Minimum Energy Path (MEP)is represented by white dots. The contour
step is 0.234 kJ/mol. (c) Comparison the MEPs of bcc Mg model (red circles)and
bcc Mg with Nb’s lattice parameter model (black squares)

The minimum energy path (MEP) was analyzed in both systems. The MEP

for the Burgers transformation is identified by using the modified string method
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proposed by Weinan et al. [159], which is derived from the zero temperature string

method [160]. From the MEP analysis, energy barriers as a function of λ1 and λ2 of

both models are compared in Fig. 3.9(c). The lines with red circle and black square

markers represent the MEP of bcc Mg and bcc Mg with Nb’s parameter, respectively.

The magnitude of the energy difference between bcc Mg (0,0) and hcp Mg (1,1) in

bcc Mg is 2.566 kJ/mol, while the magnitude of the energy difference between bcc

Mg with Nb’s lattice parameter and hcp Mg with Nb’s lattice parameter is 1.817

kJ/mol. Moreover, it can be observed that the bcc structure corresponding to the

Burgers transformation of bcc Mg with the lattice parameter of bcc Nb actually

sits on a metastable saddle point along the energy landscape. This means that the

transformation from bcc to hcp is not spontaneous as there is a finite (albeit small)

barrier to the transformation. This is not the case for bcc Mg with fully relaxed

lattice parameter. In this latter case, the bcc-hcp transformation is barrier-less, and

therefore spontaneous.

3.2.4 Conclusions

The predicted bi-phase diagram of Mg/Nb multilayers has a good agreement with

the experimental data. Both metastable bcc Mg and hcp Nb can be stabilized under

Mg/Nb multilayers under appropriated thickness region and volume ratio of compo-

nents. Under nano scale thin film conditions, the reduction in the interfacial energy

is the dominant effect that controls the phase stability of nano-scaled multilayers.

For the same bilayer thickness, the magnitude of the lattice distortion of metastable

phase is related to the volume fraction of the constituents.

In the second part, the stabilization of bcc Mg in multi-layered Mg/Nb nano-

films [118] was examined by using calculations based on the DFT approach. Under

normal thermodynamic constraints, bcc Mg is unstable and this is manifested by the
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presence of an imaginary branch along the Γ − N direction in the Brillouin zone,

which is related in turn to the existence of a local maximum in the e-DOS at the Fermi

level. The observed stabilization of bcc Mg in Mg/Nb nano-films is associated with

the disappearance of the local maximum in the e-DOS at the Fermi level and results

from the reduction in the lattice parameter of bcc Mg. Calculations of the Burgers

transformation path between bcc and hcp show that bcc Mg sits on a local minimum

in the energy landscape when comparing bcc and hcp structures. This, along with

the calculated hardening of the soft TA branch along the Γ − N direction indicates

that the stabilization of bcc Mg is mainly due to the mechanical constraints imposed

when Mg is forced to (epitaxially) grow on bcc Nb. The stabilization of bcc Mg

grown epitaxially on the bcc Nb substrate [118] is thus analogous to the stabilization

of bcc Mg under high pressures [115].

These results provide further motivation to investigate the synthesis of Mg-based

materials with properties not observed in bulk Mg by using thin film engineering.

Based on this work, it is likely that similar stabilization effects can be generated by

using other bcc substrates, as long as their lattice parameter is smaller than that

of (fully relaxed) bcc Mg, the substrate is immiscible with Mg and is much stiffer

than Mg. This stabilization can be further improved through the use of alloying, as

demonstrated in the work by Tan et al. [114].
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4. INTERFACE CALCULATIONS OF MG/NB THIN FILMS

The purpose of this chapter is to expand our investigations on Mg/Nb films.

The DFT approach was used for understanding the stable and metastable interfacial

structures observed experimentally in Mg/Nb nanofilms. Possible Mg/Nb multilayer

models, which consist of hcp Mg(0001)/bcc Nb(110), bcc Mg (110)/bcc Nb(110), and

hcp Mg(0001)/hcp Nb(0001) multi-layers and corresponding freestanding films were

considered in this work. Some important properties of these films (e.g. structural,

energetic, electronic charge properties) were compared to those properties of bulk

Mg and bulk Nb.

4.1 Introduction

The cohesive and structural properties of the interfaces in various systems have

been explored through both computational and experimental work. For exam-

ple, the structure, bonding, adhesions and other properties of the Cr/Fe [161], the

Nb/W [162], the NiAl/Cr [163], the ZrC(100)/Fe(110) [164], and MgO/Fe [165] were

investigated through the use of electronic calculations based on the DFT approach.

A fundamental understanding of adhesion and electronic structure of interfacial sys-

tems can be pursued by computational studies.

Typically, there are two quantities used to elucidate the thermodynamic and

mechanical properties of the interfaces. Firstly, the work of adhesionWad is defined as

the reversible work needed to break interfacial bonds and separate the interface into

two free surfaces. Plastic deformation and diffusion are neglected for simplification.

Then, the mechanical properties can be linked to this Wad value. The ideal Wad is
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represented in the following equation:

Wad = 1A(Esl(A) + Esl(B) − Esl(A/B)) (4.1)

where Esl(A) and Esl(B) are the total energy of isolated slab A and B. The total

energy of the interfacial slab is represented by Esl(A/B). A donates an interface area.

Another quantity is the interfacial energy γi, which is defined as the free energy

difference between the interfacial atoms and the interior atoms. Besides that, the

interface energy is the work required for producing the interface from bulk materials.

Contrary to the work of adhesion, this quantity cannot absolutely measure the inter-

face bond strength as interfacial energy results from the comparison of the energetic

of atoms at the interface with respect to those in the bulk. In thermodynamic terms,

this interfacial energy is simply the excess free energy of the interface.

The interfacial energy and the work of adhesion are dependent quantities related

through the following relation:

γ = σA + σB −Wad (4.2)

For example, the Wad and γ of 5ML-bcc Mg /5ML-bcc Nb model can be calculated

from

Wad = 1A(Esl(5ML−bccMg) + Esl(5ML−bccNb − Esl(5ML−bccMg))

γ = σ5ML−bccMg + σ5ML−bccNb −Wad (4.3)
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The surface energy σi of the slab i (i= A or B) can be calculated by:

σi =
1

2A
[Esl(i) + (

Nsl(i)

Nb(i)

)Eb(i)] (4.4)

where Esl(i) and Eb(i) stand for the total energies of the surface slab and the bulk

structure of component i, respectively. The number of atoms i contained in the

slab- and the bulk structures are Nsl(i) and Nb(i), respectively. The factor of 2 is

used because there are two free surfaces in the surface model separated by a vacuum

region. The surface energy signifies the stability of the surface.

4.2 Computational procedure

All calculations were performed with the DFT approach implemented in VASP [81].

The projector augmented method (PAW) [139] was used for a plane-wave basis. The

local density approximation (LDA) [74] and the generalized gradient approximation

(GGA)[166] were chosen for the exchange and correlation terms. In this work, elec-

trons in 4p64d45s1 and 3p63s2 orbitals have been taken into account as the valence

electrons of Mg and Nb elements. The plan-wave cutoff is 520 eV. As for bulk cal-

culations, Monkhorst-Pack grids of 18× 18× 18 and 18× 18× 11 were employed for

k-point sampling in the Brillouin zone of the bcc and hcp primitive cells, respectively.

For the thin film calculations, the thickness of the simulated film is represented

by the number of monolayers (ML). In all slab models, the slab is separated by a

20Åvacuum space in the direction normal to the surface. This vacuum prevents inter-

action between the images of periodic slabs. The k-mesh of 18×10×1 was used. There

are three main types of interfacial models, which are the hcp Mg(0001)/bcc Nb(110),

the bcc Mg (110)/bcc Nb(110), and the hcp Mg(0001)/hcp Nb(0001) models. The

interfaces were constructed based on the orientation relations observed by the experi-

mental evidence [118], 0001hcp||110bcc, [21̄1̄0]hcp||[1̄11]bcc, and [011̄0]hcp||[211̄]bcc . The
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(110) stacking and (0001) stacking are used in the bcc- and the hcp-layers, respec-

tively. In this paper, coherent interfaces are considered. For example, the in-plane

lattice parameters of the bcc Mg(110)/bcc Nb(110) are laterally constrained to the

lattice constants of bcc Nb. This simulated coherent interface relates to the HRTEM

result in that the metastable bcc Mg has a lattice parameter similar to that of the

bcc Nb layer. Similarly, the in-plane lattice parameters of the hcp Mg(0001)/hcp

Nb(0001) are based on the lattice parameters of hcp Mg. According to a lattice

mismatch of the hcp Mg(0001)/bcc Nb(110) interface, the coherent interfaces can

be constructed by assuming the matching of the in-plane lattice parameters of Mg

or Nb layers to each other occurs. Then, there are two models that can be consid-

ered, which are the distorted in-plane hcp Mg (pseudo-hcp Mg) and the distorted

in-plane bcc Nb (pseudo-bcc Nb). The Mg-Mg and the Nb-Nb interlayer distances

are obtained from the spacing between two (110) planes in bcc Nb and the spacing

between two (0001) planes in hcp Mg, respectively. The interfacial spacing is an

average value of the Mg-Mg and Nb-Nb interlayer distances in hcp Mg and bcc Nb.

The interfacial bcc Mg/bcc Nb models were created by fixing 5ML-bcc Nb thick

and varying the thickness of the Mg layer, while the rest of the models were cre-

ated by fixing 7ML-hcp Nb thick and varying the thickness of the Nb layer. The

adhesion of pseudomorphic bcc Mg on bcc Nb was monitored through calculations

of Wad. Under the thin film condition, atoms are allowed to move along an out-of-

plane direction, while they are constrained along the in-plane. Fig. 4.1(a)- 4.1(c)

demonstrate the interface model of 5ML-bcc Mg(110)/5ML-bcc Nb(110) structure,

7ML-hcp Mg(0001)/7ML-hcp Nb(0001) structure and 7ML-hcp Mg(0001)/5ML-bcc

Nb(110) structures, respectively.

Furthermore, the interactions between interfacial atoms were investigated by

their electronic properties. The charge distribution, electron localization function
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(ELF) and density of states (DOS) were used to indicate the interaction at the inter-

faces. The charge density and ELF contour of the unit cell were visualized by using

VESTA [167].

Figure 4.1: Slab models of (a) 5ML-bcc Mg(110)/5ML-bcc Nb(110) structure, (b)
7ML-hcp Mg(0001)/7ML-hcp Nb(0001) structure and (c) 7ML-hcp Mg(0001)/5ML-
bcc Nb(110) structure

4.3 Bulk Mg and bulk Nb

4.3.1 Energetic and structural properties

The optimized cell parameters of bcc Nb, bcc Mg, and hcp Mg are displayed

in Table 4.1. LDA calculations show smaller cell constants than those in GGA

calculations for all models. The results obtained in this work are in good agreement

with literature as it is usual for LDA calculations to overestimate cohesive energies in

metals, resulting in smaller lattice cell parameters. GGA calculations, on the other
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hand, tend to underestimate cohesion and result in larger lattice parameters. In

the case of bcc Mg, the lattice parameters from literatures were characterized under

high pressure condition [115]. Additionally, electronic charge properties of these bulk

structures were also carried out.

Table 4.1: The optimized cell parameters of bulk structures (Å) by PAW-GGA and
PAW-LDA

Structure Calculation Experiment
LDA GGA

hcp Mg a=3.140,c/a=1.622 a=3.197,c/a=1.622 a=3.22, c/a=1.624b

(a=3.13, c/a=1.615a) ( a=3.20, c/a=1.660a)
bcc Mg a=3.508 a=3.571 a=2.9530±0.002c

bcc Nb a=3.264 a=3.324 a=3.300d

hcp Nb a=2.827, c/a=1.831 a=2.879, c/a=1.828

a[140], b[142], c[115], d[144]

4.3.2 Bonding and electronic charge properties

In this part, Electron Localization Function (ELF) are combined with charge

density analysis to further elucidate the electronic interactions in the systems under

study. ELF was first proposed by Becke and Edgecombe [87]. ELF is originally

defined by the probability density to find the second like-spin electron near the

reference location. According to its magnitude of 0 to 1, it can verify the strength

of repulsion between two electrons having same spin. In the other words, ELF can

measure the same-spin pair density. The ELF is a useful tool to distinguish chemical

bonding types in solids, such as metallic, covalent, and ionic bonds. ELF analysis has

been used for identifying type of bonding [88, 89]. The bonding type are classified

based on the topology and magnitude of ELF. ELF analysis of a given valence region
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informs about bonding in that region as they concern only on the bonding electrons

of the relevant valence shell. By definition, a local ELF value of 0.5 represented a

electron gas, while a value close to 1.0 corresponded to paired electron in covalent

bond and unpaired electron in a dangling bond [90]. However, ELF values lower

than 0.5 cannot be properly identified to a particular type of bonding.

At this point, the electronic structures of the bulk phases were evaluated through

valence charge density and ELF analysis. ELF and charge density contours projected

on the (0001) plane of the conventional hcp structure and the (110) plane of the

conventional bcc structure are discussed in this section. Those properties in bulk

Mg and bulk Nb are demonstrated in Fig. 4.2(a)- 4.2(d) and Fig. 4.3(a)- 4.3(d),

respectively.

Charge density analyses in Mg and Nb structures are displayed in Fig. 4.2(a)-

4.2(b) and Fig. 4.3(a)-4.3(b), respectively. Charge densities at atomic positions show

the denser charge densities than outer regions. Changes of charge densities around

atomic sites can be indicated by contour lines. For Mg crystal, their charge and

ELF contours of hcp form are more distorted than those in bcc form. Fig. 4.2(a)

and 4.2(b) show electron distribution directions and interactions between Mg sites

in hcp-and bcc-Mg lattices, respectively. Metallic characteristics can be observed in

their ELF. At the core electron region, ELF presents very low value related to low

charge density in the pseudopotential regime. Apparently, ELF maximum is ∼0.55

appeared between an atom and its nearest neighbor atoms, which identifies the free

electron behavior in bcc Mg. The ELF maximum on (0001) plane is ∼0.69, this show

the covalent-like behavior in hcp Mg.

For bulk Nb, slightly distorted shapes of charge distributions, presented in Fig. 4.3(a)

and 4.3(b), indicate interactions among valence charges of Nb atoms. For typi-

cal metallic bonding, ELF value exists in range of 0.3 to 0.6 in the interstitial re-

78



Figure 4.2: Electronic charge structures projected on the hcp(0001) and bcc(110)
planes in Mg structures (a) the charge density distribution in hcp Mg, (b) the charge
density distribution in bcc Mg, (c) the ELF contour in hcp Mg, and (d) the ELF
contour in bcc Mg. For charge density distributions, the contour lines are drawn
from 0 to 0.5 at 0.0015 e/Å3 intervals. The contour lines are drawn from 0 to 0.80
at 0.05 intervals in ELF contours.

gions [168]. Then, the characteristic of metallic bonding also appears in the bcc

Nb crystal shown in Fig. 4.3(d). Its ELF contour is influenced by the contribution

of its 4d states. The complexity of d orbitals mediates on its ELF contour. The

non uniform occupation of particular d orbitals affects the no spherical symmetry of

ELF contour [169]. However, the complexity of ELF in hcp Nb shown in Fig. 4.3(c)

cannot be explained explicitly.

Therefore, four crystal structures demonstrate metallic behavior. According to

the electronic states of bcc crystals, there are two irreducible representations of the

d orbitals, which are the eg and the t2g states. The eg and the t2g states point along
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Figure 4.3: Electronic charge structures projected on the hcp(0001) and bcc(110)
planes in Nb structures (a) the charge density distribution in hcp Nb, (b) the charge
density distribution in bcc Nb, (c) the ELF contour in hcp Nb, and (d) the ELF
contour in bcc Nb. For charge density distributions, the contour lines are drawn
from 0 to 0.5 at 0.0015e/Å3 intervals. The contour lines are drawn from 0 to 0.80 at
0.05 intervals in ELF contours.

[111] and [100] directions to the nearest-neighbor atoms. The bcc structure is more

stabilized when more electrons are filled into the eg states. These are the reason

that bulk Nb posses in bcc form, while bcc Mg can be stabilized under high pressure.

Because of compression stabilize the bcc Mg structure by lowering of 3d band toward

the Fermi level (EF ) [170, 154].

Moreover, both partial density of states (PDOSs) and total density of states

(DOSs) were attained from bulk Nb and Mg. The results are demonstrated in

Fig. 4.4. A red dash line represents the Fermi level (EF ).
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Figure 4.4: DOSs of (a) hcp Mg, (b) bcc Mg, (c) hcp Nb, and (d) bcc Nb

In Fig. 4.4, all Nb and Mg crystals have the metallic behavior as there is no

significant band gap separating between conduction and valence bands. DOSs of

hcp Mg reveal the same behavior with a literature [152]. For bcc Nb crystal, the
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most contribution of DOSs comes from electrons in d band. There are three sets of

peaks existing in DOSs of bcc Nb, which are -4 eV to -2 eV, -2 eV to 0.5 eV, and 2

eV to 6 eV. This result is in good agreement with literatures [171, 172, 173]. Both

Mg forms provide similar DOSs, while there are some differences in the calculated

DOS of two Nb forms. More continuous change can be observed around EF in hcp

Nb.

4.4 Surface and interface calculation of Mg/Nb films

4.4.1 Energetic properties

In this work, the interfacial properties of three major forms of interfacial struc-

tures in the observed synthesized multi-layer films, which are the hcp Mg(0001)/bcc

Nb(110), the bcc Mg(110)/bcc Nb(110), and the hcp Mg(0001)/hcp Nb(0001), are

determined by DFT calculations. By neglecting the incoherent interfaces, four co-

herent interfacial structures were constructed with the optimized lattice parameter

of bulk Nb and bulk Mg. The number of Nb layers is varied from 1ML to 5ML, while

the number of Mg layers is fixed at 7ML, in case of the hcp Mg(0001)/hcp Nb(0001),

the hcp Mg(0001)/pseudo-bcc Nb(110), and the pseudo-hcp Mg(0001)/bcc Nb(110).

For the bcc Mg(110)/ bcc Nb(110) models, the number of Mg layers is varied from

1ML to 5 ML, while the number of Nb layers is fixed at 5ML. The surface energies

in isolated slabs, work of adhesion and interface energies in interfacial structures are

shown in Fig. 4.5 and 4.6, respectively.

It is to be noted that the isolated 2ML-hcp Nb model exhibits very high surface

energy, which is 6.17 J/m2, compared with those in other Nb surface structures. This

high surface energy, which represents a low stability, can be explained by splitting

of two Nb layers observed in the relaxed 2ML-hcp Nb model. Due to that surface

calculation, the Wad and γ of the 7ML-hcp Mg /2ML- hcp Nb model are 10.05 and
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-3.24 J/m2. These highWad and low γ values indicated that forming bilayer structure

with the 7ML-hcp Mg can stabilize the 2ML-hcp Nb. To compare the trends of σ,

Wad and γ in other models the calculated properties of the 2ML-Nb and the 7ML-hcp

Mg/2ML-hcp Nb models are not present in Fig. 4.5 and 4.6.

Figure 4.5: Surface energies in simulated surface models

In Fig. 4.5, calculated σ results of nML-bcc Mg, nML-pseudo-bcc Nb, and nML-

bcc Nb are in range of 0.78 J/m2 to 0.99 J/m2, 2.67 J/m2 to 3.38 J/m2, and 2.36

J/m2 to 2.96 J/m2, respectively. The bcc Nb(110) surface has been claimed to be

the most stable one among other low-index crystalline orientations, such as (100)
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and (210) surfaces [174, 175]. From the literature, the surface energy of Nb (110) is

in the range of 2.4 J/m2 to 2.9 J/m2 [174, 175, 176, 177, 178, 179]. The 2.655 J/m2

of surface energy of this (110) plane was measured by experiment [180].

A slight increment of surface energies of the isolated bcc Mg(110) occurs as slab

thickness increases. While a declining trend happens in a few isolated bcc Nb slabs,

then it is steady after that. In case of the hcp Nb(0001) and the distorted bcc

Nb(110), their surface energies tend to increase as the number of Nb layers are

greater than three layers. Typically, the surface energy is related to the stability of

one particular surface structure, so the Nb(110) facet is more stable as its thickness

increases. Differently, there is less stability in the Mg(110) facet with increment of its

thickness, which may be related to the fact that Mg is not stable in the bcc structure

under normal conditions. Similar to the Mg(110) facet, the metastable hcp Nb and

the distorted bcc Nb facets are less stable as the number of layers increases.

Next, the interface models were explored. Plots of Wad and γ as a function of

varied n layers, which specified in each interfacial model are shown in Fig. 4.6. Results

for Wad of the bcc Mg(110)/bcc Nb(110), the hcp Mg(0001)/pseudo-bcc Nb(110),

and the pseudo-hcp Mg(0001)/bcc Nb(110) models are in range of 2.71 J/m2 to 2.81

J/m2, 2.26 J/m2 to 3.03 J/m2, and 2.71 J/m2 to 3.25 J/m2, respectively. In the

hcp Mg(0001)/hcp Nb(0001) models, Wad values are in range of 2.55 to 3.31 J/m2,

excluding the 7ML-hcp Mg /2ML-hcp Nb interface. Interestingly, all Wad values are

greater than zero. Significantly, these positiveWad values demonstrate the attractive

interactions between two layers at the interfaces in all simulated models, whether they

are formed by metastable bcc Mg or metastable hcp Nb. However, Wad values of

the hcp Mg(0001)/hcp Nb(0001) models decrease when the number of hcp Nb layers

increases. In case of metastable bcc Mg on bcc Nb, their Wad are similar when the

number of bcc Mg layers increases from 1ML to 5ML.
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Fig. 4.6(b) shows that the excess free energy of the interface of the bcc Mg(110)/bcc

Nb(110) increases with increasing of bcc Mg layers. The hcp Mg(0001)/pseudo-bcc

Nb(110), and the pseudo-hcp Mg(0001)/bcc Nb(110) also have the similar trend

when the number of Nb layers increases. While pseudo-hcp Mg(0001)/bcc Nb(110)

models have the similar γ when the number of Nb increases. These results help verify

the observed metastable phases in Mg/Nb thin films in the experiments.

In Fig. 4.6(b), the interface energies in the pseudo-hcp Mg(0001)/bcc Nb(110)

models reveal similar values even if the number of bcc Nb layers change. Differently,

the reductions of γ with lowering n values are presented in the rest interfacial models.

4.4.2 Microstructures of the surface and the interface models

To relate the calculations with real thin films conditions, the lateral extension of

the models is fixed to that computed for bulk forms, but they are allowed to relax

along the normal direction of (110) and (0001) planes for bcc and hcp layers, respec-

tively. The relaxed interlayer distances di,j, where i and j represent two adjacent

layers, were measured in both of surface and interface structures. The relaxation

behavior are explained in term of the percentage of interlayer spacing change com-

paring with an initial value %∆di,j, which is (di,j- d0)× 100/d0. The d0 values are

2.547 Åand 2.308 Åfor the hcp and bcc slabs, respectively. Calculated %∆di,j of

selected Mg and Nb slabs are reported in Table 4.2. Expansion and contraction of

the interlayer spacings referenced to the bulk values are indicated by the positive

and negative signs of %∆di,j.

Firstly, the microstructure of surface structures, which are isolated Mg and Nb

slabs, are considered. It should be noted that these isolated films were simulated by

placing slabs in the middle of cell and they are separated by 20Åvacuum on both

sides. Thus, both sides of slabs are symmetric. For instance, the properties of the
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Figure 4.6: (a) Work of adhesion Wad, and (b) interface energies γ in simulated
interface models

first and the second layers of 5ML-Nb are identical to its fourth and fifth layers.

Their structural changes after relaxation are reported in Table 4.2.
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Table 4.2: Selected data of percentage of interlayer spacing change (%∆di,j) of iso-
lated Mg and Nb slabs

Structure %∆di,j
%∆d1,2 %∆d2,3 %∆d3,4

7ML-hcp Mg +0.89 -0.17 -0.37
+1.9±0.3a +0.8±0.4a -0.4±0.5a

+1.76b +0.0b +0.0b

+1.18c +0.36c -0.73c

+1.13d +0.31d +0.21d

7ML-pseudo-hcp Mg +4.20 +3.05 +3.18
5ML bcc Mg +4.41 +3.45
5ML bcc Nb -3.89 -0.00

-3.60e -0.5e

-3.70f

-4.3g

5ML pseudo-bcc Nb -10.78 -4.93
5ML hcp Nb -24.42 -16.42

aExperimental data (LEED 100K)[181],
bExperimental data (LEED 100K)[182],
Theoretical values: c[183], d[140], e[184], f [176], g[173]

From this result, both of the surface and the in-plane constraint affect the relax-

ation behavior of the Mg and Nb slabs. The topmost interlayer distances of the Mg

slabs are expanded comparing with the bulk values, and larger change can be exam-

ined in the pseudo-hcp Mg and the bcc Mg than that in the hcp Mg. There are both

experimental and computational work investigating the interlayer relaxation in clean

Mg(0001) surfaces [140, 185, 181, 183, 186, 187, 188]. An expansion of the topmost

interlayer spacing in Mg(0001) was monitored in all works in slightly different of mag-

nitude, while the next interlayer spacings show expansion or contraction behaviors

in different works. From the experiments, the relaxations of the first three interlayer

spacing of the clean Mg(0001)-(1×1) surface had been observed by using a dynamical

low-energy electron diffraction (LEED) I-V analysis at 100 K [181]. They reported
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that %∆d1,2= +1.9±0.3, %∆d2,3=+0.8±0.4, %∆d3,4= -0.4±0.5, %∆d4,5 = 0.0±0.5,

where d0 value is 2.61 Å. For the relaxations of the next interlayer separations, which

are %∆d2,3 and %∆d3,4, are differ from other reported values in Table 4.2. However,

these contractions of %∆d2,3and %∆d3,4 were present in theoretical investigations

of the quatum-size effect (QSE) on Mg(0001) surface by Li et al. [188] and Zhang

et al. [179].

In contrast with the relaxations in the Mg(0001) surface, the contraction of the

topmost interlayer is found in the 5ML bcc Nb(110), which is comparable with the

results from references [184]. Nevertheless, interlayer spacing of inner layers seems to

be bulk-like for the 5ML bcc Nb(110). Additionally, compressions of their interlayer

spacing can be monitored in all Nb slabs. The distances between a surface and

the first subsurface layer %∆d1,2 are more compressed than next interlayer spaces

%∆d2,3. The most contraction is shown in the topmost interlayer spacing of 5ML

hcp Nb. This shortening of interlayer spacing between the surface and subsurface

layer will be discussed by their charge properties in next section.

Secondly, the configuration of interface structures are determined. Fig. 4.7 demon-

strates the comparison of %∆di,j as a function of varied layers. In Fig. 4.7(a), %∆di,j

of nML-bcc Mg/5ML-bcc Nb is presented. Not only the surface effect, but also the

interface effect influence their structure. The last five layers are Nb layers in this

case. After relaxation, all interlayer distances in Nb region are contracted, excluding

d2,3 which is expanded slightly. It can be observed that the interlayer distances in the

first four Nb layers are constant, even if the number of Mg layers increases. However,

the nearest Nb layer beneath an interface is influenced by the interface effect, with

d4,5 increasing as the number of Mg layers increases. In contrast to the Nb region,

distances of all upper Mg layers, including the interface region, are greater than the

initial spacing. This can be explained by the lattice mismatch strain effect of the in-
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terface [189]. Elastic distortion of the epitaxial layers, i.e. Mg layers, can be observed

when their in-plane lattice parameter is constrained to the lateral (in-plane) Nb pa-

rameters. Then, the epilayer lattice parameter normal to the interface relaxes along

the out-of-plane direction. According the bulk calculations, the optimized lattice

parameters in bcc Mg and bcc Nb are 3.508Å (3.571 Å) and 3.264 Å (3.324 Å) from

LDA (GGA) calculations, respectively. In this case, the lattice parameter of epilayer

is greater than that of substrate, and then the epilayer lattice parameter expands

along the interface normal. In addition, the topmost interlayer spacing exposes the

most extension due to the free surface effect. All Mg interlayer spacings, including

the interface, tend to decrease when the number of Mg layers increase.

In Fig. 4.7(b)- 4.7(d), first seven layers represent the Mg region and the next

five layers are Nb layers. %∆di,j in the 7ML-hcp Mg/nML-hcp Nb, the 7ML-hcp

Mg/ nML-pseudo-bcc Nb, and the 7ML-pseudo-hcp Mg/nML-bcc Nb are shown in

Fig. 4.7(b), 4.7(c), and 4.7(d), respectively. Most of Nb interlayer spacings in Nb

regions are contracted. Considering the Nb regions in these three models, %∆di,j

as a function of Nb layers change in the same way, but in different values or mag-

nitudes. For instance, the topmost Nb interlayers have the most contraction, and

then next sublayers are less contracted than those in the topmost Nb interlayers.

In these three major models, the black filled circles are the interfacial interlayers,

which their reference values (d0) are the average of the hcp Mg(0001) and the bcc

Nb(110) spacings. Comparing Fig. 4.7(b) and 4.7(c), their %∆di,j as a function of

Nb monolayers alter as the same trends, but the interfacial distances in the 7ML-hcp

Mg/nML-hcp Nb models are closer than those in the 7ML-hcp Mg/nML-pseudo-bcc

Nb. For the Mg regions in Fig. 4.7(b)- 4.7(d), %∆di,j as a function of Nb layers of

the 7ML-pseudo-hcp Mg/nML-bcc Nb models have most change than other models.

Obviously, the interfaces dominate the change in Mg regions in these three models.
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Also, the lattice mismatch strain effect can be used for explaining these results. The

interaction between two layers at the interface will be discussed in further sections.

Figure 4.7: A percentage of interlayer spacing change %∆di,j in (a) nML-bcc
Mg/5ML-bcc Nb, (b) 7ML-hcp Mg/nML-hcp Nb, (c) 7ML-hcp Mg/ nML-pseudo-
bcc Nb, and (d) 7ML-pseudo-hcp Mg/nML-bcc Nb, where n=1-5

4.4.3 Bonding and electronic charge properties

In order to identify the type of atomic bonding across the interfaces studied, the

electronic charge properties of the interfacial models are presented in this part. In
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this section, the electronic charge density distribution, ELF, and DOSs analysis were

evaluated to clarify interactions in slab structures.

4.4.3.1 Charge distribution and ELF analysis of 5ML-Mg and 5ML-Nb structures

According the symmetry of both surfaces, the contour plots of selected surface

slabs are presented from the surface region to the middle layer of structures. The

charge distributions and ELF contours of selected freestanding slabs are illustrated

in Fig. 4.8(a)- 4.8(d), and Fig. 4.8(c)- 4.8(h), respectively.

In case of the Mg slab, the charge density distributions are distorted along an

in-plane direction, which are shown in Fig. 4.8(a) and 4.8(b). Fig. 4.8(e) and 4.8(f)

show the ELF contours corresponding with those charge distributions of 7ML-hcp Mg

and 5ML-bcc, respectively. For all ELF contours, ELF value is zero in the vacuum

region. The ELF maximum reaches to ∼0.8 at the surface, and ELF values in an

interior region also comprise higher magnitude than ELF values in bulk bcc Mg.

This high ELF value indicated the covalent-like feature of metallic bonding which

involves mixing of the s and p atomic valence orbitals. This result is supported by

DOS analysis in a latter section.

For surface structures, interactions between atoms in Nb structures can be ob-

served in both of charge density distributions and ELF contours. Their charge distri-

butions and ELF contours of 5ML-hcp Nb and 5ML-bcc Nb illustrate in Fig. 4.8(c)-

4.8(d) and Fig. 4.8(g)- 4.8(h). The distributions of charge densities among those

atoms can be notified obviously. In 5ML-bcc Nb, interactions between atoms in the

second Nb layer have and atoms in the surface layer are also observed in Fig. 4.8(d).

Additionally, these valence charge features of Nb slab can explain the shortening of

interlayer spacing between its surface and subsurface layers. Fu et al. [190] proposed

effects of localized d electrons and delocalized sp electrons on the relaxation of a
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Figure 4.8: Charge distributions and ELF contours projected on (100) planes in
freestanding slabs (a) charge distributions of the 7ML-hcp Mg model, (b) charge
distributions of the 5ML-bcc Mg model, (c) charge distributions of the 5ML-hcp Nb
model, (d) charge distributions of the 5ML-bcc Nb model, (e) ELF contour of the
7ML-hcp Mg model, (f) ELF contour of the 5ML-bcc Mg model, (g) ELF contour
of the 5ML-hcp Nb model, and (h) ELF contour of the 5ML-bcc Nb model. For
charge density distributions, the contour lines are drawn from 0 to 0.5 at 0.0015
e/Å3 intervals. The contour lines are drawn from 0 to 0.80 at 0.05 intervals in ELF
contours.
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transition-metal surface. Considering a bonding between surface atoms and subsur-

face atoms, the contraction of their interlayer distance happens as the d− d bonding

is increased and the delocalized sp electrons are extended outward to the vacuum

region. In Fig. 4.8(g) and 4.8(h), the highest ELF value, which is ∼0.5, can be ob-

served at a surface region. This high ELF value corresponds to the delocalized sp

electrons on the topmost layer.

4.4.3.2 Charge distribution and ELF analysis of Mg/Nb interfaces

Contour plots of valence charge density and ELF on (100) cuts of selected inter-

faces are illustrated in Fig. 4.9(a)- 4.9(d) and Fig. 4.9(e)- 4.9(h). There are charge

density gradient at the interface corresponding with the interaction across the inter-

face.

The valence electron density distributions and ELF contour in the 5ML-bcc

Mg/5ML-bcc Nb model are illustrated in Fig. 4.9(a) and 4.9(e). Its valence elec-

tron densities are distorted along an in-plane in each layer. Similar with the surface

models, Mg region has higher ELF than Nb region. The ELF maximum is ∼0.8

at the surface Mg plane, which is not shown here. For Mg, ELF decreases along

the direction from surface to interface area. For Nb, its ELF values are less than

0.5 found in inner layers, and its ELF maximum is shown at the surface. At the

interface, the ELF values are close to 0.5 which signifies the free electron in metallic

bonding. In other three interface models, which are the 7ML-hcp Mg/5ML-hcp Nb,

the 7ML-hcp Mg/5ML-pseudo-bcc Nb, and the 7ML-pseudo-hcp Mg/5ML-bcc Nb

models, reveal the similar characteristics in their charge structures. The interac-

tions across the interface and metallic features can be elucidated as same as in the

5ML-bcc Mg/5ML-bcc Nb model.
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Figure 4.9: Charge distributions and ELF contours at the interfaces, projected on
(100) planes in the interface structures (a) charge distributions of the 5ML-bcc
Mg/5ML-bcc Nb model, (b) charge distributions of the 7ML-hcp Mg/5ML-hcp Nb
model, (c) charge distributions of the 7ML-hcp Mg/5ML-pseudo-bcc Nb model, (d)
charge distributions of the 7ML-pseudo-hcp Mg/5ML-bcc Nb model, (e) ELF contour
of the 5ML-bcc Mg/5ML-bcc Nb model, (f) ELF contour of the 7ML-hcp Mg/5ML-
hcp Nb model, (g) ELF contour of the 7ML-hcp Mg/5ML-pseudo-bcc Nb model, and
(h) ELF contour of the 7ML-pseudo-hcp Mg /5ML-bcc Nb model. For charge den-
sity distributions, the contour lines are drawn from 0 to 0.5 at 0.0015 e/Å3 intervals.
The contour lines are drawn from 0 to 0.80 at 0.05 intervals in ELF contours.
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4.4.3.3 Density of states (DOSs)

The DOS in interface structures were carried out in comparison with the data

for bulk Mg and Nb. The layer-projected DOS (LPDOS) of the freestanding films

are not shown in this part, because they poses the similar aspects as the interface

models. Fig. 4.10 to Fig. 4.13 demonstrate the layer-projected DOS (LPDOS) of

selected interface models, which are the 5ML-bcc Mg/5ML-bcc Nb, the 7ML-hcp

Mg/5ML-hcp Nb, the 7ML-hcp Mg/5ML-pseudo-bcc Nb, and the 7ML-pseudo-hcp

Mg/5ML-bcc Nb models, respectively.

As a result, LPDOS in forming interfaces present different behaviors from those

in bulk forms. In all interface structures, there are more filled electrons in electronic

states than in their bulk states. In all Nb layers, LPDOS peaks are broadened

near the Fermi level (EF ). For example, the LPDOS of each layer of the 5ML-bcc

Mg/5ML-bcc Nb is illustrated in Fig. 4.10. Fig. 4.10(g) to 4.10(i) notify that interior

layers pose in similar aspect. LPDOSs in multilayers also change from those in bulk

forms. Likewise, the electronic behaviors in the rest model are similar with the

5ML-Mg/5ML-Nb model. In the multilayers, there are more states occupying in the

valence bands than that in their bulks. In part of Nb layers, their LPDOSs are broad

around EF region compared to DOS of bulk Nb. The hybridization of sp orbitals are

verified by overlapping of LPDOSs in Mg layers. A result of this interface structure is

similar to its isolated Nb and Mg slabs in the region of the surface to interior layers.

More number of states in both of s- and p-bands participates in valence band than

in conduction band. These aspects imply that forming Mg/Nb multilayers affects on

electronic properties of its components. Both of surface and interface parts dominate

on their electronic characteristics.
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Figure 4.10: The layer-projected DOSs (LPDOSs) of the 5ML-bcc Mg/5ML-bcc Nb
model (a)-(e) the first Mg layer to the fifth Mglayer (f)-(j) the sixth Nb layer to the
tenth Nb

4.5 Conclusion

In conclusion, DFT methods were employed to study the stable and metastable

interfacial structures in Mg/Nb multilayers. Calculated Wad values correspond to
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Figure 4.11: The layer-projected DOSs (LPDOSs) of the 7ML-hcp Mg/5ML-hcp Nb
modell (a)-(g) the first Mg layer to the seventh Mg layer (h)-(l) the eighth Nb layer
to the twelfth Nb

favorable interactions in all simulated interface models. This result supports an

occurrence of metastable bcc Mg and hcp Nb phases in experiment. Moreover,

the relaxed interlayer distances of surface and interface models were measured by
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Figure 4.12: The layer-projected DOSs (LPDOSs) of the the 7ML-hcp Mg/5ML-
pseudo-bcc Nb model (a)-(g) the first Mg layer to the seventh Mg layer (h)-(l) the
eighth Nb layer to the twelfth Nb

comparing them with interlayer spacing of bulk forms. For isolated Nb film, the

electronic properties dominate on the contraction of an interlayer spacing between

its surface and subsurface layers. In case of Mg film, the interlayer expansions arise

98



Figure 4.13: The layer-projected DOSs (LPDOSs) of the the 7ML-pseudo -hcp
Mg/5ML -bcc Nb model (a)-(g) the first Mg layer to the seventh Mg layer (h)-(l)
the eighth Nb layer to the twelfth Nb

from the lattice mismatch strain effect according to in-plane constraint. In the in-

terface structures considered, they reveal a similar behavior to surface models, as

well as the interface effect also dominates at interface region. The expansion values
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of interfacial distance tend to decrease when number of Mg layers increases. Fur-

thermore, the electronic charge properties were used as a tool for indicating bonding

and interactions in structures. The metallic characteristics are present in both Mg

and Nb regions. Comparison with electronic charge properties in bulk forms, more

states are involved in valence bands in all slab models. The d orbitals provide the

most contributions on interactions among Nb atoms. The partial covalent feature in

metallic bonding presented in Mg region is investigated by DOS and ELF analysis.
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5. ENHANCEMENT OF HYDROGEN SORPTION TROUGH METASTABLE

ORTHORHOMBIC MG HYDRIDES IN MG-BASED THIN FILMS∗

In this chapter, the hydrogen desorption properties of free standing Mg films

and Mg/Nb multilayers were elucidated by DFT calculations. Thermodynamically

destabilized Mg hydride under thin films can be explained by formation of enthalpies

(∆Hf ) and estimating desorption temperatures (Td) from DFT calculations. In ad-

dition, the computational tools were used for assisting the experimental characteri-

zation.

5.1 Introduction

As introduced in Chapter 1, the sorption properties of metal hydrides can be

probed by PCI studies, which depicts the relationship between the hydrogen pres-

sure and hydrogen composition in films under isothermal loading (unloading) con-

ditions. This is illustrated in Fig. 1.8. Formation entropy (∆Sf ) and formation

enthalpy (∆Hf ) can be used for estimated desorption temperature (Td) by Van’t

Hoff’s equation (given in Eq. 1.3), that is ln[peq(H2)/p
0
eq] = (∆H/RT )− (∆S/R).

The hydrogenation reaction in bulk Mg is described by Mg+H2 �MgH2. The

formation enthalpy of MgH2 (∆Hf(MgH2)) can be calculated by:

∆Hf(MgH2) = E(MgH2) − E(Mg) − E(H2) (5.1)

where E(MgH2 , E(Mg) and E(H2) denote the calculated total energies (at 0 K) of

∗Reprinted with permission from “Hydrogen sorption in orthorhombic Mg hydride at ultra-low
temperature”by B. Ham, A. Junkaew, R. Arróyave, J. Chen, H. Wang, P. Wang, J. Majewski, J.
Park, H.-C. Zhou, R.K. Arvapally, U. Kaipa, M.A. Omary, X.Y. Zhang, Y. Ren and X. Zhang. Inter-
national Journal of Hydrogen Energy, 38(20):8328-8341, 2013. Copyright by ELSEVIER, available
online at: http://dx.doi.org/10.1016/j.ijhydene.2013.04.098.
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MgH2 , bulk Mg and H2, respectively. For bulk MgH2 (rutile-type MgH2 or T-

MgH2), ∆Hf and ∆Sf have been measured and reported in many studies at different

conditions [191, 192, 193, 194]. In this study, the desorption temperature (Td) were

estimated by using ∆Sf = 135.0 J/mol·K [194]. Based on Eq. 1.3, the calculated

∆Hf of bulk MgH2 is ∼77 kJ/mol·H2, at ∼573 K and 1 bar.

5.2 Methodology

5.2.1 Experimental procedure

In this study, the experimental work was performed by B. Ham, X. Zhang and

collaborators. Mg/Nb multilayers with individual layer thickness of 10 nm and 100

nm were deposited by DC magnetron sputtering on oxidized Si (100) substrates with

1 µm thermal oxides and on glass slides at room temperature. A 25 nm thick Pd

cap layer was deposited on top of all films to protect samples from oxidization and

catalyze the dissociation of hydrogen molecules. In multilayers the top and bottom

layer were Nb so that Mg would not be in direct contact with the substrate or Pd.

The films were grown under ∼0.33 Pa ultra high purity Argon. Mg and Nb single

layer films, 1.6 µm in thickness, were deposited on Si substrates (2.5 cm×5 cm).

Glass substrates were used for the deposition of 10 µm thick Mg 100 nm/Nb 100 nm

multilayers and 30 µm thick Mg films. The deposition rates for Mg and Nb were ∼2

nm/s and ∼0.5 nm/s, respectively.

After deposition, samples were transferred directly into a custom-made high vac-

uum annealing chamber for hydrogen loading and unloading studies. Certain spec-

imens were hydrided at 353 K for 12 hours. Hydrogen desorption studies were per-

formed by thermal desorption spectroscopy (TDS) method. Samples were heated

from room temperature up to a maximum of 623 K at a constant heating rate

of 4 K/min. Pressure-composition isotherm (PCI) curve measurements were per-
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formed. The characterization have been carried by using X-ray diffraction (XRD),

transmission electron microscopy (TEM), scanning electron microscopy (SEM) and

synchrotron XRD experiments.

5.2.2 Computational procedure

The structures of Mg hydride for DFT calculations were constructed based on

experimental observations. The predicted lattice parameters and corresponding d-

spacing values were then determined by using Powder Cell software [138]. All DFT

calculations were performed using the VASP code [138]. The PAW-GGA method and

the plane-wave cut-off of 350 eV were used. A self consistency convergence criterion

of 10−7 eV for the total energy per simulation cell was applied. A 2× 2× 2 Å3 cell

was used for calculating the properties of the H2 diatomic molecule. Mg has the

hexagonal closely packed (hcp) structure, and belongs to the P63/mmc space group.

At ambient conditions, the stable (bulk) MgH2 has rutile (tetragonal) structure with

the P42/mnm space group. Monkhorst-Pack grids of 18×18×11 and 9×9×13 were

used for k-point sampling in Brillouin zone of the hcp Mg and the T-MgH2 primitive

cells, correspondingly. The full relaxations were performed for these structures. For

metastable (distorted) Mg hydride, a mesh of at least 10,000 k-points per unit cell

was used. Hydrogen atoms are allowed to relax in the constrained lattice parameters.

DFT calculations tend to underestimate the formation enthalpy of MgH2 and

thus only qualitative comparisons between the measured and calculated (using DFT)

desorption temperatures can be made. In this work, we used the calculated formation

enthalpy of the stable tetragonal Mg hydride (T-MgH2) at room temperature and

atmosphere pressures as the reference to extrapolate the desorption temperature (Td)

in predicted orthorhombic Mg hydride (O-MgH2). At 1 bar, the variation of Td as a

function of ∆Hf can be evaluated as the following equation:
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Td(2) − Td(1) = (∆Hf(1) −∆Hf(2))/∆S (5.2)

where 1 and 2 denote the properties of MgH2 with either tetragonal or other MgH2

structure. The difference between the formation enthalpy of the predicted MgH2

structure and T-MgH2, ∆Hf(O−MgH2) − ∆Hf(T−MgH2), thus directly indicates the

evolution of Td.

5.3 Observation of metastable orthorhombic Mg hydride in Mg-based thin films

Based on the experimental characterization, the T-MgH2 feature cannot be ob-

served in both single layer case and multilayer case. The experimental data are

provided in Table 5.2, 5.4 and Fig. 5.2. Other possible Mg hydride structures were

sought to commit the experimental data. In literature, many possible Mg hydride

structures such as α-PbO2-type structure (Pbcn), CaF2-type structure (Pa3̄), AlAu2-

type structure (Pnma), InNi2-type structure (P63), Ag2Te-type structure (P21/c) and

AuSn2-type structure (Pbca), CaF2-type structure (Fm3̄m) and CaCl2-type struc-

ture (Pnnm) were reported [195]. Among those magnesium hydride structures, the

distorted CaCl2-type MgH2 structure provides the closest match to experimental d-

spacings. On the other hand, other possible hydride structures do not show all the

predominant d-values observed in experimental measurements. As a result, extensive

analyses of the interplanar spacings (from TEM and synchrotron x-ray diffraction)

suggest that the crystal structure of the magnesium hydride is orthorhombic in both

single layer and multilayer case.

The distorted orthorhombic structures for the hydrides in single layer films and

the multilayers are labeled as Os-MgH2 and Om-MgH2, respectively.
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5.3.1 The determination of O-MgH2 structure in single layer Mg films

From the synchrotron X-Ray data shown in Table 5.2 and Fig. 5.2(a), the first two

dominant peaks are d(110) = 0.3148 nm and d(200) = 0.1926 nm. The relationship

between the d-spacing of the (hkl) plane and the lattice constants (a, b and c) of the

orthorhombic structure is expressed in the following equation:

1

d2hkl
= (

h

a
)2 + (

k

b
)2 + (

l

c
)2 (5.3)

The a and b parameters can be achieved from those observed d-spacings by using

Eq. 5.3. The predicted models were constructed by matching the d-spacing data

observed in synchrotron X-Ray diffractions presented in Table 5.1. The distorted

CaCl2-type MgH2 structure with a = 0.3851 nm, b = 0.5464 and c = 0.3144 (c

increases +4.59% from that in the regular CaCl2-type MgH2 structure), is perfectly

matched with the x-ray diffraction data presented in Table 5.1 and Fig. 5.2(a). The

Os-MgH2 structure has ∼7% volume expansion with respect to the volume of T-

MgH2. d-spacings of synchrotron X-ray measurement, predicted Os-MgH2 and T-

MgH2 are compared in Table 5.2. The contraction of a and expansion of b and

c compared to T-MgH2 structure can be observed and represented by the three

dimensional structure in Fig. 5.1(b).

5.3.2 The determination of O-MgH2 structure in hydrided Mg/Nb multilayers

In the multilayer case, the situation is more complex than in its single layer

counterpart. Based on TEM measurement, the [200] direction is indexed as the out-

of-plane direction and [011] direction is the in-plane direction. In TEM analysis,

∼6.8% expansion of the out-of-plane (d(200) spacing) and ∼3.7% contraction of

the in-plane (d(011) spacing) indicate that the magnesium hydride is distorted to
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Table 5.1: Predicted d-spacing (nm) of Os-MgH2 in hydrided single layer films with
varied c-parameter (a- and b-parameters are fixed)

c change V change d110 d101 d011 d200 d111 d201 d211 d001

(%) (%) (nm) (nm) (nm) (nm) (nm) (nm) (nm) (nm)

-10 -7.60 0.3148 0.2214 0.2425 0.1926 0.2052 0.1569 0.1508 0.2706

-8 -5.55 0.3148 0.2247 0.2468 0.1926 0.2078 0.1580 0.1518 0.2766

-6 -3.50 0.3148 0.2278 0.2510 0.1926 0.2103 0.1591 0.1528 0.2826

-4 -1.44 0.3148 0.2310 0.2552 0.1926 0.2127 0.1602 0.1537 0.2886

-2 0.61 0.3148 0.2340 0.2593 0.1926 0.2151 0.1612 0.1546 0.2946

0 2.66 0.3148 0.2370 0.2634 0.1926 0.2174 0.1622 0.1555 0.3006

2 4.72 0.3148 0.2399 0.2674 0.1926 0.2197 0.1631 0.1563 0.3067

4.59 7.37 0.3148 0.2436 0.2725 0.1926 0.2225 0.1642 0.1573 0.3144

6 8.82 0.3148 0.2455 0.2753 0.1926 0.2240 0.1648 0.1578 0.3187

8 10.88 0.3148 0.2482 0.2791 0.1926 0.2260 0.1656 0.1585 0.3247

10 12.93 0.3148 0.2509 0.2829 0.1926 0.2280 0.1664 0.1592 0.3307

Synchrotron 0.3148 0.2725 0.1926 0.1642 0.1573

an orthorhombic form. However, the TEM data shows only local features of the

microstructure. Thus, the synchrotron X-Ray data given in Table 5.4 was used to

predict the structures. Whereas the a parameter can be attained directly from the

observed d(200) spacing value, there are many possible b and c values which are

related to the reported d(011) value (as expressed in Eq. 5.3). In this calculation, b

parameter was varied from 20% contraction to 12% expansion from b-parameter in

the CaCl2-type MgH2crystal studied by Vajeseston et al. [195]. Predicted d-spacings

as a function of b parameter are reported in Table 5.3.

As a result, the distorted CaCl2-type MgH2 structure with a = 0.4903 nm, b =

0.3789 nm and c = 0.3215 nm reveals the most agreement to the experimental data.

This Om-MgH2 is the distorted orthorhombic structure with ∼3% volume contraction

from the T-MgH2. The three dimensional structure of this predicted Om-MgH2 is

displayed in Fig. 5.1(c). This structure is distorted differently form the Os-MgH2.
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Table 5.2: Comparison d-spacings (nm) from synchrotron X-ray measurement and
predicted Os-MgH2 in hydrided single layer Mg films (1.6 m in thickness)

Predicted Os-MgH2 T-MgH2

# index Experiment (a=0.3851nm, b=0.5464nm, (a=0.4517nm,

c=0.3144nm) c=0.3020nm)

1 Os-MgH2 (110) 0.3148 0.3148 (110) 0.3194 (110)

2 Os-MgH2 (011) 0.2725 0.2725 (011) 0.2511 (101)

3 Os-MgH2 (200) 0.1926 0.1926 (200) 0.2020 (210)

4 Os-MgH2 (201) 0.1642 0.1642 (201) 0.1679 (211)

5 Os-MgH2 (211) 0.1572 0.1573 (211) 0.1597 (220)

The contraction of b and expansion of a and c compared to T-MgHH2 structure can

be observed in this case.

Figure 5.1: Three dimensional structures of Mg hydride crystals. (a) The T-MgH2

with a=b=0.4475 nm and c=0.2998 nm. (b) The Os-MgH2 structure with a=0.3851
nm, b=0.5464 nm and c=0.3144 nm, which is con-sistent with the synchrotron XRD
data for single layer Os-MgH2. (c) The Om-MgH2 structure with a=0.4903 nm,
b=0.3789 nm, c=0.3215 nm, consistent with the synchrotron XRD data. Arrows
indicate the direction of distortion compared to T-MgH2.

Finally, synchrotron X-ray diffraction profiles of as deposited and hydrogen loaded

single layer Mg films and Mg/Nb multilayers are indexed as shown in Fig. 5.2. After
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Table 5.3: Predicted d-spacing (nm) of Om-MgH2 in hydrided Mg/Nb multilayers
with varied b-parameter (a is fixed and c is varied coordinately)

b change V change d110 d011 d200 d111 d210 d201 d211 d001

(%) (%) (nm) (nm) (nm) (nm) (nm) (nm) (nm) (nm)

-20 -4.21 0.2887 0.2451 0.2451 0.2193 0.2021 0.1982 0.1733 0.3370

-18 -3.85 0.2934 0.2451 0.2451 0.2193 0.2037 0.1968 0.1733 0.3300

-15.16 -3.08 0.2998 0.2451 0.2451 0.2193 0.2058 0.1949 0.1733 0.3215

-12 -1.93 0.3066 0.2451 0.2451 0.2193 0.2080 0.1931 0.1733 0.3136

-8 -0.14 0.3149 0.2451 0.2451 0.2193 0.2105 0.1912 0.1733 0.3055

-4 1.93 0.3227 0.2451 0.2451 0.2193 0.2128 0.1895 0.1733 0.2988

0 4.21 0.3302 0.2451 0.2451 0.2193 0.2149 0.1881 0.1733 0.2933

4 6.66 0.3372 0.2451 0.2451 0.2193 0.2168 0.1868 0.1733 0.2886

8 9.24 0.3438 0.2451 0.2451 0.2193 0.2185 0.1858 0.1733 0.2847

12 11.92 0.3501 0.2451 0.2451 0.2193 0.2201 0.1848 0.1733 0.2812

Synchrotron 0.2451 0.2451 0.1949 0.1733 0.3215

Hydrogen loading (373 K/24 h), the single layer Mg films completely transform to

Os-MgH2 with strong (110) texture (Fig. 5.2(a)). Transformation of Mg to Om-MgH2

with (200) texture and Nb to O-NbH phase with (111) texture are revealed in both

Mg/Nb 100 nm multilayers (Fig. 5.2(b)) and Mg/Nb 10 nm multilayers (Fig. 5.2(c)).

From the observed experimental data, the orthorhombic MgH2 structure can be

characterized from their distorted d-spacing values. However, the hydrogen atomic

positions in these hydride forms are difficult to specify by experiment due to their

light weight. The first principle DFT calculations have been compromised for in-

vestigating the structural property and thermodynamic stabilities of the suggested

magnesium hydride forms found in the studied films in the next section.
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Table 5.4: Comparison d-spacings (nm) from synchrotron X-ray measurement and
predicted Om-MgH2 in hydrided Mg/Nb 100nm

Predicted Om-MgH2 T-MgH2

# index Experiment (a=0.4903nm, b=0.3789nm, Mismatch (%) (a=0.4517nm,

c=0.3215nm) c=0.3020nm)

1 Om-MgH2 (200) 0.2451 0.2451 (200) 0 0.2511 (101)

NbH (111) 0.2451 (011)

2 Om-MgH2 (001) 0.3215 0.3215 (001) 0 0.3194 (110)

3 Mg (101) 0.2527 0 0.2511 (101)

4 Pd (111) 0.2267 0.93 0.2258 (200)

5 Om-MgH2 (201) 0.1961 0.1949 (201) 0.61 0.2020 (210)

6 Om-MgH2 (211) 0.1729 0.1733 (211) -0.25 0.1679 (211)

5.4 Hydrogen desorption enhancement in Mg-based thin films

5.4.1 Experimental study of hydrogen sorption in Mg-based thin films

The hydrogen sorption properties of selected films were investigated experimen-

tally and described in this part. The X-ray diffraction (XRD) patterns shown in

Fig. 5.3 explain the structure transformation at before and after hydriding processes.

The absorption/desorption temperatures of those films are labeled in those figures.

Fig. 5.3(a) shows the transformation of the as-deposited Mg (1.6 mm on Si sub-

strate) to an orthorhombic (110) textured Os-MgH2, after hydrogen loading (373

K/24 h). After hydrogen desorption at 433 K, the Mg was recovered. During hy-

drogenation at the same condition, (110) textured Nb was entirely transformed to

orthorhombic NbH (O-NbH) with (111) texture (Fig. 5.3(b). As-deposited Mg 100

nm/Nb 100 nm multilayer (referred to as Mg/Nb 100 nm thereafter) has texture

of Mg (0002) and Nb (110) (Fig. 5.3(c)). After hydrogen absorption a single peak

was observed due to the overlap of O-NbH (111) and (200) textured Om-MgH2. Mg

and Nb peaks nearly completely recovered after H2 desorption. Similar phenomenon
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Figure 5.2: Synchrotron X-ray diffraction profiles of as-deposited and hydrogen
loaded (a) Mg, (b) Mg/Nb 100 nm and (c) Mg/Nb 10 nm multilayers. After hy-
drogen loading (373 K/24 h), the single layer Mg films completely transformed to
Os-MgH2 with strong (110) texture, whereas the multilayer films transformed to
Om-MgH2 with (200) texture and O-NbH phase with (111) texture.

was observed during hydrogenation of Mg/Nb 10 nm multilayers (Fig. 5.3(d)). As

reported in previous section, the orthorhombic-MgH2 phases in both single layer and

multilayer films have the same CaCl2-type of structure, but their lattice parameters

and texture were quite different. Fig. 5.3(e) compares the evolution of H pressure

with temperature for all the hydrided films (on oxidized Si substrate) during TDS

studies. In samples containing MgH2, TDS spectra consist of intense peaks at 400 K

or less, and much weaker peaks at ∼523 K. In single layer MgH2, H pressure reaches
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a peak at ∼400 K. NbH films show a desorption peak at 373 K, close to that in

bulk NbH (∼361 K) [196]. Multilayers loaded at 373 K/24 h start H2 desorption at

lower temperatures. When multilayers were loaded at lower temperatures (353 K/12

h), H2 desorption takes place at room temperatures. To understand the effect of

stress on H2 sorption, three sets of specimens were studied (Fig. 5.3(f)). 30-µm thick

Mg film on substrate shows a desorption peak at ∼393 K, similar to that of 1.6-µm

thick MgH2 films on substrate, whereas the free-standing 30-µm thick Mg film shows

negligible H2 desorption. Meanwhile the 10-µm thick, free-standing Mg/Nb 100 nm

multilayers show a much stronger desorption peak at ∼373 K.

From experimental measurement, the significance of layer interface on kinetics

is revealed by rapid desorption of H at room temperature in multilayers. Most

of multilayers investigated in this work have shown H2 sorption at ∼373 K. Some

of them such as Mg/Nb 10 nm multilayers showed a desorption peak at 325 K.

Layer interfaces act as high diffusivity pathways for rapid transport of hydrogen.

Meanwhile, the interface may also play certain roles on destabilization of MgH2

since a lower H2 desorption temperature can be achieved in Mg/Nb multilayers with

smaller individual layer thickness. This phenomenon might be related to the energetic

contributions from interface and the diffusion of hydrogen in close proximity to layer

interfaces.

5.4.2 Stress-induced formation of metastable orthorhombic-MgH2 and its

significant destabilization

Experimental measurements suggest the formation orthorhombic MgH2 was in-

duced by stress. The drastic difference in H2 desorption between free-standing Mg

films and those on substrate highlights the significance of stress. During H loading

of bulk Mg, the lattice uniformly and linearly expands with hydrogen concentra-
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Figure 5.3: (a) XRD profile shows that hydrogen loading of Mg film (at 373 K/24
h) and unloading at 433 K. (b) Nb has undergone reversible phase transformation
when hydrided at similar condition. Hydrogenation of (c) Mg/Nb 100 nm and (d)
Mg/Nb 10 nm multilayers at the same condition. (e) TDS profiles of H2 in various
films shows multilayers had lower hydrogen desorption temperature than single layer
films. Multilayers loaded at 353 K/12h had lower desorption temperature than those
loaded at 373 K/24h. (f) Comparisons of TDS profiles show poor H2 sorption in 30
µm thick, free-standing Mg films; whereas 30 mm thick Mg films on substrate had
performance similar to those of 1.6 µm Mg film on substrate. The 10 µm thick free-
standing Mg/Nb 100 nm films exhibit the best performance among three specimens.
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tion [197]. However, the rigid substrate induced in-plane expansion of Mg films in an

anisotropic way. XRD, neutron reflectivity and microscopy (not include here) show

that during H2 sorption, Mg lattice expands by ∼25% out-of-plane. It was postulated

before that there will be 6% expansion along each in-plane direction [198, 199, 200].

Our analysis shows however that the formation of T-MgH2 with <110> texture will

involve significant anisotropic in-plane distortion (Fig. 5.4(a)), ∼15% in-plane ex-

pansion from Mg <011̄0> to T-MgH2 <1̄10>, and 6% contraction from Mg <21̄1̄0>

to T-MgH2 <001>. Such significant in-plane distortions make it less likely to form

T-MgH2 especially when Mg films are attached to rigid substrates. The formation

of Os-MgH2 is preferred because the magnitude of in-plane lattice distortion is much

less, ∼13% expansion and 2% contraction in each corresponding direction (Fig. 5.4).

Stress also exists in free-standing Mg/Nb multilayers without the use of a rigid

substrate. The rationale is as follows: hydrogenation leads to a 32.8% volume ex-

pansion in Mg (from 0.0233 nm3 for a Mg atom to 0.0308 nm3 for MgH2), but only

13.8% volume expansion in Nb (from 0.0180 nm3 for Nb to 0.0205 nm3 for NbH). As

Mg and Nb remain rigidly bonded through layer interfaces (as evidenced by reten-

tion of layer integrity), such a large difference in volume expansion (∼19%) must be

accounted for by introducing significant compressive stress in MgH2, and thus lead

to the formation of Om-MgH2. There were speculations that stress at the Mg–Pd

interface might assist H2 sorption [201, 199, 200]. However Mg and Pd form several

intermetallics, making it difficult to interpret the influence of stress on H2 sorption,

and the interface is thermodynamically unstable and significantly degrades during

cyclic studies. Also the usage of Pd as a major constituent in Mg/Pd multilayers is

economically prohibitive for H storage applications.

In this section, the DFT calculations were performed to investigate the thermo-

dynamic stabilities of the observed orthorhombic MgH phases in thin-films. The
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Figure 5.4: The transformation schematics of (a) hcp Mg to T-MgH2 and (b) hcp Mg
to Os-MgH2. The orientation relationships between hcp Mg and magnesium hydrides
and the magnitude of lattice distortion are also shown. The conventional unit cells
with a, b and c parameters of T-MgH2 and Os-MgH2 are shown as transparent boxes
connected by dash lines.

∆Hf as a function of the crystal volume change were calculated for Os-MgH2, Om-

MgH2, CaCl2-type MgH2 and T-MgH2 structures. Their desorption temperatures

were predicted by deriving Van’t Hoff’s equation (Eq. 1.3). In Fig. 5.5, the ∆Hf

and estimated Td as a function of volume change in both Os-MgH2 and Om-MgH2

structures, which are constrained along the in-plane direction reported in Table 5.2

and 5.4), are compared to those in the isotropic expansion/contraction of the (bulk)

rutile-type MgH2 and the CaCl2-type MgH2 structures. The calculated results are

reported in Table 5.4.2. Volume variation (either expansion or contraction) can lead
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to significant reduction of the desorption temperature which is observed in Fig. 5.5.

Calculated ∆Hf of the T-MgH2 and the unconstrained CaCl2-type MgH2 are

kJ/mol·H2 and -57.4 kJ/mol·H2, respectively. Therefore, the CaCl2-type MgH2 struc-

ture is indeed the metastable phase of MgH2 being a bit higher in its energy compared

to that in T-MgH2. Under isotropic volume change, T-MgH2 and CaCl2-type MgH2

have nearly identical temperature dependent variations of ∆Hf and Td. Vajeeston

et al. [195] showed theoretically that high pressure can induce phase transformation

from stable T-MgH2 to O-MgH2 with CaCl2 prototype. Though metastable in na-

ture, it is energetically feasible that the CaCl2-type structure can be stabilized in

thin films by stresses.

Due to the significant distortion induced by substrate in single layer Mg case, ∆Hf

increases by ∼26 kJ/mol·H2 and Td reduce by ∼200 K compared to those in T-MgH2.

The desorption temperature of Os-MgH2 (the open triangle point in Fig. 5.5) is in

good agreement with the experimental observations (the partial filled triangle point

in Fig. 5.5). For Om-MgH2, the structure is about 3% volume contraction form the

T-MgH2. Its calculated ∆Hf is enhanced by 15.5 kJ/mol·H2 and corresponding Td

value is ∼458 K as shown in Fig. 5.5 and Table 5.4.2. The calculation overestimates

the desorption temperature in multilayer case as the role of interfacial energy on the

thermodynamic stability of MgH2 and other effects (i.e. the catalytic effect from Nb

and etc. ) have not been considered.
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Figure 5.5: Comparison of (a) calculated ∆Hf and (b) estimated Td as a function
of volume change in Os-MgH2, Om-MgH2, T-MgH2 and CaCl2-type of O-MgH2 (all
systems were subjected to isotropic volume change). Experimental values of Td
are shown as partially filled open symbols. Open symbols represent the calculated
results based on experimentally measured lattice parameters. Volume changes lead
to significant destabilization of MgH2.
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In summary, DFT simulations indicate that either volume expansion or contrac-

tion will lead to destabilization of MgH2. But volume expansion and contraction

may have asymmetrical impact on destabilization of MgH2. For instance, contrac-

tion appears more effective to reduce desorption temperature of Om-MgH2. Volume

change can presumably change the local bonding strength between Mg and H ions

and thus affect the stability of MgH2. Second, to destabilize MgH2, stress can be

introduced by selection of a second phase which has large volume expansion incom-

patibility compared to Mg. The magnitude of stress shall scale with the degree of

mismatch between volume expansion of Mg and the second phase. A large num-

ber of candidates are available to tailor the sign and magnitude of stress in MgH2.

Third, immiscibility between Mg and the second phase may be critical to achieve

structural integrity of the multilayers. Interfaces in miscible systems are typically

unstable during hydrogen sorption at elevated temperatures. Immiscible interfaces

are preferred to achieve high temperature thermal stability and mechanical stability

against multiple cyclic loadings.

5.5 Conclusion

In conclusion, stress-induced metastable orthorhombic-MgH2 (O-MgH2) phases

were observed in this work. The drastic destabilization of Mg hydride induced by the

formation of a mestastable variant with orthorhombic symmetry opens up abundant

opportunity for the selection of appropriate second phases to design and manufactur-

ing Mg nanocomposite with advanced H storage performance. The destabilization

was triggered by the formation of distorted metastable O-MgH2 phases induced by

stresses. Stresses arise from either substrate constraint or volume expansion in-

compatibility. Under thin film environment, O-MgH2 is preferred over T-MgH2 as it

induces less lattice distortion crystallographically during phase transformation. DFT
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calculations agree qualitatively well with experimental observations. Size effect and

layer interface also play an important role to expedite the H2 sorption kinetics in

MgH2. These studies provide important design criteria for selection of appropriate

second phase to destabilize Mg hydride. The concept of stress-assisted H2-sorption

developed here also has general implications for the design of other metal hydrides

and chemical hydrides.
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6. THERMODYNAMIC AND MECHANICAL PROPERTIES OF MG AND NB

HYDRIDES

6.1 Introduction

According to the discussions in the previous chapter, the stress induced metastable

orthorhombic-MgH2 (Om-MgH2) was observed in hydrided Mg/Nb multilayers. The

formation of this phase leads to a drastic destabilization of Mg hydride in Mg/Nb

multilayers. In this chapter, the hydride structures observed in Mg/Nb multilayers,

O-NbH, Om-MgH2 and T-MgH2, were additionally investigated. Selected properties

such as the elastic, thermodynamic and energetic properties of those hydrides were

elucidated by computational methods.

6.1.1 Mechanical and ground state properties calculated by DFT calculations

Hydrogen has a huge effect on mechanical properties of metals and their alloys.

For example, their ductilities are degraded by hydrogen. Most metals become more

brittle when they form metal hydrides [202]. From those reasons, the mechanical

properties of metal hydrides are difficult to measure experimentally, but can be

estimated using computational methods. In this study, the elastic stiffness constants

(Cij) were calculated based on the stress-strain method [150]. A set of strains are

applied to a lattice resulting in a set of distorted structures. Using DFT calculations,

the set of stresses can be obtained from the change of energies due to the lattice

deformations. Then the Cij values can be evaluated by using the generalized Hook’s

law. Many elastic properties corresponding to a random polycrystalline arrangement,

such as the bulk modulus (B) and the shear modulus (G), can be evaluated from Cij

values by using the Voigt-Reuss-Hill (VRH) approach [203, 204].

The bulk and shear moduli of the hcp Mg lattice are calculated by the following
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equations:

B =
1

9
[2(C11 + C12) + 4C13 + C33], (6.1)

G =
1

30
[C11 + C12 + 2C33 − 4C13 + 12C44 + 12C66]. (6.2)

The mechanical criteria for stability in hexagonal structures are given by

C44 > 0, C11 > |C12|, (C11 + 2C12)C33 > 2C2
13. (6.3)

For the bcc Nb, its bulk and shear moduli can be estimated by the following

equations:

B =
(C11 + 2C12)

3
, (6.4)

G =
(C11 − C12 + 3C44)

5
. (6.5)

The mechanical criteria of the cubic phase are given by

C11 > 0, C44 > 0, C11 > |C12|, (C11 + 2C12) > 0. (6.6)

For the tetragonal MgH2 structure, the bulk and shear moduli are estimated by:

B =
1

9
[2(C11 + C12) + C33 + 4C13], (6.7)

G =
1

30
(M + 3C11 − 3C12 + 12C44 + 6C66),

M = C11 + C12 + 2C33 − 4C13, (6.8)
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For the tetragonal lattices, the mechanical criteria are given by

C11 > 0, C33 > 0, C44 > 0, C66 > 0,

C11 − C12 > 0, C11 + C33 − 2C13 > 0,

2(C11 + C12) + C33 + 4C13 > 0. (6.9)

The bulk and shear moduli of the orthorhombic NbH lattice are estimated by the

following equations:

B =
1

9
[C11 + C22 + C33 + 2(C12 + C13 + C23)], (6.10)

G =
1

15
[C11 + C22 + C33 + 3(C44 + C55 + C66)− (C12 + C13 + C23)]. (6.11)

For the orthorhombic lattices, the mechanical criteria are given by

C11 > 0, C22 > 0, C33 > 0, C44 > 0, C55 > 0, C66 > 0,

C11 + C22 + C33 + 2(C12 + C13 + C23) > 0,

C11 + C22 − 2C12 > 0, C11 + C33 − 2C13 > 0,

C22 + C33 − 2C23 > 0. (6.12)

The Youngs modulus (Y ) and Poissons ratio (ν) can be calculated by the following

equations:

Y = 9BG/(3B +G),

ν = (3B − 2G)/[2(3B +G)] (6.13)

In addition, the formation energy of each hydride ∆Ef (MHn) were investigated
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in this work. The ∆Ef (MHn) is given by the following equation:

∆Ef (MHn) = E(MHn)− E(M)− nE(H) (6.14)

where E(MHn), E(M) and E(H) are total energies of a hydride structure and metal

and hydrogen atoms, respectively. n denote the number of hydrogen atoms.

6.1.2 Finite temperature thermodynamics

From basic statistical mechanics, the Helmholtz free energy (F ) relates to the

partition function (Z) as expressed in the following form:

F = −kBT lnZ (6.15)

where kB and T are the Boltzmann constant and temperature, respectively. From

this equation, finite temperature thermodynamic quantities (i.e. the internal energy

(U), the entropy (S) and the heat capacity at constant pressure can be calculated

by differentiating F with respect to T . For a non-magnetic perfect structure with

an average atomic volume (V ), its total free energy at temperature T is:

F (V, T ) = E0(V ) + Fvib(V, T ) + Fel(V, T ) (6.16)

where E0(V ) is the ground state energy at 0K. Fvib(V, T ) the vibrational free energy

and Fel(V, T ) is the electronic free energy [205, 206]. The first energy term can be

calculated by using the DFT method.

The vibrational contributions, expressed in the second term, can be obtained

from the harmonic approximation is given by [207]:
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Fvib(T ) = kBT

∫ ∞

0

ln[2sinh(
hν

2kBT
dν)] (6.17)

where the frequencies of the phonon modes and the phonon density of states (DOSs)

are denoted by ν and g(ν), respectively. h is Plancks constant. Practically, the

phonon DOSs can be obtained by the lattice dynamic calculations (e. g. the linear

response and the supercell methods) introduced in Chapter 2.

However, thermal expansion affects the vibrational properties of materials at

higher temperature. The harmonic approximation does not include this effect. The

quasi-harmonic correction is the extension of the harmonic approximation which in-

cludes that effect. In this method, the volume dependence of phonon DOSs are

resulted from the forces-constant tensors become volume dependent properties. The

quasi-harmonic calculation can be performed by calculating the simple harmonic

calculations at several volumes. As a result, Fvib(V, T ) can be obtained. The ther-

modynamic Grüneisen parameter (γ) indicates the lattice anharmonicity due to vol-

ume expansion of the system. Moreover, some intrinsic anharmonic effects can be

included in Fvib at elevated temperatures [208, 209].

The temperature dependence of the free energy term per atom can be calculated

from [207]:

F (T )

N
=
F (T, V0)

N
− 3kBT γ̄)

2

2B(V0/N)
(6.18)

B denotes the isothermal bulk modulus and V0 is the equilibrium volume.

Lastly, the electronic contribution of the total free energy, Fel(V, T ), is given by

Fel(V, T ) = Eel(V, T )− TSel(V, T ) (6.19)
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Eel(V, T ) =

∫
n(ϵ, V )fϵdϵ−

∫ ϵ

n(ϵ, V )ϵdϵ (6.20)

Sel(V, T ) = −kB
∫
n(ϵ, V )[flnf + (1− f)ln(1− f)]dϵ (6.21)

where Eel and Sel are the energy of the electrons and the electronic entropy, respec-

tively. n(ϵ, V ) is the electronic DOSs at a individual quasi-harmonic volume. the

Fermi function is signified by f [206].

Then, the full free energy can be obtain by including all above contributions and

thermodynamic properties can be calculated as mentioned previously.

6.2 Computational procedure

DFT calculations were used in this study. The generalized gradient approxima-

tion (GGA) refined by Perdew, Burke and Ernzerhof (PBE) [210] with projector

augmented-wave(PAW) pseudo-potentials [82] was employed. The plan wave cutoff

is 325 eV and 350 eV for NbH and Om-MgH2, respectively. A Monkhorst-Pack mesh

with at least 5000 k-points per reciprocal atom was used for k-point sampling in

the Brillouin zone. The Alloy Theoretic Automated Toolkit (ATAT) package [211]

was used for calculating thermodynamics properties of these hydrides. The lat-

tice dynamical properties were obtained from the supercell approach. Elastic and

finite-temperature thermodynamic properties of those hydrides were calculated by

using the quasiharmonic approximation approach with the anharmonic- and elec-

tronic contributions. For the quasi-harmonic approximation, harmonic calculations

of each individual seven volumes were performed. These seven volumes are in range

of -2% to 4% of the equilibrium volume of the hydride structure.
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6.3 Results and discussion

6.3.1 Ground-state properties

The NbH structure has the Pnnn (#48) space group. This O-NbH phase is a

face centered orthorhombic filled with H atoms at four tetragonal interstitial sites.

Om-MgH2 has the CaCl2 type structure, which is the Pnnm space group. T-MgH2

crystal is the P42/mnm (#136) space group. Three dimensional structures of these

three structures are presented in Fig. 6.1. Lattice parameters, calculated from the 0K

calculations, are provided in Table 6.3.1. The calculated lattice parameters of O-NbH

and T-MgH2 provide similar values with the experimental data [212, 213]. Moreover,

∆Ef of those hydrides were calculated by changing molar volume, isotropically. The

O-NbH phase is more stable than both of MgH2 phases. The orthorhombic MgH2 is

less stable than the tetragonal MgH2 phase.

Figure 6.1: Three dimensional structures of (a) O-NbH, (b) T-MgH2 and (c) Om-
MgH2

6.3.2 Elastic properties of NbH and MgH2

The mechanical properties of Nb- and Mg-hydrides were determined in this part.

The calculated Cij values can be achieved and used for estimating other mechanical

properties. The calculated elastic properties are reported in Table 6.2. All hydride
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Table 6.1: Structural properties of O-NbH, T-MgH2 and Om-MgH2 calculated by
using PAW-PBE method

a(Å) b(Å) c(Å) V (Å3/f.u.)

O-NbH (Pnnn) Cal. 4.939 4.859 3.496 20.97

Exp.a 4.84 4.90 3.45 20.46

T-MgH2 (P42/mnm) Cal. 4.471 4.471 2.997 29.95

Exp.b 4.517 4.517 3.020 30.81

Om-MgH2 (Pnnm) Cal. 4.903 3.779 3.215 29.86

a[212], b[213]

Figure 6.2: Calculated ∆Ef as a function of volume of O-NbH, T-MgH2 and Om-
MgH2
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structures are mechanical stable based on the the mechanical stability criteria. As a

result, Nb is more strength than Mg in both pure and hydrided phases. In Mg and Nb

lattices, the calculated values are similar to the values measured by experiments[214,

215, 151]. These results ensure that the predicted mechanical properties of hydride

phases are reliable. All three hydrides are stronger than their pure phases. The

mechanical properties (B, G and Y ) of Om-MgH2 are in range of 5%-10% lower

than those of T-MgH2. Therefore, the difference in mechanical strength between O-

NbH and Om-MgH2 is larger than that of the O-NbH and T-MgH2 case. This may

be one of the sources of stress that induces destabilization of Mg hydride in Mg/Nb

multilayers. In contrast, the mechanical values of Pd hydride (PdHx) decreases when

hydrogen content increases [216, 217]. The Y of pure Pd is 112.4 GPa [218] and it

decreases to 95.9 GPa after forming PdH(x=1) [216].
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6.3.3 Finite-temperature properties

The finite temperature calculations were done by using the quasiharmonic approx-

imation approach with the anharmonic- and electronic contributions. Properties of

simulated hydrides calculated at 0 K and 298 K are compared in Table 6.3.3. At 298

K, the calculated B values of bcc Nb (170.8 GPa) has a good agreement with the

171.8 GPa of experimental value (measured at 300K) [215]. In case of hcp mg, the

calculated B is comparable to the experimental value (35.24 GPa) [151].

Next, selected properties at finite temperature of Nb- and Mg-hydrides were

determined up to 1000 K. The calculated Cp, TEC, B and V as a function of tem-

perature of O-NbH, T-MgH2 and Om-Mg2 are compared and displayed in Fig. 6.3(a)

to 6.3(d), respectively. In Fig. 6.3(a), Cp values of both MgH2 structures are similar,

while O-NbH has lower Cp value compared to those of Mg hydrides. The different in

Cp between O-NbH and MgH2 increases when temperature increases. Comparison of

TEC values is shown in Fig. 6.3(b). Similarly, TEC values expose the similar trend

observed in Cp. When temperature is higher than ∼ 100K, the TEC of MgH2 struc-

tures change gradually. TEC values of Om-Mg2 are higher than those in T-MgH2.

In Fig 6.3(c), the calculated bulk moduli indicate that O-NbH is about three times

stronger than both of MgH2 phases. In all cases, B values is decreased when tem-

perature increases. In Fig. 6.4(d), the atomic volumes of both MgH2 phases expand

as temperature increases. For NbH, the change in V is smaller than that in MgH2.

Thermodynamic properties, which are enthalpy (H), free energy (F ) and entropy

(S), as a function of temperature of O-NbH, T-MgH2 and Om-Mg2 are shown in

Fig. 6.4(a) to 6.4(c).
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Table 6.3: Properties at 0 K and 298 K of bcc Nb, hcp Mg, O-NbH, T-MgH2 and
O-MgH2 by using the quasi-harmonic approximation approach with the anharmonic-
and electronic-contributions. V and E are the equilibrium atomic volume and the
total energy per atom, respectively. B and B′ are the isothermal bulk modulus and
the pressure derivative of bulk modulus, respectively. γ is the Grüneisen parameter.
S is the entropy. Cp is the constant pressure specific heat capacity. TEC is the
thermal expansion coefficient.

T Properties Nb Mg O-NbH T-MgH2 Om-MgH2

0 K V (Å3) 18.36 23.18 10.71 10.60 10.19

E (×102kJ/mol·atom) -9.70 -1.50 -6.58 -2.72 -2.67

B (GPa) 170.80 36.02 172.51 43.90 47.79

(173.0) a (36.89c) (50.2c)

B′ 3.98 4.67 4.206 3.661 3.706

γ 2.00 1.53 1.32 0.76 0.80

298 K V (Å3/atom) 18.48 23.56 10.74 10.64 10.23

B (GPa) 166.10 32.91 167.26 41.50 45.94

(171.8 b) (35.24c)

B′ 4.01 4.54 4.31 3.99 3.62

γ 2.03 1.57 1.32 0.77 0.81

S (J/mol/K) 37.07 33.36 17.06 11.66 12.54

Cp(J/K/mol) 25.46 24.86 26.63 36.86 38.32

TEC (×10−61/K) 9.42 26.96 6.11 8.25 10.18

a[214] The experimental data was obtained by an ultrasonic pulse technique.
b[215]The elastic constants were measured by a high-frequency ultrasonic cw resonance technique.
c[151] The adiabatic elastic constants of single cystal Mg measured by an ultrasonic pulse
technique. The values at 0K are extrapolated values.
d [219] DFT(PAW-GGA) calculations

6.4 Conclusion

The mechanical and finite temperature properties of O-NbH, T-MgH2, Om-MgH2

and their non-hydrided phases were compared. From the calculated elastic proper-
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Figure 6.3: (a) The constant pressure specific heat capacity Cp, (b) the thermal
expansion coefficient (TEC), (c) the bulk modulus (B) and (d) the molar volume
(V ) as a function of temperature of O-NbH, T-MgH2 and Om-MgH2

ties, Nb and O-NbH are much stronger than Mg and MgH2. Both mechanical proper-

ties and difference in volume expansion of Mg and Nb hydrides support the concepts

of stress effect and large volume expansion incompatibility in Mg/Nb multilayers

discussed in the previous chapter.
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Figure 6.4: Finite-temperature thermodynamic properties (a) enthalpy (H), (b) free
energy (F ) and (c) entropy (S) as a function of temperature of O-NbH, T-MgH2 and
Om-MgH2
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7. HYDROGEN DIFFUSION IN MG/NB MULTILAYERS

7.1 Introduction

In the past decade, hydrogen diffusion in metals has been limitedly examined

by experimental measurements. On the other hand, computational tools have been

widely used in this field of study [220, 221, 222]. Hydrogen adsorption on metal

surfaces and hydrogen diffusion inside the metallic matrix have been studied theo-

retically [71, 223, 224]. In the Mg case, the dissociation of H2 on a Mg(0001) surface

was studied [71, 225, 226, 227]. In hcp Mg, there are four different adsorption sites

called the top-, bridge-, fcc- and hcp-sites. The bridge site is reported as the favored

position for splitting H2 on a Mg(0001) surface. This H2 dissociation process requires

to overcoming an activation barrier (∆Ea) of ∼0.4 eV-0.5 eV [71, 225, 226]. Diffusion

of H atoms from the fcc site through the fcc-channel was studied [71]. Diffusion of H

atoms in the group five metals, including bcc Nb, was investigated by Abound et al.

In general, a potential energy surface (PES) describes the energy of the systems

as a function of their conformations. An example of three dimensional PES and its

projected two dimensional PES are schematically represented in Fig. 7.1(a). The

reaction path is shown in this figure. A transition state (TS) locates along the

minimum energy path (MEP) connecting two local minima. From the past, sev-

eral methods such as the Drag method, the Nudged Elastic Band (NEB) method,

the Conjugated Peak Refinement (CPR) method, the Ridge method and the Dimer

method have been proposed for finding the TS along the reaction paths [228]. The

NEB method [229, 230] has been widely used in plane-wave DFT calulations. The

Climbing Image NEB (CI-NEB) method was developed later for improving the typi-

cal NEB method [231]. Fig. 7.1(b) shows three movable images located between fixed
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starting (R) and fixed ending (P) points. Those images are connected by springs.

At the beginning, a straight is interpolated between R and P. During the relaxation

of those images, the component of the spring force is kept parallel to the path and

the component of true force is kept perpendicular to the path. The CI-NEB method

was used in this work for determining the H diffusion mechanism in Mg-thin films.

Figure 7.1: The schematics represent (a) the PES and (b) CI-NEB method [228]

7.2 Experimental observation

According the investigation of H sorption properties in Mg-based thin films dis-

cussed in chapter 5, the sequence of forming and releasing hydrogen in Mg/Nb multi-

layers was further investigated. The experimental procedures are given in chapter 5.

Fig 7.2 shows XRD diffractions of Mg/Nb 100 nm after loading and unloading pro-
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cesses. Apparently, d(111) peak of NbH presents first after loading H2 about 10

minutes. After 12 hours, both O-NbH and Om-MgH2 are formed. When processed

backwards, MgH2 releases hydrogen first and d(0002) of Mg can be detected. Even-

tually, both Mg and Nb are fully recovered.

Figure 7.2: XRD profiles of Mg/Nb 100nm after 10 minutes of H2 loading at 353 K
(a red line), after 12 hours loading at 353 K (a blue line), after unloading at 373 K
(a purple line) and after unloading at 473 K (a green line).

Furthermore, the origins of two desorption peaks (362 K and 378 K) in TDS

spectrum of hydrided Mg/Nb 100 nm shown in Fig. 5.3(e) were also explored. XRD

profiles were collected by interrupting desorption in between the two peaks. Fig. 7.3

shows that unloading at 373 K leads to the recovery of Mg, but NbH remains.

Thus, the first desorption peak of Mg/Nb 100 nm (373 K/24 h) in Fig. 5.3(e) relates

to H2 desorption of Om-MgH2. Desorption at 433 K led to complete recovery of
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as-deposited states. Similarly, in hydrided Mg/Nb 10 nm multilayers, desorption

occurred first from Om-MgH2 at 348 K, followed by recovery of Nb phase. Clearly,

both of them exhibit the same aspect that H is released from Mg layer first.

Figure 7.3: XRD experiments to probe phase transformations revealed from TDS
experiments in Fig. 5.3(e). (a) After H2 desorption of hydrided Mg/Nb 100 nm at
373 K. (b) After H2 desorption of hydrided Mg/Nb 10 nm at 373 K. [119]

In summary, the experiment evidence suggests that the hydrogen is absorbed

and forms hydride phase at the Nb layer first, and vice versa. DFT calculations were

performed for understanding those observed phenomena.

7.3 Computational procedure

The hydrogen diffusion in Mg and Nb systems were determined by using DFT

calculations. The PAW-LDA method was used in this work. For a H atom in bulk

Mg and Nb systems, one H atom was placed at interstitial sites of hcp Mg supercell

(48 Mg atoms) and bcc Nb supercell (54 Nb atoms). Monkhorst-Pack grids of 9×5×3

and 6×6×6 were applied for hcp Mg and bcc supercells, accordingly. The planewave

cut-off of 520 eV and a self-consistency convergence criterion of 10−5 eV were used.
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For the thin film calculations, the thickness of the simulated film is represented by the

number of monolayer (ML). The surface coverage (Θ) represents a ratio of the number

of adsorbed atoms to the number of atoms in a filled monolayer on the surface. In this

study, Θ is 0.5. In free standing films, the slab is separated by a 20 Å vacuum space

in the direction normal to the surface. This vacuum prevents interaction between

the images of periodic slabs. The (110) stacking and (0001) stacking are used in the

13ML-bcc Nb and the 13ML- hcp Mg slabs, respectively. The k-mesh of 19×11×1

and 11×19×1 were used for 13ML-hcp Mg and 13ML-bcc Nb, respectively. In Mg/Nb

multilayers, the structure of 5 ML-pseudo-hcp Mg(0001)/5ML-bcc Nb(110) was used.

The k-mesh of 9×7×3 was used for this structure. Energy barriers of hydrogen

diffusion among interstices were obtained by using the CI-NEB method. A self

consistency convergence criterion of 10−4 eV for the total energy per simulation cell

was applied.

7.4 Hydrogen diffusion in bulk Mg and bulk Nb

First of all, the stabilities of interstitial hydrogen at low concentrations in bulk

hcp Mg and bulk bcc Nb were studied. In this study, two types of interstitial sites are

considered. Fig. 7.4 presents interstitial hydrogen at the tetrahedral interstitial site

(T-site) and the octahedral interstitial site (O-site) in hcp Mg and bcc Nb lattices.

The optimization of a supercell, consisting of one H atom at an interstitial site

(T-site or O-site), was performed. In Table 7.1, the energy difference for H atom in

the T-site and the O-site of Mg- and Nb supercells. Hydrogen prefers the T-site than

the O-site in both hcp Mg and bcc Nb as ∆ETO are negative. Calculated ∆ETO are

similar to the values from the references.

Next, H diffusion mechanism between the T-site and the O-site in those bulk

structures were investigated by using the CI-NEB approach. The energy barriers of
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Figure 7.4: Interstitial sites (a) a O-site in hcp Mg, (b) a T-site in hcp Mg, (c) a
O-site in bcc Nb and (d) a T-site in bcc Nb. H, Mg and Mg atoms are represented
by pink, orange and green balls, respectively.

Table 7.1: The energy difference for isolated H in the T-site and the O-site of Mg-
and Nb supercells, ∆ETO = ET − EO calculated by PAW-LDA method

Metal C = H/Ma ∆ETO (eV/H atom) Ref.

hcp Mg 0.0208 -0.081 -0.049 (c=0.0208b)

bcc Nb 0.0185 -0.284 -0.328 (c=0.0625c)

aC is an atomic fraction of hydrogen and metal in a supercell, b[223]PAW-GGA method,
c[232]PAW-GGA method

hydrogen hoping along selected paths in Mg- and Nb supercells were examined. The

results are given in Table 7.2. In Mg, the activation energy (∆Ea) of H diffusion

from T-site to O-site is about 0.23 eV. H is required less energy to diffuse between

two T-sites compared to the hoping between two O-sites. In bcc Nb, H atom is

required ∆E ∼0.29 eV to move between two adjacent T-sites. Along the O-to-O

path, H atom is repelled by the neighboring host atoms, then the energy barrier is

higher than diffusions in other paths. When H moves from one T-site to the nearest

O-site, there is no obstacle host atom along the path. Therefore, 0.28 eV of Ea is the

energy difference of ET and EO. This value agrees well with ∆ETO value reported in
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Table 7.1. In summary, ∆Ea values of H diffusion in Mg are lower than those of H

diffusion in Nb.

Table 7.2: The activation energy (∆Ea) of H diffusion in Mg and Nb supercells

Path ∆Ea (eV/)

hcp Mg bcc Nb

T-site to O-site 0.23 0.28

T-site to T-site 0.05 0.29

O-site to O-site 0.23 1.00

7.5 Hydrogen diffusion in free standing films

In this part, the H diffusion in Mg(0001) films were investigated by moving H

atom vertically above the Mg surface downward to the matrix. Fig 7.5(a) and 7.5(b)

display the two dimensional views of fcc-site and hcp-site, respectively. The dark

orange balls represent Mg atoms in surface layer (the first Mg layer) and the light

orange balls are Mg atoms in sublayer (the second Mg layer). An energy profile of

each diffusion path represents in relative energies compared with the lowest energy

of that path.

In the first case, energy profiles of H diffusion through the fcc-channel is revealed

in Fig 7.6. The calculated ∆Ea at selected positions are given in Table 7.4. The

first peak of energy profile indicates ∆Ea (∼0.50 eV) for H diffusion through the

surface layer. This value agrees well with other studies (∆E ∼0.5 eV) [71, 70]. ∆Ea

decreases from ∼0.3 eV to ∼0.2 eV, when the H atom further diffuses through the

second Mg layer to below the sixth Mg layer. These values are converged to ∆Ea
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Figure 7.5: The atomic positions are projected on the out-of-plane direction of 13ML
hcp Mg(0001) films. H atom is located (a) at the fcc-site and (b) at the hcp-site.

values observed in bulk Mg. In addition, the vibrational frequencies (ω) of H were

calculated and reported in Table 7.4. The imaginary frequency (Im) indicates that

the H atom locates at the transition state (TS) or the saddle point of the diffusion

path. The results from this work agree well with the results calculated by Vegge

et al. [71].

Next, the energy profile of hydrogen diffusion through the hcp-channel is shown

in Fig 7.5. The energy barrier of the first peak cannot be observed clearly. After

passing through the surface Mg layer (coordinate 5 in Fig. 7.5), the energy increases

rapidly when the H atom moves further to the next Mg layer. The reason for this

is that the H atom is repelled by Mg atoms in the sub-surface layer. In this work,

the additional path was determined. After passing the surface layer, the path that

H diffuses to the closest T-site (FS1) near sub-surface layer was investigated. TS1

represents H at the O-site-like environment located between two Mg layers. The

diffusion between T-sites located above and below sub-surface layer requires the 0.20

eV of ∆E2. TS3 reveals another O-site between the sub-surface Mg layer and the

next Mg layer. As a result, the diffusion in the T-to-T path has lower ∆Ea than
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Table 7.3: H diffusion trough the fcc-channel in 13ML hcp Mg(0001) freestanding
films. The activation energy in the inward direction from surface to the matrix
(∆Ei) and in the opposite direction (∆E ′

i) are given in eV. The imaginary frequency
is denoted by Im. The calculated vibrational frequencies for the H atom (ωi) in cm−1

and the corresponding zero point energy (ZPE=1
2

∑
i ωi) are reported.

Position ∆Ea ωx ωy ωz ZPE

(eV) (cm−1) (cm−1) (cm−1) (eV)

IS 843 736 731 0.143

Ref.a (745) (752) (706) (0.137)

TS1 ∆E1 0.50 854 647 Im 0.093

Ref.a (0.53) (745) (733) (Im) (0.092)

∆E′
1 0.18

Ref.a (0.17)

FS1 560 471 435 0.091

Ref.a (471) (435) (404)) (0.081)

TS2 ∆E2 0.27 1201 991 Im 0.136

Ref.a (0.18) (1085) (1050) (Im) (0.132)

∆E′
2 0.27

Ref.a (0.19)

FS2 487 410 390 0.056

Ref.a (417) (344) (328) (0.068)

TS3 ∆E3 0.26 1085 1050 Im 0.136

Ref.a

∆E′
3 0.25

Ref.a

TS4 ∆E4 0.25 1199 1016 Im 0.137

∆E′
4 0.24

TS5 ∆E5 0.22

∆E′
5 0.22

TS6 ∆E6 0.22

a [71] DFT calculations by using RPBE functional
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Figure 7.6: H diffusion trough fcc-channel in 13ML hcp Mg(0001) freestanding films
(a) from this work and (b) from [71]

hoping from the T-to-O path.

Additionally, H atom located at the fcc-site has lower in energy than the H atom

located at the hcp-site. The energy difference between fcc and hcp sites is ∼38 meV,

which is comparable with the 20-25 meV obtained from literatures [71, 70].

Next, H diffusion in Nb(110) films was explored by using the same method. In

this case, three possible initial sites on a surface were selected, which are the a-site,

the b-site and the c-site, as shown in Fig. 7.8(a) to 7.8(c). The dark green balls

represent Nb atoms in a surface layer (the first Nb layer) and the light green balls

are Nb atoms in a sublayer (the second Nb layer). For Nb slabs, the H atom was

initially located above the Nb surface. The H atom was moved downward into the

Nb matrix. Calculated ∆Ea and ZPE values of all three cases are given in Table 7.5.
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Figure 7.7: H diffusion trough hcp-channel and hop between two T-sites in zigzag
direction in 13ML hcp Mg(0001) freestanding films

Fig. 7.9 to 7.11 demonstrate the energy profiles of H diffusion through the a-channel,

the b-channel and the c-channel, respectively.

Figure 7.8: The atomic positions are projected on the out-of-plane direction of 13ML
hcp Mg(0001) films. The H atom is located (a) at the fcc-site and (b) at the hcp-site.

In Fig. 7.9, ∆Ea of moving the H atom through the surface layer is ∼1.2 eV.
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Table 7.4: H diffusion trough the hcp-channel in 13ML hcp Mg(0001) freestanding
films. The activation energy in the inward direction from the surface to the matrix
(∆Ei) and in the opposite direction (∆E ′

i) are given in eV. The imaginary frequency
is denoted by Im. The calculated vibrational frequencies for the H atom (ωi) in cm−1

and the corresponding zero point energy (ZPE=1
2

∑
i ωi) are reported.

Position ∆Ea ωx ωy ωz ZPE

(eV) (cm−1) (cm−1) (cm−1) (eV)

IS 809 701 675 0.135

TS1 ∆E1 0.48 936 204 Im 0.071

∆E′
1 0.36

FS1 916 872 813 0.161

TS2 ∆E2 0.20 1200 1059 Im 0.140

∆E′
2 0.03

FS2 928 846 742 0.156

TS3 ∆E3 0.26 1157 Im Im 0.072

∆E′
3 0.30

When the H atom moves closer to the second Nb layer, the energy increases rapidly

owing to a repulsive interaction between H and Nb atoms. The minima can be

observed when the H atom is located at T-site-like environment. The result reveals

similar feature presented in the hcp-case of Mg films. In the b-case, the ∆E values

of H diffusion along this path are in range of 1.7 eV to 1.9 eV. The b-path reveals

the higher ∆E1 than other two cases. On the other hand, the lowest in ∆E1 of the

c-case suggests that the H diffusion through this path is the most favorable. In the

c-case, the energy is converged when the H atom diffuses further to the middle of Nb

films. The O-site-like environment is located along this path and results the small

energy barriers (i.e. TS2, TS4 and TS6) shown in Fig. 7.11.
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Figure 7.9: H diffusion trough the a-channel in 13ML bcc Nb(110) freestanding films

Figure 7.10: H diffusion trough the b-channel in 13ML bcc Nb(110) freestanding
films
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Figure 7.11: H diffusion trough the c-channel in 13ML bcc Nb(110) freestanding
films

7.6 Hydrogen diffusion in Mg/Nb multilayers

In this section, H diffusion in Mg/Nb multilayers was determined. The three

dimensional structure of pseudo-hcp Mg/bcc Nb multilayers displayed in Fig. 7.12

was used in this study. The Mg- and Nb-layers are labelled as the order shown in

that figure. H diffusion was investigated in both in-plane and out-of-plane directions.

Firstly, H diffusion was examine along the direction normal to the interface repre-

sented in Fig. 7.12. H atoms penetrate from the Nb region to the interface and Mg

regions. The energy profile of this route is presented in Fig. 7.13. The corresponding

∆Ei values are given in Table 7.6. TS1 to FS5 positions represent the energies of

H diffusion in the Nb region. H diffusion across the interface region is presented by
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Table 7.5: H diffusion trough a-, b- and c-channels in 13ML bcc Nb(110) freestanding
films. The activation energy in the inward direction from surface to the matrix (∆Ei

and in the opposite direction (∆E ′
i) are given in eV. The zero point energy

(ZPE=1
2

∑
i ωi) are reported.

Position ∆Ea (eV) ZPE

∆E ∆E′ (eV)

A-channel
IS 0.144
TS1 1.21 0.38 0.198
FS1 0.208

B-channel
IS 0.157
TS1 1.70 1.26 0.180
FS1 0.240
TS2 1.74 2.03 0.202
FS2 0.244
TS3 1.85 1.86 0.198
FS3 0.244
TS4 1.85 0.198

C-channel
IS 0.179
TS1 0.91 0.12 0.232
FS1 0.240
TS2 0.18 0.20 0.158
FS2 0.245
TS3 0.33 0.53 0.243
FS3 0.237
TS4 0.10 0.16
FS4 0.253
TS5 0.41 0.40 0.242
FS5
TS6 0.17 0.18 0.131
FS6 0.254
TS7 0.44 0.241

FS5 to TS6. The rest of the coordinates represent H diffusion from the Mg(5) layer

trough the Mg(3) layer. The energy profile indicates that the H atom located in

the Nb region has lower energy than another region. H hopping to the Nb region
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requires lower energy than hopping to the Mg region. This result supports the ex-

periment evidence. The experiment shows that NbH is formed before MgH2 phase

in the hydrogenation process. On the other hand, H is released from Mg first in the

de-hydrogenation process.

Figure 7.12: The schematic of H diffusion path along the out-of-plane direction in
pseudo-hcp Mg/bcc Nb multilayers.

In the second route, the H atom is placed at the middle of two successive layers.

According the labeled sequence in Fig. 7.12, five different paths were chosen, which

are Nb(3)-Nb(2), Nb(2)-Nb(1), interface, Mg(5)-Mg(4) and Mg(4)-Mg(3). In this

case, all metal atoms were fixed for simplifying the calculations. As the result,

all five paths expose the same shape of energy profile, but the magnitudes of ∆Ea

values are different. For instance, the energy profile of H diffusion along the interface

is shown in Fig. 7.14. There are two saddle points (∆E1 and ∆E2) presented along

this path. For the interface case, when H migrates close to the Nb(1) layer, the
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Figure 7.13: H diffusion through the out-of-plane direction of pseudo-hcp Mg/bcc
Nb multilayers. All atoms are allowed to move.

energy is lower than moving to the Mg side. Calculated ∆Ea values of five cases are

reported in Table 7.7. In Fig. 7.15, ∆E1 and ∆E2 are compared as a function of the

position. In the Mg region, ∆E1 increases when the distance from the interface is

longer, but the opposite trend can be observed from H diffusion in the Nb region.

∆E2 shows less deviation than ∆E1. In contrary, ∆E2 values of H diffusion in the

Mg region is lower than those of diffusion in the Nb region. However, ∆E2 in both

regions are comparable.

7.7 Conclusions

In summary, H diffusion in Mg/Nb multilayers and their bulk phase were studied

by using DFT calculations. More understanding of H sorption behavior in Mg/Nb

multilayers could be attained. In free-standing cases, penetration of H trough the

surface layer in Nb films is more difficult than that in Mg films. In contrary, the

H atom prefers migrating through the Nb region in Mg/Nb multilayers. This result
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Figure 7.14: The energy profile of H diffusion along the in-plane direction at the inter-
face of pseudo-hcp Mg/bcc Nb multilayers. The corresponding figures are provided
on top of the figure. Only the H atom is allowed to move.

Figure 7.15: Comparison ∆E1 and ∆E2 of H diffusion along the in-plane direction
as a function of the distance from interface.
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Table 7.6: H diffusion along the out-of-plane direction in 5ML-pseudohcp Mg and
5ML-bcc Nb multilayers. The activation energy along the direction of the Nb layer
to the Mg layer (∆Ei) and the activation energy along the opposite direction (∆E ′

i)
are given in eV.

Position ∆Ea (eV)

∆E ∆E′

TS1 0.41

TS2 0.13 0.18

TS3 0.49 0.39

TS4 0.14 0.22

TS5 0.30 0.37

TS6 0.48 0.10

TS7 0.47 0.17

TS8 0.15 0.18

TS9 0.25 0.22

TS10 0.19 0.23

TS11 0.33

coincides with the experimental observation. The NbH phase is detected first in the

hydrogenation process, while MgH2 releases H first in the de-hydrogenation process.
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Table 7.7: H diffusion along the in-plane direction in 5ML-pseudohcp Mg and 5ML-
bcc Nb multilayers.

Position ∆E1 ∆E2

between Nb(3) and Nb(2) 0.72 0.28

between Nb(2) and Nb(1) 0.88 0.27
Interface 0.63 0.30

between Mg(5) and Mg(4) 1.04 0.15

between Mg(4) and Mg(3) 1.19 0.14
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8. SUMMARY AND CONCLUSIONS

In summary, this work has been done for investigating the hydrogen sorption

properties in Mg/Nb multilayers. The ultimate goal of the study is to improve the

kinetic and thermodynamic properties of Mg hydrides for hydrogen storage applica-

tions. The theoretical methods have been employed for understanding the experi-

mental observation. Several properties such as the structural, energetic, electronic

charge, thermodynamic and mechanical properties have been determined in Mg/Nb

multilayers, Mg freestanding films and bulk phases and their hydrided phases.

First, the properties of Mg/Nb multilayers were investigated. The metastable

Mg bcc phase was first observed in Mg/Nb multilayers at ambient conditions. The

theoretical approaches were used for understanding this phenomenon. The bi-phase

diagram of Mg/Nb multilayers was predicted by using the classical thermodynamic

approach. The result shows that the metastable bcc Mg phase can be stabilized

in specific range of bilayer thickness and volume fraction of constituent elements.

The predicted bi-phase diagram also proposes that the metastable hcp Nb can be

stabilized under the thin films conditions also. This result was successfully verified

by the experiments. In addition, DFT calculations were performed and show that the

metastable bcc Mg is stabilized when it is constrained with the Nb lattice parameter.

This constrained bcc Mg phase is mechanical stable. The interface calculations also

support the energetic preference of forming bcc Mg and hcp Nb phases under the

thin film environment. This study provides a basis for the design of Mg- based nano

materials with properties not observed in bulk.

Next, the sorption properties of Mg/Nb multilayers were examined. The com-

putational method is useful for assisting the experimental study. The improvement
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of hydrogen sorption properties in Mg/Nb multilayers was observed experimentally.

Stress-induced metastable orthorhombic-Mg2 (O-MgH2) phases are formed in the

thin films. The oxidized Si(110) substrate plays an important role in the single

layer Mg case, while Nb exhibits as the substrate in the Mg/Nb multilayers case.

Destabilization of these O-MgH2 phases can be explained from the formation en-

thalpy calculated by using DFT calculations. Experimental evidence suggested that

stresses arise from either substrate constraint or volume expansion incompatibility.

The calculations also confirm these reasons. These studies provide important design

criteria for selection of appropriate second phase to destabilize Mg hydride.

Furthermore, hydrogen diffusion in Mg/Nb multilayers were investigated by CI-

NEB method. The results agree well with the experimental observation. Owing to

the energetic reason, NbH is formed first during the hydriding process, while Mg is

recovered first during the dehydriding process.

Finally, the improvement in thermodynamic properties of Mg hydrides was achieved

in this work. The concepts of stress-assisted H2-sorption and stabilizing metastable

phases under thin films conditions are valuable and they can be applied in further

studies.
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[12] A. Léon. Hydrogen Technology: Mobile and Portable Applications (Green En-

ergy and Technology). Springer, Germany, 2008.
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[127] I.A. Kotzé and D. Kuhlmann-Wilsdorf. A theory of the interfacial energy

169



between a crystal and the melt. Applied Physics Letters, 9(2):96–98, 1966.

[128] Q. Jiang and H.M. Lu. Size dependent interface energy and its applications.

Surface Science Reports, 63(10):427 – 464, 2008.

[129] J.P. Hirth and J. Lothe. Theory of dislocations. Wiley, New York, 1982.

[130] A.T. Dinsdale. SGTE data for pure elements. Chalphad, 15(4):317–425, 1991.

[131] L. Kaufman and H. Bernstein. Computer calculation of phase diagram. Aca-

demic Press Inc., New York, 1970.

[132] N. Saunders and A.P. Miodownik. CALPHAD (Calculation of Phase Dia-

grams): A comprehensive guide. New York, Pergamon, Oxford, 1998.

[133] V.M. Goldschmidt. Berichte der Deutschen Chemischen Gesellschaft, 60:1270,

1927.

[134] B. M. Caruta. Focus on nanomaterials research. Nova Science Publishers, Inc.,

New York, 2006.

[135] G. Simmons and H. Wang. Single crystal elastic constants and calculated ag-

gregate properties: a handbook. M.I.T. Press, Cambridge, 2nd edition edition,

1971.

[136] J.P. Perdew, J.A. Chevary, S.H. Vosko, K.A. Jackson, M.R. Pederson, D.J.

Singh, and C. Fiolhais. Atoms, molecules, solids, and surfaces: Applications of

the generalized gradient approximation for exchange and correlation. Physical

Review B, 46:6671–6687, Sep 1992.

[137] G. Kresse and J. Hafner. Ab initio molecular dynamics for liquid metals.

Physical Review B, 47:558–561, 1993.

[138] W. Kraus and G. Nolze. POWDER CELL – a program for the representation

and manipulation of crystal structures and calculation of the resulting X-ray

powder patterns. Journal of Applied Crystallography, 29(3):301–303, 1996.

[139] G. Kresse and D. Joubert. From ultrasoft pseudopotentials to the projector

170



augmented-wave method. Physical Review B, 59:1758–1775, Jan 1999.

[140] E. Wachowicz and A. Kiejna. Bulk and surface properties of hexagonal-close-

packed Be and Mg. Journal of Physics: Condensed Matter, 13(48):10767, 2001.

[141] L.V. Gurvich, I.V. Veyts, and C.B. Alcock. Thermodynamic properties of in-

dividual substances. Begell House, New York, 1996.

[142] A.W. Hull. A new method of x-ray crystal analysis. Physical Review, 10:661–

696, 1917.

[143] Y. Wang, S. Curtarolo, C. Jiang, R. Arróyave, T. Wang, G. Ceder, L.-Q. Chen,
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APPENDIX A

1. Gibbs free energy from Calphad method [130]

Table A.1: The equations of Gibbs energies (G) at temperature (T ) of each phase of
Mg and Nb

Structure G

hcp Mg -8367.34 + 143.675547T - 26.1849782 T ln(T ) +

(298.15K <T<923.00K) 0.4858E-3 T 2 - 1.393669E-6 T 3 + 78950 T−1

bcc Mg -5267.34+141.575547 T - 26.1849782T ln(T ) +

(298.15K <T<923.00K) 0.4858E-3 T 2 - 1.393669E-6 T 3 + 78950 T−1

bcc Nb -8519.353+142.045475 T - 26.4711 T ln(T ) +

(298.15K <T<2750.00K) 0.203475E-3 T 2 - 0.350119E-6 T 3 + 93399 T−1

hcp Nb -1480.647 + 144.445475 T - 26.4711 T ln(T ) +

(298.15K <T<2750.00K) 0.203475E-3 T 2 - 0.350119E-6 T 3 + 93399 T−1

2. Slopes (m) and constant (c) of three boundaries of bi-phase diagram

shown in Fig. 3.2
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From Eq. 3.3, it can be rewritten as the following equation:

0 = 2∆γ + [∆GMg(1− fNb) + ∆GNbfNb]λ (A.1)

2.1 Equation of line 1: hcp Mg/bcc Nb → bcc Mg/bcc Nb transformation (∆GNb=0)

1

λ
= −∆GMg

2∆γ1
(1− fNb) = −

Gbcc
Mg −Ghcp

Mg

2(γbcc/bcc − γhcp/bcc)
(1− fNb) (A.2)

2.2 Equation of line 2: hcp Mg/hcp Nb → bcc Mg/bcc Nb transformation

1

λ
= −∆GMg

2∆γ2
− (∆GNb −∆GMg)

2∆γ2
fNb (A.3)

where ∆GMg = Gbcc
Mg −Ghcp

Mg, ∆GNb = Gbcc
Nb −Ghcp

Nb , and ∆γ2 = γbcc/bcc − γhcp/hcp.

2.3 Equation of line 3: hcp Mg/bcc Nb→ hcp Mg/hcp Nb transformation (∆GMg=0)

1

λ
= −∆GNb

2∆γ3
fNb = − (Ghcp

Nb −Gbcc
Nb)

2(γhcp/hcp − γhcp/bcc)
fNb (A.4)

From those three equations, the data set of bi-phase diagram of Mg/Nb multilayers

can be evaluated from 1/λ = mfNb + c. Calculated m and c values are given in

Table A.2.

Table A.2: Calculated slopes (m) and constants (c) of three boundaries

Line m (nm−1) c (nm−1)

1 -0.3397 0.3397

2 -557.4600 84.6034

3 1.9060 0.0000
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